ON A WAVE EQUATION WITH A BOUNDARY CONDITION ASSOCIATED WITH CAPILLARY WAVES
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Abstract. This paper discusses an initial-boundary value problem for a wave equation with a nonstandard boundary condition associated with linear capillary waves on the surface of a compressible liquid. We prove the well-posedness of this problem. Our main technical device is the Fourier transform.
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Introduction. In this paper we discuss the following initial-boundary value problem for a wave equation:

(0.1) \[ u_{tt} - \Delta u = 0 \quad \text{for} \quad t \in (0, T), \quad (x, y, z) \in \mathbb{R}^3_+, \]

(0.2) \[ B u(t, x, y, 0) = 0 \quad \text{for} \quad t \in (0, T), \quad (x, y) \in \mathbb{R}^2, \]

(0.3) \[ u(0, x, y, z) = u_0(x, y, z), \quad u_t(0, x, y, z) = u_1(x, y, z) \quad \text{for} \quad (x, y, z) \in \mathbb{R}^3_+, \]

where \( T > 0 \) is arbitrarily given, \( \mathbb{R}^3_+ = \{(x, y, z) : (x, y) \in \mathbb{R}^2, \ z > 0\} \), \( \Delta \) is the Laplacian in \((x, y, z)\), and the operator \( B \) is defined by

(0.4) \[ B u = \Delta u + \frac{\partial}{\partial z}(u_{xx} + u_{yy}). \]

This nonstandard boundary condition arises in the linearized model of capillary waves. Let a compressible liquid occupy the half-space \( \mathbb{R}^3_+ \), and let \( u \) denote its velocity potential. When the effects of gravity are neglected, \( u \) satisfies the following acoustic equation within the liquid:

(0.5) \[ u_{tt} - c^2 \Delta u = 0, \]

where \( c \) is the speed of sound. We describe the free surface by \( z = \zeta(t, x, y) \). By the Laplace formula (see Landau and Lifshitz [5]), we have

(0.6) \[ p - p_0 = \alpha(\zeta_{xx} + \zeta_{yy}), \]

where \( \alpha > 0 \) is the surface-tension coefficient, \( p \) is the pressure in the liquid near the surface, and \( p_0 \) is the constant external pressure. On the other hand, \( u \) is related to the pressure by

(0.7) \[ p - p_0 = -\rho_0 \frac{\partial u}{\partial t}, \]
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where \( \rho_0 \) is the constant equilibrium density and gravity has been neglected. On the surface, it holds that

\[
\frac{\partial u}{\partial z} = \frac{\partial \zeta}{\partial t} \quad \text{at} \quad z = 0.
\]

(0.8)

Combining (0.5)–(0.8), we have

\[
\Delta u + \frac{\alpha}{\rho_0 c^2} \frac{\partial}{\partial z} (u_{xx} + u_{yy}) = 0 \quad \text{at} \quad z = 0.
\]

(0.9)

By rescaling the variables, we arrive at (0.1) and (0.2).

For the Dirichlet boundary condition \( u = 0 \), or the Neumann boundary condition \( \frac{\partial u}{\partial z} = 0 \) at \( z = 0 \), a complete result on the well-posedness of the initial-boundary value problem is well known. The purpose of this work is to establish a similar result in the \( L^2 \) Sobolev spaces with the boundary condition (0.2). Bondi [2] constructed a fundamental solution of (0.1)–(0.2) and studied an interesting phenomenon of wave propagation along the surface with infinite speed. His result was also discussed by Duff [3]. Here our issue is to formulate the well-posedness of the initial-boundary value problem (0.1)–(0.3) as closely as possible to that of the standard initial-boundary value problems. One could use fundamental solutions to represent solutions. However, even for the pure Cauchy problem in the whole space, the explicit formula of the fundamental solution is not a good device to obtain the basic \( L^2 \) energy estimates, which trivially follow either by a multiplier technique or by the Fourier transform. In particular, it is not at all clear whether the fundamental solution obtained in [2] can be used to obtain estimates of solutions in the function classes of \( L^2 \) setting. Here we rely on the well-known theory of the Cauchy problem in the whole space. This involves a suitable extension of the given data to the whole space, where various compatibility conditions are naturally incorporated. The main tool is the Fourier transform. When the boundary operator consists of only odd (or only even) derivatives in the normal coordinate variable, this is a standard procedure. The novelty of the above problem is that the boundary operator is hybrid, and a simple reflection method does not work. So the main difficulty lies in handling the boundary condition. The boundary \( z = 0 \) is noncharacteristic, and the trace of any derivative of the solution is well-defined due to partial hypoellipticity; see Hörmander [4]. But we need some regularity condition for the uniqueness of the solution, which is justified by a simple example presented in the next section. Our starting point is the following observation made by Duff [3]. Since \( B \) is a differential operator with constant coefficients, \( Bu \) satisfies the wave equation if \( u \) does. Consequently, \( Bu \) is a solution of the initial-boundary value problem with the initial data \((Bu_0, Bu_1)\) and the Dirichlet boundary condition. However, it is only a weak solution unless \( u \) itself is sufficiently smooth. For this, we provide in the next section a definition of a weak solution which is suitable in our function classes such that each solution in the natural energy space is included. As the initial data are more regular with suitable compatibility conditions at the boundary \( z = 0 \), the regularity of the solution improves accordingly.

Following the notation for function classes in Lions and Magenes [6], we state the main result as follows.

**THEOREM 0.1.** Let \( u_0 \in H^2(R^2_+^c) \) and \( u_1 \in H^1(R^2_+) \) with \( \frac{\partial u_0}{\partial z} (x, y, 0) \in H^1(R^2) \). Then, there is a unique solution \( u \in C([0, T]; H^2(R^2_+^c)) \cap C^1([0, T]; H^1(R^2_+^c)) \) of (0.1)–(0.3) such that \( Bu \) is a solution of (1.9) below with the initial data \((Bu_0, Bu_1)\).
Furthermore, for each $t \in [0, T]$ the solution satisfies

$$
(0.10) \quad \|u(t, \cdot)\|_{H^2(R^3_+)} + \|u_t(t, \cdot)\|_{H^1(R^3_+)} \\
\leq M(T) \left( \|u_0\|_{H^2(R^3_+)} + \|u_1\|_{H^1(R^3_+)} + \left\| \frac{\partial u_0}{\partial z} (\cdot, 0) \right\|_{H^1(R^3)} \right),
$$

where $M(T)$ is a positive constant depending on $T$.

We can also obtain more regular solutions.

**Corollary 0.2.** If we suppose that $u_0 \in H^3(R^3_+)$ with $Bu_0 = 0$ at $z = 0$ and that $u_1 \in H^2(R^3_+)$ with $\frac{\partial u_1}{\partial z}(\cdot, 0) \in H^1(R^3)$, the above solution belongs to $C([0, T]; H^3(R^3_+) \cap C^1([0, T]; H^2(R^3_+)))$, and it holds that for all $t \in [0, T]$,

$$
(0.11) \quad \|u(t, \cdot)\|_{H^3(R^3_+)} + \|u_t(t, \cdot)\|_{H^2(R^3_+)} \\
\leq M(T) \left( \|u_0\|_{H^3(R^3_+)} + \|u_1\|_{H^2(R^3_+)} + \left\| \frac{\partial u_1}{\partial z} (\cdot, 0) \right\|_{H^1(R^3)} \right),
$$

for some positive constant $M(T)$.

**Corollary 0.3.** Let $m \geq 1$ be an integer. Suppose that $u_0 \in H^{2m+2}(R^3_+)$, $Bu_0 = 0$, $\Delta Bu_0 = 0, \ldots, \Delta^{m-1} Bu_0 = 0$ at $z = 0$, $(\frac{\partial}{\partial z})^{m+1} u_0(\cdot, 0) \in H^1(R^3)$ and that $u_1 \in H^{2m+1}(R^3_+)$, $Bu_1 = 0$, $\Delta Bu_1 = 0, \ldots, \Delta^{m-1} Bu_1 = 0$ at $z = 0$. Then, the above solution belongs to $C([0, T]; H^{2m+2}(R^3_+) \cap C^1([0, T]; H^{2m+1}(R^3_+)))$ and satisfies for all $t \in [0, T]$,

$$
(0.12) \quad \|u(t, \cdot)\|_{H^{2m+2}(R^3_+)} + \|u_t(t, \cdot)\|_{H^{2m+1}(R^3_+)} \\
\leq M(T, m) \left( \|u_0\|_{H^{2m+2}(R^3_+)} + \|u_1\|_{H^{2m+1}(R^3_+)} + \left\| \frac{\partial^{2m+1} u_0}{\partial z^{2m+1}} (\cdot, 0) \right\|_{H^1(R^3)} \right),
$$

where $M(T, m)$ is a positive constant depending on $T$ and $m$.

**Corollary 0.4.** Let $m \geq 1$ be an integer. Suppose that $u_0 \in H^{2m+3}(R^3_+)$, $Bu_0 = 0$, $\Delta Bu_0 = 0, \ldots, \Delta^{m} Bu_0 = 0$ at $z = 0$ and that $u_1 \in H^{2m+2}(R^3_+)$, $Bu_1 = 0$, $\Delta Bu_1 = 0, \ldots, \Delta^{m-1} Bu_1 = 0$ at $z = 0$, $(\frac{\partial}{\partial z})^{2m+2} u_1(\cdot, 0) \in H^1(R^3)$. Then, the above solution belongs to $C([0, T]; H^{2m+3}(R^3_+) \cap C^1([0, T]; H^{2m+2}(R^3_+)))$ and satisfies for all $t \in [0, T]$,

$$
(0.13) \quad \|u(t, \cdot)\|_{H^{2m+3}(R^3_+)} + \|u_t(t, \cdot)\|_{H^{2m+2}(R^3_+)} \\
\leq M(T, m) \left( \|u_0\|_{H^{2m+3}(R^3_+)} + \|u_1\|_{H^{2m+2}(R^3_+)} + \left\| \frac{\partial^{2m+1} u_1}{\partial z^{2m+1}} (\cdot, 0) \right\|_{H^1(R^3)} \right).
$$

If we assume that the support of the initial data is contained in $R^3_+$, then the result is essentially the same as that for the standard boundary conditions.

**Corollary 0.5.** Let $m$ be a nonnegative integer. Let $u_0 \in H^{m+2}(R^3_+)$ and $u_1 \in H^{m+1}(R^3_+)$ such that $\text{supp } u_0 \cup \text{supp } u_1 \subset R^3_+$. Then, the above solution belongs to $C([0, T]; H^{m+2}(R^3_+) \cap C^1([0, T]; H^{m+1}(R^3_+)))$ and satisfies for each $t \in [0, T]$,

$$
(0.14) \quad \|u(t, \cdot)\|_{H^{m+2}(R^3_+)} + \|u_t(t, \cdot)\|_{H^{m+1}(R^3_+)} \\
\leq M(T, m)(\|u_0\|_{H^{m+2}(R^3_+)} + \|u_1\|_{H^{m+1}(R^3_+)}).
$$

We will prove these results in the next sections.
1. Preliminaries. We first review some facts about the Cauchy problem for a wave equation in $R^3$, which is formulated as follows:

$$\begin{aligned}
&u_{tt} - \Delta u = 0 \quad \text{in } (0,T) \times R^3, \\
u(0, x, y, z) = u_0(x, y, z) \quad \text{in } R^3, \\
u_t(0, x, y, z) = u_1(x, y, z) \quad \text{in } R^3,
\end{aligned}$$

(1.1)

where $\Delta$ is the Laplacian in $(x, y, z) \in R^3$, and $0 < T < \infty$ is arbitrarily given.

**Lemma 1.1.** Let $u_0 \in H^s(R^3)$, and $u_1 \in H^{s-1}(R^3)$, for some $s \in R$. Then, there is a unique solution of the Cauchy problem (1.1) in $C([0,T]; H^s(R^3)) \cap C^1([0,T]; H^{s-1}(R^3))$, and it holds that

$$\|u(t, \cdot)\|_{H^s(R^3)} + \|u_t(t, \cdot)\|_{H^{s-1}(R^3)} \leq M(T)(\|u_0\|_{H^s(R^3)} + \|u_1\|_{H^{s-1}(R^3)})$$

(1.2)

for all $t \in [0,T]$ with some positive constant $M(T)$ independent of $u_0$ and $u_1$.

**Lemma 1.2.** In the same setting as above, assume that $\text{supp } u_0 \cup \text{supp } u_1 \subset \{(x, y, z) : z < -L\}$ for some $L \in R$. Then, the support of the solution for $t \geq 0$ is contained in $\{(t, x, y, z) : t > z + L\}$.

Next we define a function space $\mathcal{X}$ by

$$\mathcal{X} = H^{-1}(R_z ; H^{-1}(R^2)) + L^2(R_z ; H^{-2}(R^2))$$

$$= \{f_1 + f_2 : f_1(x, y, z) \in H^{-1}(R_z ; H^{-1}(R^2)), \ f_2(x, y, z) \in L^2(R_z ; H^{-2}(R^2))\},$$

equipped with the norm

$$\|f\|_{\mathcal{X}} = \inf_{f_1 + f_2} (\|f_1\|_{H^{-1}(R_z ; H^{-1}(R^2))} + \|f_2\|_{L^2(R_z ; H^{-2}(R^2))}),$$

(1.3)

where $R_z$ is for the $z$ variable. Then, $\mathcal{X}$ is the dual of $H^1(R_z ; H^1(R^2)) \cap L^2(R_z ; H^2(R^2))$. For this, see Bergh and L"ofstr"om [1]. We also need the following fact.

**Lemma 1.3.** The operator $(1 - \Delta_{x,y})^{1/2}$ is an isomorphism from $H^{-1}(R^3)$ onto $\mathcal{X}$. Here, $\Delta_{x,y}$ is the Laplacian in $(x,y)$. 

**Proof.** Choose any $f \in H^{-1}(R^3)$, and set

$$\hat{f}_1(\xi) = \frac{|\xi|}{1 + |\xi_1| + |\xi_2| + |\xi_3|} \hat{f}(\xi)$$

and

$$\hat{f}_2(\xi) = \frac{1 + |\xi_1| + |\xi_2|}{1 + |\xi_1| + |\xi_2| + |\xi_3|} \hat{f}(\xi),$$

where $\hat{f}(\xi)$ is the Fourier transform of $f$ and $\xi = (\xi_1, \xi_2, \xi_3)$ is the dual variable of $(x, y, z)$. It is apparent that $f = f_1 + f_2$ and

$$\|(1 - \Delta_{x,y})^{1/2} f_1\|_{H^{-1}(R_z ; H^{-1}(R^2))} \leq M\|f\|_{H^{-1}(R^3)}$$

(1.4)

and

$$\|(1 - \Delta_{x,y})^{1/2} f_2\|_{L^2(R_z ; H^{-2}(R^2))} \leq M\|f\|_{H^{-1}(R^3)}$$

(1.5)

for some positive constant $M$ independent of $f$. In the meantime, $H^{-1}(R_z ; L^2(R^2))$ and $L^2(R_z ; H^{-1}(R^2))$ are continuously embedded into $H^{-1}(R^3)$. Hence, $(1-\Delta_{x,y})^{-1/2}$ is continuous from $\mathcal{X}$ into $H^{-1}(R^3)$. \qed
Lemma 1.4. Suppose that \( u_0 \in L^2(R^2 ; H^{-1}(R^2)) \) and \( u_1 \in \mathcal{X} \). Then, there is a unique solution \( u \) of (1.1) in \( C([0, T] ; L^2(R^2 ; H^{-1}(R^2))) \cap C^1([0, T] ; \mathcal{X}) \). We also have

\[
\|u(t, \cdot)\|_{L^2(R^2 ; H^{-1}(R^2))} + \|u_t(t, \cdot)\|_{X} \leq M(T) \left( \|u_0\|_{L^2(R^2 ; H^{-1}(R^2))} + \|u_1\|_{X} \right)
\]

for all \( t \in [0, T] \), where \( M(T) \) is a positive constant independent of \( u_0 \) and \( u_1 \).

Proof. Let us set

\[
(1.7) \quad v_0 = (1 - \Delta_{x,y})^{-1/2}u_0, \quad v_1 = (1 - \Delta_{x,y})^{-1/2}u_1,
\]

and consider the Cauchy problem (1.1) with \((u_0, u_1)\) replaced by \((v_0, v_1)\). Since \( v_0 \in L^2(R^2) \) and \( v_1 \in H^{-1}(R^2) \), it follows from Lemma 1.1 that there is a unique solution \( v \) in \( C([0, T] ; L^2(R^3)) \cap C^1([0, T] ; H^{-1}(R^3)) \). We then set

\[
(1.8) \quad u = (1 - \Delta_{x,y})^{1/2}v.
\]

By virtue of Lemmas 1.1 and 1.3, we find that \( u \) is the unique solution of (1.1) in \( C([0, T] ; L^2(R^2) ; H^{-1}(R^2))) \cap C^1([0, T] ; \mathcal{X}) \) and that (1.6) is satisfied.

We now consider an initial-boundary value problem in a half-space:

\[
(1.9) \begin{cases}
u_{tt} - \Delta u = 0 & \text{in } (0, T) \times R^3_+,
\quad u(t, x, y, z) = 0 & \text{in } (0, T) \times R^2, \quad u(0, x, y, z) = u_0(x, y, z) & \text{in } R^3_+,
\quad u_t(0, x, y, z) = u_1(x, y, z) & \text{in } R^3_+.
\end{cases}
\]

We define a function space \( \mathcal{X}_1 \) by

\[
\mathcal{X}_1 = \{ f_1 + f_2 : f_1 \in H^{-1}((0, \infty) ; H^{-1}(R^2)), \quad f_2 \in L^2(0, \infty ; H^{-2}(R^2)) \}
\]

equipped with the norm

\[
(1.10) \quad \|f\|_{\mathcal{X}_1} = \inf_{f = f_1 + f_2} \left( \|f_1\|_{H^{-1}((0, \infty) ; H^{-1}(R^2))) + \|f_2\|_{L^2(0, \infty ; H^{-2}(R^2))} \right),
\]

so that \( \mathcal{X}_1 \) is the dual of \( H^1_0((0, \infty) ; H^1(R^2)) \cap L^2(0, \infty ; H^2(R^2)) \). We then adopt the following definition of a solution of (1.9).

Definition 1.5. Let \( u_0 \in L^2(0, \infty ; H^{-1}(R^2)) \) and \( u_1 \in \mathcal{X}_1 \). We say that a function \( u \in C([0, T] ; L^2(0, \infty ; H^{-1}(R^2))) \cap C^1([0, T] ; \mathcal{X}_1) \) is a solution of (1.9) if it holds that

\[
(1.11) \quad -\langle u_1, \phi(0, x, y, z) \rangle_1 + \langle u_0, \phi_1(0, x, y, z) \rangle_2 + \int_0^T \int_0^T \langle u, \phi_{tt} - \Delta \phi \rangle_3 dt \, dz = 0
\]

for every \( \phi \in C^2([0, T] ; H^2(R^3_+)) \) such that

\[
(1.12) \quad \begin{cases}
\phi(t, x, y, 0) = 0 & \text{in } [0, T] \times R^2, \quad \phi(T, x, y, z) = 0, \quad \phi_t(T, x, y, z) = 0 & \text{in } R^3_+.
\end{cases}
\]

Here, the bracket \( \langle \cdot, \cdot \rangle_1 \) is the duality pairing between \( \mathcal{X}_1 \) and \( H^1_0((0, \infty) ; H^1(R^2)) \cap L^2(0, \infty ; H^2(R^2)) \), \( \langle \cdot, \cdot \rangle_2 \) is the duality pairing between \( L^2(0, \infty ; H^{-1}(R^2)) \) and \( L^2(0, \infty ; H^3(R^2)) \), and \( \langle \cdot, \cdot \rangle_3 \) is the duality pairing between \( H^{-1}(R^2) \) and \( H^1(R^2) \).
First we note that the solution in the natural energy space $C([0, T]; H^1_0(R^3)) \cap C^1([0, T]; L^2(R^3))$ satisfies the above condition (1.11). We will show that the condition (1.11) implies the boundary condition at $z = 0$. Choose any $\psi \in C_0^\infty((0, T) \times R^2)$, and set

$$J(z) = \int_0^T \langle u(t, x, y, z), \psi(t, x, y) \rangle_3 dt,$$

$$I(z) = \int_0^T \langle u(t, x, y, z), \psi_{tt} - \Delta x, y \psi \rangle_3 dt.$$

Then, $J(z)$ and $I(z)$ belong to $L^2((0, \infty))$, and it holds that

$$(1.13) \quad \frac{d^2 J}{dz^2}(z) = I(z), \quad \text{in } \mathcal{D}'((0, \infty)),$$

since (1.11) implies that $u$ satisfies the wave equation in $\mathcal{D}'((0, T) \times R^3_+)$. Thus, $J(z) \in H^2((0, \infty)) \subset C_0^\infty([0, \infty))$. Next choose $p(z) \in C_0^\infty((0, \infty))$ with $p(0) = 0$, and $\frac{dp}{dz}(0) = 1$. It follows from (1.13) that

$$(1.14) \quad \int_0^\infty \frac{d^2 J}{dz^2}(z) p(z) dz = \int_0^\infty I(z) p(z) dz.$$

But we have

$$(1.15) \quad \int_0^\infty \frac{d^2 J}{dz^2} p(z) dz = J(0) + \int_0^\infty J(z) \frac{d^2 p}{dz^2}(z) dz.$$

By (1.11), we find that

$$(1.16) \quad 0 = \int_0^\infty \int_0^T \langle u, \psi_{tt} - \Delta x, y \psi \rangle_3 p(z) dt dz - \int_0^\infty \int_0^T \langle u, \psi \rangle_3 \frac{d^2 p}{dz^2}(z) dt dz$$

It follows from (1.14)–(1.16) that $J(0) = 0$, which means that $u$ satisfies the boundary condition. Next we show that (1.11) implies that the initial conditions are satisfied. Choose an arbitrary function $\theta(x, y, z) \in C_0^\infty(R^3_+)$, and set

$$K(t) = \int_0^\infty \langle u(t, x, y, z), \theta(x, y, z) \rangle_3 dz,$$

$$L(t) = \int_0^\infty \langle u(t, x, y, z), \Delta \theta(x, y, z) \rangle_3 dz.$$

Then, $K(t)$ and $L(t)$ are continuous in $t \in [0, T]$, and

$$(1.17) \quad \frac{d^2 K}{dt^2}(t) = L(t) \quad \text{holds in } \mathcal{D}'((0, T)).$$
which yields $K(t) \in C^2([0, T])$. Next choose a function $q(t) \in C^\infty([0, T])$ such that $q(T) = q_u(T) = 0$, $q(0) = 1$, and $q_u(0) = 0$. It is obvious that

$$\int_0^T \frac{d^2 K}{dt^2}(t)q(t) \, dt = \int_0^T L(t)q(t) \, dt,$$

and thus,

$$\frac{dK}{dt}(0) + \int_0^T K(t) \frac{d^2 q}{dt^2}(t) \, dt = \int_0^T L(t)q(t) \, dt.$$

By virtue of (1.11), it holds that

$$0 = -\langle u_1, \theta(x, y, z) \rangle_1 + \int_0^\infty \int_0^T \langle u, q_{tt} - q\Delta\theta \rangle_3 \, dt \, dz$$

$$= -\langle u_1, \theta(x, y, z) \rangle_1 + \int_0^T K(t)q_{tt}(t) \, dt - \int_0^T L(t)q(t) \, dt.$$

By combining (1.19) and (1.20), we have

$$\langle u_1, \theta(x, y, z) \rangle_1 = \frac{dK}{dt}(0) = \langle u_1(0, x, y, z), \theta(x, y, z) \rangle_1.$$

By choosing a different $q(t)$, it also holds that

$$\langle u_0, \theta(x, y, z) \rangle_2 = \langle u(0, x, y, z), \theta(x, y, z) \rangle_2.$$

Hence, $u$ satisfies the initial conditions.

**Proposition 1.6.** Let $u_0 \in L^2(0, \infty; H^{-1}(R^2))$ and $u_1 \in \mathcal{X}_1$. Then, there is a unique solution of (1.9) in $C([0, T]; L^2(0, \infty; H^{-1}(R^2))) \cap C^1([0, T]; \mathcal{X}_1)$.

**Proof.** We can choose a sequence of functions $\{u_0^n\}_{n=1}^\infty$ such that $u_0^n \in C^\infty_0(R^3_+)$ and

$$u_0^n \to u_0 \quad \text{in} \quad L^2(0, \infty; H^{-1}(R^2)).$$

Since $u_1 \in \mathcal{X}_1$, we can write

$$u_1 = \frac{df}{dz} + g$$

for some $f \in L^2(0, \infty; H^{-1}(R^2))$ and $g \in L^2(0, \infty; H^{-2}(R^2))$. Let $\{f_n\}_{n=1}^\infty$ and $\{g_n\}_{n=1}^\infty$ be sequences in $C^\infty_0(R^3_+)$ such that

$$f_n \to f \quad \text{in} \quad L^2(0, \infty; H^{-1}(R^2)),$$

$$g_n \to g \quad \text{in} \quad L^2(0, \infty; H^{-2}(R^2))$$

as $n \to \infty$. We now define

$$v_0^n(x, y, z) = \begin{cases} u_0^n(x, y, z) & \text{for } z \geq 0, \\ -u_0^n(x, y, -z) & \text{for } z < 0; \end{cases}$$

for all $n$. Since $\{u_0^n\}_{n=1}^\infty$ is a Cauchy sequence in $L^2(0, \infty; H^{-1}(R^2))$, there is a subsequence $\{v_0^{n_k}\}_{k=1}^\infty$ that converges in $L^2(0, \infty; H^{-1}(R^2))$. Let $v_0 \in L^2(0, \infty; H^{-1}(R^2))$ be the limit of this subsequence.

Then, for all $f \in L^2(0, \infty; H^{-1}(R^2))$, we have

$$\int_0^T \langle u_0, f \rangle_1 = \int_0^T \langle u_0^n, f \rangle_1 = \int_0^T \langle v_0^{n_k}, f \rangle_1 = \langle v_0, f \rangle_1$$

as $k \to \infty$.

This completes the proof.
\[ \tilde{f}_n(x, y, z) = \begin{cases} f_n(x, y, z) & \text{for } z \geq 0, \\ f_n(x, y, -z) & \text{for } z < 0; \end{cases} \]

\[ \tilde{g}_n(x, y, z) = \begin{cases} g_n(x, y, z) & \text{for } z \geq 0, \\ -g_n(x, y, -z) & \text{for } z < 0; \end{cases} \]

\[ v^n_1(x, y, z) = \frac{d\tilde{f}_n}{dz}(x, y, z) + \tilde{g}_n(x, y, z). \]

Then, it is easy to see that as \( n \to \infty \),

\[ v^n_0 \text{ converges in } L^2(R_z; H^{-1}(R^2)) \]

and

\[ v^n_1 \text{ converges in } X. \]

With \((u_0, u_1)\) replaced by \((v^n_0, v^n_1)\) in the Cauchy problem (1.1), we obtain a solution \( v^n \in C([0, T]; H^m(R^3)) \cap C^1([0, T]; H^m(R^3)) \) for every \( m \in R \). By Lemma 1.4, (1.28), and (1.29), we find that

\[ v^n \to v \text{ in } C([0, T]; L^2(R_z; H^{-1}(R^2))) \cap C^1([0, T]; X) \]

for some \( v \). Since \( v^n_0 \) and \( v^n_1 \) are odd in \( z \), it follows that \( v^n \) is odd in \( z \). So \( v^n(t, x, y, 0) = 0 \). Since \( v^n \) is a smooth solution, it is evident that the restriction of \( v^n \) to \( R^3_+ \) satisfies (1.11) with \((u_0, u_1)\) replaced by the restriction of \((v^n_0, v^n_1)\) to \( R^3_+ \). Now it follows from (1.30) that the restriction of \( v \) to \( R^3_+ \) is a solution of (1.9). For the uniqueness of the solution, choose an arbitrary function \( \psi(t, x, y, z) \in C_0^\infty((0, T) \times R^3_+) \), and find the solution of

\[ \begin{cases} \phi_{tt} - \Delta \phi = \psi & \text{in } (0, T) \times R^3_+, \\ \phi(t, x, y, 0) = 0 & \text{in } (0, T) \times R^2, \\ \phi(T, x, y, z) = 0 & \text{in } R^3_+, \\ \phi_t(T, x, y, z) = 0 & \text{in } R^3_+. \end{cases} \]

Then \( \phi \) is eligible as a test function for (1.11). Let \( w \) be the difference between two solutions satisfying (1.11). Then, it is apparent that

\[ \int_0^\infty \int_0^T \langle w, \psi \rangle_3 dt dz = 0, \]

and hence, \( w \equiv 0 \).

As mentioned earlier, some regularity conditions are necessary for the uniqueness of solution of (1.9). To see this, let us consider

\[ u = \delta(t - z), \]

where \( \delta \) is the Dirac delta measure. Then, \( u \) is obviously a weak solution of the wave equation and satisfies the homogeneous initial-boundary conditions in the following sense.

\[ \lim_{t \to 0^+} \langle u, \phi(x, y, z) \rangle = 0, \]
\begin{align}
(1.35) \quad \lim_{t \to 0^+} \langle u_t, \phi(x, y, z) \rangle &= 0, \\
(1.36) \quad \lim_{z \to 0^+} \langle u, \psi(t, x, y) \rangle &= 0
\end{align}

for every \( \phi \in C_0^\infty (R^3) \) and \( \psi \in C_0^\infty ((0, T) \times R^2) \). The bracket denotes the duality pairing between distributions and test functions. In fact, this also satisfies the boundary condition \( \mathcal{B}u = 0 \) at \( z = 0 \) in the sense

\begin{equation}
(1.37) \quad \lim_{z \to 0^+} \langle \mathcal{B}u, \psi(t, x, y) \rangle = 0
\end{equation}

for all \( \psi \in C_0^\infty ((0, T) \times R^2) \).

2. Proof of Theorem 0.1. We first outline the strategy of proof.

\textbf{Step 1.} For given \( 0 < T < \infty \), \( u_0 \in H^2(R^3) \), and \( u_1 \in H^1(R^3) \) with \( \frac{\partial}{\partial z} u_0(x, y, 0) \in H^1(R^2) \), we find \( \tilde{u}_0 \in H^2(R^3) \) and \( \tilde{u}_1 \in H^1(R^3) \) which satisfy the following conditions:

\begin{equation}
(2.1) \quad \tilde{u}_0 = u_0, \quad \tilde{u}_1 = u_1 \quad \text{for} \quad z \geq 0;
\end{equation}

\begin{equation}
(2.2) \quad \mathcal{B}\tilde{u}_0 \in L^2(R_z; H^{-1}(R^2)), \quad \mathcal{B}\tilde{u}_1 \in \mathcal{X};
\end{equation}

\begin{equation}
(2.3) \quad \text{there are sequences } \{ w_0^n \}_{n=1}^{\infty}, \{ w_1^n \}_{n=1}^{\infty} \text{ in } C_0^\infty (R^3) \text{ such that}
\end{equation}

\begin{itemize}
  \item[(i)] \( w_0^n \to \mathcal{B}\tilde{u}_0 \quad \text{in} \quad L^2(R_z; H^{-1}(R^2)) \),
  \item[(ii)] \( w_1^n \to \mathcal{B}\tilde{u}_1 \quad \text{in} \quad \mathcal{X}, \)
  \item[(iii)] \( w_0^n(x, y, z) = -w_0^n(x, y, -z), \quad w_1^n(x, y, z) = -w_1^n(x, y, -z) \quad \text{for} \quad -2T < z < 2T. \)
\end{itemize}

\textbf{Step 2.} We proceed as in Proposition 1.6 with help of Lemmas 1.1 and 1.2. Find the solution \( w^n \) of the Cauchy problem (1.1) in \( (0, 2T) \times R^3 \) with the initial data \( (w_0^n, w_1^n) \). Let \( w \) be the limit of \( \{ w^n \}_{n=1}^{\infty} \). Then, the restriction of \( w \) to \([0, T] \times R^3_+\) is a solution of (1.9) with initial data \( (\tilde{u}_0, \tilde{u}_1) \).

\textbf{Step 3.} Find the solution \( u \) of the Cauchy problem (1.1) in \( (0, 2T) \times R^3 \) with the initial data \( (\tilde{u}_0, \tilde{u}_1) \). By the uniqueness of solution of (1.1), we have \( w = \mathcal{B}u \), and the restriction of \( u \) to \([0, T] \times R^3_+\) is a desired solution.

\textbf{Step 4.} Prove the uniqueness of solution of (0.1) - (0.3).

One might wonder if we can bypass Step 1 and use Proposition 1.6 directly with initial data \( (\mathcal{B}u_0, \mathcal{B}u_1) \) to satisfy the boundary condition \( \mathcal{B}u = 0 \) at \( z = 0 \). This is not possible since the solution obtained by Proposition 1.6 cannot be properly related to the solution required in Theorem 0.1. The trouble lies in inverting the operator \( \mathcal{B} \).

We now present the details of the proof. Obviously, only Step 1 and Step 4 require technical details.
Construction of \( \tilde{u}_0 \) and \( \tilde{u}_1 \). Suppose that \( u_0 \in H^2(\mathbb{R}^1) \) is given with \( \frac{\partial}{\partial z} u_0(x, y, 0) \in H^1(\mathbb{R}^2) \). Let us consider the following initial value problem:

\[
\frac{\partial^2 \phi}{\partial s^2} + |\xi|^2 \frac{\partial \phi}{\partial s} - |\xi|^2 \phi = 2 |\xi|^2 \frac{\partial \tilde{u}_0}{\partial s}(\xi, s), \quad s > 0,
\]

\[
\dot{\phi}(\xi, 0) = 2 \tilde{u}_0(\xi, 0),
\]

\[
\frac{\partial \phi}{\partial s}(\xi, 0) = 0,
\]

where \( \xi = (\xi_1, \xi_2) \) is the dual variable of \( (x, y) \) and \( \tilde{u}_0 \) denotes the Fourier transform of \( u_0 \) with respect to \( (x, y) \). Here \( \xi \) is a parameter in this initial value problem, which is well posed for almost all \( \xi \in \mathbb{R}^2 \). It is easy to find a solution \( \dot{\phi} \) of (2.4)–(2.6) by the variation of constants formula:

\[
\dot{\phi}(\xi, s) = 2 \int_0^s \frac{e^{\lambda_1(s-\eta)}}{\sqrt{|\xi|^4 + 4|\xi|^2}} |\xi|^2 \frac{\partial \tilde{u}_0}{\partial \eta}(\xi, \eta) \, d\eta

- 2 \int_0^s \frac{e^{\lambda_2(s-\eta)}}{\sqrt{|\xi|^4 + 4|\xi|^2}} |\xi|^2 \frac{\partial \tilde{u}_0}{\partial \eta}(\xi, \eta) \, d\eta

- \frac{2(\lambda_2/\lambda_1)}{1 - (\lambda_2/\lambda_1)} \tilde{u}_0(\xi, 0)

+ \frac{2e^{\lambda_2 s}}{1 - (\lambda_2/\lambda_1)} \tilde{u}_0(\xi, 0)

= \dot{J}_1(\xi, s) + \dot{J}_2(\xi, s) + \dot{J}_3(\xi, s) + \dot{J}_4(\xi, s),
\]

where

\[
\begin{cases}
\lambda_1 = \frac{1}{2} (-|\xi|^2 + \sqrt{|\xi|^4 + 4|\xi|^2}), \\
\lambda_2 = \frac{1}{2} (-|\xi|^2 - \sqrt{|\xi|^4 + 4|\xi|^2}),
\end{cases}
\]

and

\[
\dot{J}_1(\xi, s) = 2 \int_0^s \frac{\lambda_1 e^{\lambda_1(s-\eta)}}{\sqrt{|\xi|^4 + 4|\xi|^2}} |\xi|^2 \tilde{u}_0(\xi, \eta) \, d\eta,
\]

\[
\dot{J}_2(\xi, s) = \frac{2|\xi|^2}{\sqrt{|\xi|^4 + 4|\xi|^2}} \tilde{u}_0(\xi, s) + \frac{2\lambda_1 e^{\lambda_1 s}}{\sqrt{|\xi|^4 + 4|\xi|^2}} \tilde{u}_0(\xi, 0),
\]

\[
\dot{J}_3(\xi, s) = -2 \int_0^s \frac{e^{\lambda_2(s-\eta)}}{\sqrt{|\xi|^4 + 4|\xi|^2}} |\xi|^2 \frac{\partial \tilde{u}_0}{\partial \eta}(\xi, \eta) \, d\eta,
\]

\[
\dot{J}_4(\xi, s) = \frac{2e^{\lambda_2 s}}{1 - (\lambda_2/\lambda_1)} \tilde{u}_0(\xi, 0).
\]
We fix a function $\rho \in C_0^\infty(R)$ such that
\begin{equation}
\rho(s) = 1 \quad \text{for } |s| \leq 2T
\end{equation}
(2.13)
and estimate each $\rho(s)\hat{J}_i(\xi, s)$. There is a positive constant $M$ such that for all $\xi \in R^2$,
\begin{equation}
0 \leq \lambda_1 \leq M,
\end{equation}
(2.14)
\begin{equation}
|\lambda_2 + |\xi|^2| \leq M.
\end{equation}
(2.15)
By means of (2.14) and the inequality
\begin{equation}
\|(1 + |\xi|)^{3/2}\hat{u}_0(\xi, 0)\|_{L^2(R^2)} \leq M\|u_0\|_{H^2(R^2_+)}
\end{equation}
(2.16), it is evident that for $i = 1, 2$,
\begin{equation}
\int_0^\infty \left( \left\| \frac{\partial^2}{\partial s^2}(\rho(s)\hat{J}_i(\xi, s)) \right\|_{L^2(R^2)}^2 + \left\| \rho(s)(1 + |\xi|^2)\hat{J}_i(\xi, s) \right\|_{L^2(R^2)}^2 \right) ds \leq M\|u_0\|_{H^2(R^2_+)}^2
\end{equation}
(2.17)
for some positive constant $M$. Next we recall some basic estimates of solutions of the heat equation, which follow directly from energy estimates:
\begin{equation}
\int_0^\infty \left\| e^{-|\xi|^2s} |\xi|^2 \hat{f}(\xi) \right\|_{L^2(R^2)}^2 ds \leq M\|f\|_{H^1(R^2)}^2 \quad \text{for all } f \in H^1(R^2)
\end{equation}
(2.18)
and
\begin{equation}
\int_0^\infty \int_0^s e^{-|\xi|^2(s-t)} |\xi|^2 \hat{g}(\xi, t) dt \right\|_{L^2(R^2)}^2 ds \leq M\|g\|_{L^2(R^2_+)}^2 \quad \text{for all } g \in L^2(R^3_+)
\end{equation}
(2.19)
for some positive constant $M$. We can write $\lambda_2 = -|\xi|^2 + p(\xi)$ and
\begin{equation}
\hat{J}_4(\xi, s) = \frac{2e^{-|\xi|^2s}}{1 - (\lambda_2/\lambda_1)} e^{p(\xi)s} \hat{u}_0(\xi, 0),
\end{equation}
(2.20)
where $p(\xi)$ is uniformly bounded, which follows from (2.15). By virtue of (2.14), (2.16), and (2.18), it is apparent that
\begin{equation}
\int_0^\infty \left( \left\| \frac{\partial^2}{\partial s^2}(\rho(s)\hat{J}_4(\xi, s)) \right\|_{L^2(R^2)}^2 + \left\| (1 + |\xi|^2)\rho(s)\hat{J}_4(\xi, s) \right\|_{L^2(R^2)}^2 \right) ds \leq M\|u_0\|_{H^2(R^2_+)}^2.
\end{equation}
(2.21)
We rewrite $\frac{\partial}{\partial s} \hat{J}_3$ as
\begin{equation}
\frac{\partial}{\partial s} \hat{J}_3(\xi, s) = -2\frac{|\xi|^2 e^{\lambda_2 s}}{\sqrt{|\xi|^4 + 4|\xi|^2}} \frac{\partial \hat{u}_0}{\partial s}(\xi, 0) \\int_0^s \frac{|\xi|^2 e^{\lambda_2(s-\eta)}}{\sqrt{|\xi|^4 + 4|\xi|^2}} \frac{\partial^2 \hat{u}_0}{\partial \eta^2}(\xi, \eta) d\eta,
\end{equation}
(2.22)
\begin{equation}
= \hat{I}_1(\xi, s) + \hat{I}_2(\xi, s),
\end{equation}
where $\hat{I}_1$ is the first term of the right-hand side, and $\hat{I}_2$ is the integral term. By the same argument as for $\hat{J}_4$, we have

$$
\int_0^\infty \left\| \frac{\partial (\rho \hat{I}_1)}{\partial s} (\xi, s) \right\|_{L^2(\mathbb{R}^2)}^2 ds \leq M \left\| \frac{\partial u_0}{\partial z} (x, y, 0) \right\|_{H^1(\mathbb{R}^2)}^2
$$

for some positive constant $M$. $\hat{I}_2$ can be written as

$$
\hat{I}_2 (\xi, s) = -2e^{p(\xi)s} \int_0^s \frac{|\xi|^2 e^{-|\xi|^2(s-\eta)}}{\sqrt{|\xi|^4 + 4|\xi|^2}} e^{-p(\xi)\eta} \frac{\partial^2 \hat{u}_0 (\xi, \eta)}{\partial \eta^2} d\eta.
$$

Since $p(\xi)$ is uniformly bounded, we can derive by (2.19)

$$
\int_0^\infty \left\| \frac{\partial}{\partial s} \left( \rho(s) \hat{I}_2 (\xi, s) \right) \right\|_{L^2(\mathbb{R}^2)}^2 ds \leq M \left\| \frac{\partial^2 u_0}{\partial z^2} \right\|_{L^2(\mathbb{R}^2)}^2
$$

for some positive constant $M$. By a similar argument, we can also estimate $\rho(s)(1 + |\xi|^2)\hat{J}_3(\xi, s)$ and arrive at

$$
\int_0^\infty \left( \left\| \frac{\partial^2 (\rho(s) \hat{J}_3 (\xi, s))}{\partial s^2} \right\|_{L^2(\mathbb{R}^2)}^2 + \left\| (1 + |\xi|^2) \rho(s) \hat{J}_3 (\xi, s) \right\|_{L^2(\mathbb{R}^2)}^2 \right) ds
\leq M \left( \left\| u_0 \right\|_{H^2(\mathbb{R}^2)}^2 + \left\| \frac{\partial u_0}{\partial z} (x, y, 0) \right\|_{H^1(\mathbb{R}^2)}^2 \right).
$$

Combining (2.17), (2.21), and (2.26), we have

$$
\int_0^\infty \left( \left\| \frac{\partial^2 (\rho(s) \hat{\phi} (\xi, s))}{\partial s^2} \right\|_{L^2(\mathbb{R}^2)}^2 + \left\| (1 + |\xi|^2) \rho(s) \hat{\phi} (\xi, s) \right\|_{L^2(\mathbb{R}^2)}^2 \right) ds
\leq M \left( \left\| u_0 \right\|_{H^2(\mathbb{R}^2)}^2 + \left\| \frac{\partial u_0}{\partial z} (x, y, 0) \right\|_{H^1(\mathbb{R}^2)}^2 \right),
$$

where $M$ is a positive constant depending on $T$ through (2.13). We now define $\tilde{u}_0$ by

$$
\tilde{u}_0(x, y, z) = \begin{cases} u_0(x, y, z) & \text{for } z \geq 0, \\ \rho(z) \hat{\phi}(x, y, -z) - u_0(x, y, -z) & \text{for } z < 0, \end{cases}
$$

where $\hat{\phi}(x, y, s)$ is the Fourier inverse transform of $\hat{\phi}(\xi, s)$ above. Then, it follows that

$$
\lim_{z \to 0^+} \tilde{u}_0(\cdot, z) = \lim_{z \to 0^-} \tilde{u}_0(\cdot, z),
$$

$$
\lim_{z \to 0^+} \frac{\partial}{\partial z} \tilde{u}_0(\cdot, z) = \lim_{z \to 0^-} \frac{\partial}{\partial z} \tilde{u}_0(\cdot, z),
$$

and consequently,

$$
\left\| \tilde{u}_0 \right\|_{H^2(\mathbb{R}^3)} \leq M \left( \left\| u_0 \right\|_{H^2(\mathbb{R}^2)}^2 + \left\| \frac{\partial u_0}{\partial z} (x, y, 0) \right\|_{H^1(\mathbb{R}^2)}^2 \right),
$$

and

$$
\mathcal{B} \tilde{u}_0 \in L^2(\mathbb{R}^2_+; H^{-1}(\mathbb{R}^2)).
$$
It also follows that, for almost all $-2T < z < 2T$,

\begin{equation}
(B\tilde{u}_0)(\cdot,-z) = -(B\tilde{u}_0)(\cdot,z) \quad \text{in } H^{-1}(R^2).
\end{equation}

Since $B\tilde{u}_0 \in L^2(R_z; H^{-1}(R^2))$, there are sequences $\{\zeta^n_1\}_{n=1}^\infty$ in $C^\infty_0((0,2T) \times R^2)$, $\{\zeta^n_2\}_{n=1}^\infty$ in $C^\infty_0((2T,\infty) \times R^2)$, and $\{\zeta^n_3\}_{n=1}^\infty$ in $C^\infty_0((-\infty,-2T) \times R^2)$ such that as $n \to \infty$,

\begin{equation}
\zeta^n_1 \to \chi_1 B\tilde{u}_0 \quad \text{in } L^2(R_z; H^{-1}(R^2)),
\end{equation}

\begin{equation}
\zeta^n_2 \to \chi_2 B\tilde{u}_0 \quad \text{in } L^2(R_z; H^{-1}(R^2)),
\end{equation}

and

\begin{equation}
\zeta^n_3 \to \chi_3 B\tilde{u}_0 \quad \text{in } L^2(R_z; H^{-1}(R^2)),
\end{equation}

where $\chi_1(z)$ is a characteristic function for the interval $[0,2T]$, $\chi_2(z)$ is for the interval $[2T,\infty)$, and $\chi_3(z)$ is for $(-\infty,-2T]$. We then set

\begin{equation}
w^n_0(x,y,z) = \zeta^n_1(x,y,z) - \zeta^n_2(x,y,-z) + \zeta^n_2(x,y,z) + \zeta^n_3(x,y,z).
\end{equation}

Then, all the conditions in (2.1)–(2.3) for $u_0$ are satisfied.

Next we suppose that $u_1 \in H^1(R^3_+)$ is given. We consider (2.4)–(2.6) with $\tilde{u}_0$ replaced by $\hat{u}_1$. Then, the solution $\hat{\psi}$ of (2.4)–(2.6) is given by

\begin{equation}
\hat{\psi}(\xi,s) = \hat{H}_1(\xi,s) + \hat{H}_2(\xi,s) + \hat{H}_3(\xi,s) + \hat{H}_4(\xi,s),
\end{equation}

where

\begin{equation}
\hat{H}_1(\xi,s) = 2 \int_0^s \frac{\lambda_1 e^{\lambda_1(s-\eta)}}{\sqrt{\xi^4 + 4|\xi|^2}} |\xi|^2 \hat{u}_1(\xi,\eta) \, d\eta,
\end{equation}

\begin{equation}
\hat{H}_2(\xi,s) = \frac{2|\xi|^2}{\sqrt{\xi^4 + 4|\xi|^2}} \hat{u}_1(\xi,s) + \frac{2\lambda_1 e^{\lambda_1 s}}{\sqrt{\xi^4 + 4|\xi|^2}} \hat{u}_1(\xi,0),
\end{equation}

\begin{equation}
\hat{H}_3(\xi,s) = -2 \int_0^s \frac{e^{\lambda_2(s-\eta)}}{\sqrt{\xi^4 + 4|\xi|^2}} |\xi|^2 \frac{\partial \hat{u}_1}{\partial \eta}(\xi,\eta) \, d\eta,
\end{equation}

\begin{equation}
\hat{H}_4(\xi,s) = \frac{2e^{\lambda_2 s}}{1 - (\lambda_2/\lambda_1)} \hat{u}_1(\xi,0).
\end{equation}

Since $u_1 \in H^1(R^3_+)$ implies $u_1(x,y,0) \in H^{1/2}(R^2)$, we can easily derive

\begin{equation}
\int_0^\infty \left( \left\| \rho(s) \frac{\partial \hat{H}_i}{\partial s}(\xi,s) \right\|_{L^2(R^2)}^2 + \left\| \rho(s)(1 + |\xi|) \hat{H}_i(\xi,s) \right\|_{L^2(R^2)}^2 \right) \, ds \leq M \|u_1\|_{H^1(R^3_+)}^2.
\end{equation}
for \( i = 1, 2, 4 \), where \( \rho \) is the same as defined by (2.13). For the estimate of \( \hat{H}_3 \), we write

\[
\frac{\partial \hat{H}_3}{\partial s}(\xi, s) = -2 \frac{\left| \xi \right|^2}{\sqrt{\left| \xi \right|^4 + 4 \left| \xi \right|^2}} \frac{\partial \hat{u}_1}{\partial s}(\xi, s)
\]

\[
-2 \int_0^s \frac{\lambda_2 \left| \xi \right|^2 e^{\lambda_2(s-\eta)}}{\sqrt{\left| \xi \right|^4 + 4 \left| \xi \right|^2}} \frac{\partial \hat{u}_1}{\partial \eta}(\xi, \eta) \, d\eta,
\]

and, by means of (2.15) and (2.19), we find that

\[
\int_0^\infty \left\| \rho(s) \frac{\partial \hat{H}_3}{\partial s}(\xi, s) \right\|^2_{L^2(R^2)} \, ds \leq M \left\| u_1 \right\|_{H^1(R_3^+)}^2
\]

for some positive constant \( M \). It also holds that

\[
\int_0^\infty \left\| \rho(s)(1 + \left| \xi \right|) \hat{H}_3(\xi, s) \right\|^2_{L^2(R^2)} \, ds \leq M \left\| u_1 \right\|_{H^1(R_3^+)}^2.
\]

Let us define

\[
\tilde{u}_1(x, y, z) = \begin{cases} u_1(x, y, z) & \text{for } z \geq 0, \\ \rho(z) \psi(x, y, -z) - u_1(x, y, -z) & \text{for } z < 0. \end{cases}
\]

Then we have

\[
\lim_{z \to 0^+} \tilde{u}_1(\cdot, z) = \lim_{z \to 0^-} \tilde{u}_1(\cdot, z) \quad \text{in } H^{1/2}(R^2),
\]

which, together with (2.42), (2.44), and (2.45), yields

\[
\frac{\partial \tilde{u}_1}{\partial z} \in L^2(R^3)
\]

and

\[
\left\| \tilde{u}_1 \right\|_{H^1(R^3)} \leq M \left\| u_1 \right\|_{H^1(R_3^+)}
\]

for some positive constant \( M \) depending on \( T \) through (2.13). Next we choose a sequence \( \{ v^m \}_{m=1}^\infty \) in \( H^3(R_3^+) \) such that

\[
v^m \to u_1 \quad \text{in } H^1(R_3^+)
\]

as \( m \to \infty \). Let \( \psi^m \) be the solution of (2.4)–(2.6) with \( \hat{u}_0 \) replaced by \( \hat{v}^m \), and define

\[
\hat{v}^m(x, y, z) = \begin{cases} v^m(x, y, z) & \text{for } z \geq 0, \\ \rho(z) \psi^m(x, y, -z) - v^m(x, y, -z) & \text{for } z < 0. \end{cases}
\]

Then, by virtue of (2.49), we find that

\[
\mathcal{B} \hat{v}^m \to \mathcal{B} \tilde{u}_1 \quad \text{in } \mathcal{X}.
\]
Theorem 0.1. Then, we have

\( B \) restriction of solution in Theorem 0.1.

\[ (2.57) \]

\[ w_1^n \to B \hat{u}_1 \quad \text{in} \quad \mathcal{X}, \]

and

\[ (2.56) \]

\[ w_1^n(x, y, z) = -w_1^n(x, y, z) \quad \text{for} \quad -2T < z < 2T. \]

Obviously, all the conditions (2.1)-(2.3) for \( u_1 \) are satisfied.

Solutions of (1.1) with initial data \((\tilde{u}_0, \tilde{u}_1)\). Consider the Cauchy problem (1.1) with the initial data \((w_0^n, w_1^n)\). For each \( n \), there is a unique solution \( w^n \in C([0, 2T]; H^m(R^3))) \cap C^1([0, 2T]; H^m-1(R^3)) \) for every \( m \in R \). By Lemma 1.2 and the condition (iii) in (2.3), \( w^n(t, x, y, 0) = 0 \) for all \((t, x, y) \in [0, T] \times R^2 \). Hence, the restriction of \( w^n \) to \([0, T] \times R^3_+ \) satisfies (1.11) with \((u_0, u_1)\) replaced by the restriction of \((w_0^n, w_1^n)\) to \( z > 0 \). Meanwhile, we have, by Lemma 1.4,

\[ (2.55) \]

\[ w^n \to B \tilde{u} \quad \text{in} \quad C([0, T]; L^2(R^3, H^{-1}(R^2))) \cap C^1([0, T]; \mathcal{X}), \]

where \( \tilde{u} \) is the unique solution of (1.1) with the initial data \((\tilde{u}_0, \tilde{u}_1)\). Hence, the restriction of \( B \tilde{u} \) to \([0, T] \times R^3_+ \) satisfies (1.11) with \((u_0, u_1)\) replaced by the restriction of \((Bw_0, Bw_1)\) to \( z > 0 \). Consequently, the restriction of \( \tilde{u} \) to \([0, T] \times R^3_+ \) is a desired solution in Theorem 0.1.

Uniqueness of the solution. Let \( \Phi \) be the difference between two solutions in Theorem 0.1. Then, we have

\[ (2.56) \]

\[ \Phi \in C([0, T]; H^2(R^3_+)) \cap C^1([0, T]; H^1(R^3_+)), \]

\[ (2.57) \]

\[ \Phi(0, x, y, z) = 0, \quad \Phi_t(0, x, y, z) = 0 \quad \text{for} \quad (x, y, z) \in R^3_+, \]

\[ (2.58) \]

\[ \Phi_{tt} - \Delta \Phi = 0 \quad \text{in} \quad (0, T) \times R^3_+ . \]

Since \( B\Phi \) is a solution of (1.9) with

\[ (2.59) \]

\[ (B\Phi)(0, \cdot) = 0, \quad (B\Phi_t)(0, \cdot) = 0, \]

it follows from Proposition 1.6 that

\[ (2.60) \]

\[ B\Phi \equiv 0 \quad \text{in} \quad (0, T) \times R^3_+. \]

By virtue of (2.57) and the domain of dependence of the solution, we also have

\[ (2.61) \]

\[ \Phi = 0 \quad \text{for} \quad 0 \leq t < z. \]

Since \( \Phi \in C([0, T]; H^2(R^3_+)) \), (2.60) implies that for each \( t \in [0, T] \), \( \xi \in R^2 \),

\[ (2.62) \]

\[ \frac{\partial^2 \hat{\Phi}}{\partial x^2}(t, \xi, z) - |\xi|^2 \frac{\partial \hat{\Phi}}{\partial z}(t, \xi, z) - |\xi|^2 \hat{\Phi}(t, \xi, z) = 0 \]

holds in \( D'((0, \infty)) \). But it follows from (2.61) that

\[ (2.63) \]

\[ \hat{\Phi}(t, \xi, z) = 0 \quad \text{for all} \quad \xi \in R^2, \quad 0 \leq t < z, \]

which, together with (2.62), yields

\[ (2.64) \]

\[ \hat{\Phi} \equiv 0 \quad \text{in} \quad R^3_+. \]

Hence, the solution of Theorem 0.1 is unique.

Finally, the estimate (0.10) follows from Lemma 1.1, (2.30), and (2.49).
3. Proof of corollaries. For the proof of corollaries, it is enough to obtain necessary estimates of \( \delta(t, s) \) given by (2.7). We start from Corollary 0.2. Suppose \( u_0 \in H^3 (\mathbb{R}^3) \) and \( Bu_0 = 0 \) at \( z = 0 \). By the same argument used before, it is easy to see for \( i = 1, 2, \)

\[
\int_0^\infty \left( \left\| \frac{\partial^3}{\partial s^3} (\rho(s) \tilde{J}_i (\xi, s)) \right\|_{L^2 (\mathbb{R}^3)}^2 + \left\| \rho(s) (1 + |\xi|)^3 \tilde{J}_i (\xi, s) \right\|_{L^2 (\mathbb{R}^3)}^2 \right) \, ds \leq M \| u_0 \|_{H^3 (\mathbb{R}^3)},
\]

where \( \rho(s) \) is the same as before. By means of (2.12) and (2.22), we write

\[
\frac{\partial^2 \tilde{J}_3 (\xi, s)}{\partial s^2} (\xi, s) + \frac{\partial^2 \tilde{J}_4 (\xi, s)}{\partial s^2} (\xi, s) = \frac{2 \lambda_1 \lambda_2^2 e^{\lambda_2 s}}{|s|^4 + 4 |\xi|^2} \tilde{u}_0 (\xi, 0)
\]

\[
- 2 \frac{\lambda_2 |\xi|^2 e^{\lambda_2 s}}{|s|^4 + 4 |\xi|^2} \frac{\partial \tilde{u}_0 (\xi, 0)}{\partial s} - 2 \frac{|\xi|^2 e^{\lambda_2 s}}{|s|^4 + 4 |\xi|^2} \left( \frac{\partial^2 \tilde{u}_0 (\xi, 0)}{\partial s^2} (\xi, 0) \right)
\]

\[
- 2 \int_0^s \frac{|\xi|^2 e^{\lambda_2 (s-\eta)}}{|s|^4 + 4 |\xi|^2} \frac{\partial^3 \tilde{u}_0 (\xi, \eta)}{\partial \eta^3} d\eta.
\]

However, the first three terms in the right-hand side can be written as

\[
-2 \frac{|\xi|^2 e^{\lambda_2 s}}{|s|^4 + 4 |\xi|^2} \left( \frac{\partial^2 \tilde{u}_0 (\xi, 0)}{\partial s^2} (\xi, 0) - |\xi|^2 \frac{\partial \tilde{u}_0 (\xi, 0)}{\partial s} \right)
\]

\[
+ e^{\lambda_2 s} \left( p_1 (\xi) \frac{\partial \tilde{u}_0 (\xi, 0)}{\partial s} + p_2 (\xi) \tilde{u}_0 (\xi, 0) \right),
\]

where \( p_1 (\xi) \) and \( p_2 (\xi) \) are uniformly bounded in \( \xi \). Since \( Bu_0 = 0 \) at \( z = 0 \), (3.2) is reduced to

\[
\frac{\partial^2 \tilde{J}_3 (\xi, s)}{\partial s^2} (\xi, s) + \frac{\partial^2 \tilde{J}_4 (\xi, s)}{\partial s^2} (\xi, s) = e^{\lambda_2 s} \left( p_1 (\xi) \frac{\partial \tilde{u}_0 (\xi, 0)}{\partial s} (\xi, 0) + p_2 (\xi) \tilde{u}_0 (\xi, 0) \right)
\]

\[
- 2 \int_0^s \frac{|\xi|^2 e^{\lambda_2 (s-\eta)}}{|s|^4 + 4 |\xi|^2} \frac{\partial^3 \tilde{u}_0 (\xi, \eta)}{\partial \eta^3} d\eta.
\]

It now follows from (2.18) and (2.19) that

\[
\int_0^\infty \left\| \rho(s) \left( \frac{\partial^3 \tilde{J}_3 (\xi, s)}{\partial s^3} (\xi, s) + \frac{\partial^3 \tilde{J}_4 (\xi, s)}{\partial s^3} (\xi, s) \right) \right\|_{L^2 (\mathbb{R}^3)}^2 \, ds \leq M \| u_0 \|_{H^3 (\mathbb{R}^3)}^2.
\]

We can easily find that

\[
\int_0^\infty \left\| \rho(s) (1 + |\xi|)^3 (\tilde{J}_3 (\xi, s) + \tilde{J}_4 (\xi, s)) \right\|_{L^2 (\mathbb{R}^3)}^2 \, ds \leq M \| u_0 \|_{H^3 (\mathbb{R}^3)}^2.
\]

By virtue of (3.1) and (3.6), we can estimate \( \phi; \)

\[
\| \rho(z) \phi(x, y, z) \|_{H^3 (\mathbb{R}^3)} \leq M \| u_0 \|_{H^3 (\mathbb{R}^3)},
\]

for some positive constant \( M \), which depends on \( T \) through (2.13). Recalling (2.4), (2.28), (2.29), and the boundary condition \( Bu_0 = 0 \) at \( z = 0 \) we derive

\[
\lim_{z \to 0^+} \frac{\partial^2 \tilde{u}_0}{\partial z^2} (\cdot, z) = \lim_{z \to 0^-} \frac{\partial^2 \tilde{u}_0}{\partial z^2} (\cdot, z),
\]
which, combined with (3.7), yields

\[ \| \tilde{u}_0 \|_{H^3(R^3)} \leq M \| u_0 \|_{H^3(R^3)}. \]

The estimate of \( \tilde{u}_1 \) defined by (2.46) follows directly from the estimate of \( \tilde{u}_0 \) in the previous section. This completes the proof of Corollary 0.2.

For the proof of the remaining corollaries, we first observe the following fact.

**Lemma 3.1.** Let \( \phi \) be a solution of (2.4)–(2.6). Assume that \( u_0 \in H^{2m+4}(R^3) \), and \( Bu_0 = 0, \Delta Bu_0 = 0, \ldots, \Delta^m Bu_0 = 0 \) at \( z = 0 \), where \( m \) is a nonnegative integer. Then, we have

\[ \frac{\partial^{2m+2} \phi}{\partial s^{2m+2}}(\xi, 0) = 2 \frac{\partial^{2m+2} \tilde{u}_0}{\partial s^{2m+2}}(\xi, 0) \quad \text{for almost all} \ \xi \in R^2, \]

(3.10)

\[ \frac{\partial^{2m+3} \phi}{\partial s^{2m+3}}(\xi, 0) = 0 \quad \text{for almost all} \ \xi \in R^2. \]

(3.11)

\[ \partial^3 \phi(\xi, 0) = 0 \quad \text{for almost all} \ \xi \in R^2. \]

(3.13)

\[ \frac{\partial^3 \phi}{\partial s^3}(\xi, 0) = 0 \quad \text{for almost all} \ \xi \in R^2. \]

Suppose that Lemma 3.1 is true for \( 0 \leq m \leq k \). By differentiation of (2.4), we have

\[ \frac{\partial^{2k+4} \phi}{\partial s^{2k+4}} + \vert \xi \vert^2 \frac{\partial^{2k+3} \phi}{\partial s^{2k+3}} - \vert \xi \vert^2 \frac{\partial^{2k+2} \phi}{\partial s^{2k+2}} \frac{\partial^2 \tilde{u}_0}{\partial s^{2k+2}} = 2 \vert \xi \vert^2 \frac{\partial^{2k+3} \tilde{u}_0}{\partial s^{2k+3}}, \]

(3.14)

which, combined with (3.10) and (3.11) for \( m = k \), yields

\[ \frac{\partial^{2k+4} \phi}{\partial s^{2k+4}}(\xi, 0) = 2 \vert \xi \vert^2 \left( \frac{\partial^{2k+3} \tilde{u}_0}{\partial s^{2k+3}}(\xi, 0) + \frac{\partial^{2k+2} \tilde{u}_0}{\partial s^{2k+2}}(\xi, 0) \right) \]

\[ = 2 \frac{\partial^{2k+4} \tilde{u}_0}{\partial s^{2k+4}}(\xi, 0) \quad \text{for almost all} \ \xi \in R^2. \]

(3.15)

Here we also used the fact that \( \Delta^m Bu_0 = 0, 0 \leq m \leq k + 1 \) at \( z = 0 \) implies \( \frac{\partial^{2m} \Delta Bu_0}{\partial s^{2m}} = 0, 0 \leq m \leq k + 1 \), at \( z = 0 \). Now (3.10) is true for \( m = k + 1 \). By differentiation of (3.14), we also get (3.11) for \( m = k + 1 \). The proof is complete.

Under the same assumption as in Lemma 3.1, we consider the initial value problem for \( 0 \leq k \leq m + 1 \),

\[ \frac{\partial^2 \phi_k}{\partial s^2} + \vert \xi \vert^2 \frac{\partial \phi_k}{\partial s} - \vert \xi \vert^2 \phi_k = 2 \vert \xi \vert^2 \frac{\partial^{2k+1} \tilde{u}_0}{\partial s^{2k+1}}(\xi, s), \quad s > 0, \]

(3.16)
\begin{equation}
\hat{\psi}_k(\xi, 0) = 2 \frac{\partial^{2k} \hat{u}_0}{\partial s^{2k}}(\xi, 0),
\end{equation}

(3.17)

\begin{equation}
\frac{\partial \hat{\psi}_k}{\partial s}(\xi, 0) = 0.
\end{equation}

(3.18)

By the above lemma, and the uniqueness of solution of (2.4)-(2.6), we find

\begin{equation}
\hat{\psi}_k \equiv \frac{\partial^{2k} \hat{\phi}}{\partial s^{2k}} \quad \text{for} \quad 0 \leq k \leq m + 1.
\end{equation}

(3.19)

Recalling (2.28), we derive

\begin{equation}
\lim_{z \to 0^+} \frac{\partial \nu}{\partial z} \tilde{u}_0(\cdot, z) = \lim_{z \to 0^-} \frac{\partial \nu}{\partial z} \tilde{u}_0(\cdot, z), \quad 0 \leq \nu \leq 2m + 3.
\end{equation}

(3.20)

Meanwhile, (2.27) yields

\begin{equation}
\int_0^\infty \left( \left\| \frac{\partial^2}{\partial s^2} \left( \rho(s) \hat{\psi}_{m+1}(\xi, s) \right) \right\|^2_{L^2(R^2)} + \left\| (1 + |\xi|^2) \rho(s) \hat{\psi}_{m+1}(\xi, s) \right\|^2_{L^2(R^2)} \right) ds \leq M \left( \|u_0\|^2_{H^{2m+4}(R^3)} + \left\| \frac{\partial^{2m+3}}{\partial z^{2m+3}} \tilde{u}_0(x, y, 0) \right\|^2_{H^1(R^2)} \right).
\end{equation}

(3.21)

By means of (2.18) and (2.19), we can obtain directly from (2.9)-(2.12)

\begin{equation}
\int_0^\infty \| \rho(s)(1 + |\xi|)^{2m+4} \hat{J}_i(\xi, s) \|^2_{L^2(R^2)} ds \leq M\|u_0\|^2_{H^{2m+4}(R^3)}, \quad i = 1, \ldots, 4.
\end{equation}

(3.22)

By (3.20)-(3.22), we arrive at

\begin{equation}
\|\tilde{u}_0\|_{H^{2m+4}(R^3)} \leq M \left( \|u_0\|_{H^{2m+4}(R^3)} + \left\| \frac{\partial^{2m+3}}{\partial z^{2m+3}} u_0(x, y, 0) \right\|_{H^1(R^2)} \right).
\end{equation}

(3.23)

When \( u_0 \in H^{2m+3}(R^3) \), with \( Bu_0 = 0, \ldots, \Delta^m Bu_0 = 0 \) at \( z = 0 \), we apply the estimate (3.7) to \( \psi_m = \frac{\partial^{2m} \hat{\phi}}{\partial z^{2m}} \) so that

\begin{equation}
\|\tilde{u}_0\|_{H^{2m+3}(R^3)} \leq M\|u_0\|_{H^{2m+3}(R^3)}.
\end{equation}

(3.24)

Here, \( M \) is a positive constant depending on \( T \) and \( m \). Since the estimates of \( \tilde{u}_1 \) are identical with those of \( \tilde{u}_0 \), the proof of Corollaries 0.3 and 0.4 is complete. Corollary 0.5 follows trivially from the previous ones.
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