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ABSTRACT

In the following paper we present Cinemacraft, a technology-
mediated immersive machinima platform for collaborative
performance and musical human-computer interaction. To
achieve this, Cinemacraft innovates upon a reverse-engineered
version of Minecraft, offering a unique collection of live
machinima production tools and a newly introduced Kinect
HD module that allows for embodied interaction, includ-
ing posture, arm movement, facial expressions, and a lip
syncing based on captured voice input. The result is a mal-
leable and accessible sensory fusion platform capable of
delivering compelling live immersive and empathetic mu-
sical storytelling that through the use of low fidelity avatars
also successfully sidesteps the uncanny valley.

1. INTRODUCTION

Recent revolution in the area of off-the-shelf immersive
technologies and phenomenology has changed the way users
interact with games, media, and the arts. Creative projects
have actively adopted the Microsoft Kinect [1], along with
an array of affordable alternative all-in-one consumer-level
motion capture devices to explore novel interactions and
perceptions. Music-centric research, in particular, has fo-
cused on generating sound through user’s movement [2], a
dancer being the ideal user candidate due to the high level
of body awareness, physical ability, and movement vocab-
ulary. Experiments have also integrated human interaction
into performance, either as stylized body movements [3] or
through the use of virtual interfaces [4]. Some have gone
as far as to create new environments for musical compo-
sition and performance [5]. Video games have also served
as a rich foundation for artistic expression using immersive
devices through machinima [6] and digital puppetry [7].

These new modes of interaction are also significant boon
to the level of immersion in video game technology. Stud-
ies have shown that an embodied interaction is correlated
to players’ increased engagement [8] and a stronger af-
fective experience [9]. Most modern video games, how-
ever, continue to be played using low fidelity interaction
devices–interactions between video game characters and
the user are often accomplished through keyboard presses
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or joystick manipulation for various body motions, rang-
ing from simple actions such as walking or jumping to
more elaborate tasks like opening doors or pulling levers.
Such an approach can often result in non-natural and po-
tentially limiting interactions. Such interactions also lead
to profoundly different bodily experiences for the user and
may detract from the sense of immersion [10]. Modern day
game avatars are also loaded with body, posture, and ani-
mation details in an unending quest for realism and com-
pelling human representations that are often stylized and
limited due to the aforesaid limited forms of interaction.
These challenges lead to the uncanny valley problem that
has been explored through the human likeness of digitally
created faces [11], and the effects of varying degrees of re-
alism in visualizing players’ hands [12]. Some titles have
taken an alternative approach towards sidestepping the un-
canny valley by utilizing simplified cartoon-like graphics.
For instance, in Minecraft, a sandbox-like gaming environ-
ment that has attained an unprecedented level of popularity,
the simple avatar movements and highly stylized cartoon-
and 8bit-like graphics [13] make it ”work” because of a
strong mix of the game’s aesthetic sensibility, open-ended
design, mechanics, development history, and the creative
activities of its players [14]. A growing number of research
projects explore Minecraft as a platform for enhanced im-
mersion [15] and with full body and facial immersion [16].
However, with the exception of HTC Vive’s VR implemen-
tation of Minecraft [17] they have remained by and large
confined to complex, difficult to reproduce setups. In ad-
dition, such projects often require motion-capture data to
be aligned with other information, resulting in a compli-
cated endeavour when utilizing a combination of devices
[18]. This limitation also impedes on the level of immer-
sion the platform is capable of delivering. Mutli-sensory
immersive virtual environments have been shown to be ca-
pable of inducing emotional responses [19] and immersion
has also been shown to significantly depend on the aspects
of virtual presence like emotion [20]. Such emotional im-
mersion [21] also promotes the building of a bond between
the user and in game avatars in the virtual world. In par-
ticular, it helps in building empathy for the characters, an
important aspect of storytelling [22] and also a significant
challenge for the video game industry, where delivering
compelling characters continues to be one of the primary
challenges [23].

While previous related work has focused on promoting
empathy, primarily through musical experiences [24], vi-
sual modality is also seen to contribute significantly to the
perception of emotion in a musical performance. In par-
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tation of Minecraft [17] they have remained by and large
confined to complex, difficult to reproduce setups. In ad-
dition, such projects often require motion-capture data to
be aligned with other information, resulting in a compli-
cated endeavour when utilizing a combination of devices
[18]. This limitation also impedes on the level of immer-
sion the platform is capable of delivering. Mutli-sensory
immersive virtual environments have been shown to be ca-
pable of inducing emotional responses [19] and immersion
has also been shown to significantly depend on the aspects
of virtual presence like emotion [20]. Such emotional im-
mersion [21] also promotes the building of a bond between
the user and in game avatars in the virtual world. In par-
ticular, it helps in building empathy for the characters, an
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challenges [23].

While previous related work has focused on promoting
empathy, primarily through musical experiences [24], vi-
sual modality is also seen to contribute significantly to the
perception of emotion in a musical performance. In par-

ticular, the ability to experience expressive body language
has been shown to be important in perceiving emotional
intensity of a performance [25]. Although typically unin-
tended and similar to the expressive gestures that accom-
pany speech [26], these ancillary gestures serve to commu-
nicate information which clarifies performer’s emotional
intentions. It is through these ancillary gestures that peo-
ple are able to differentiate between musicians playing in
a restrained and expressive manner even in the absence of
audio [27]. Expressive body movements have also been
shown to be significant for musicians in conveying emo-
tional intentionality as a visual component during a mu-
sical performance to enhance the observer’s identification
with the performer [28]. This has also been explored through
the integration of motion-capture and video-analysis tech-
niques into music-centric research [29]. However, the use
of consumer-level motion capture devices for the immer-
sive, embodied, and affective computing, as well as com-
pelling story telling within the context of performative art
has yet to be fully explored.

1.1 Motivation

It appears the potential for immersive environments to serve
as a compelling and easily accessible platform for musical
expression, empathy, and storytelling remains largely un-
derutilized. This is in good part due to the aforesaid un-
canny valley challenge, as well as due to commonly com-
plex, site-specific, and/or cost-prohibitive nature of the cur-
rent solutions. Inspired by the successes of projects like
Minecraft, we see this as an opportunity to introduce an
accessible and affordable alternative that seeks to sidestep
uncanny valley by employing cartoon-like environment with-
out sacrificing the emotional and expressive depth. As ev-
idenced by the cartoon and gaming industry, such a plat-
form would not have to sacrifice the empathy or the story-
telling potential. In addition, as part of this paper we see
the newfound white space as an opportunity to broaden
the definition of interfaces for musical expression, to in-
corporate enabling technologies that can project a com-
pelling musical experience in an immersive technology-
mediated environment, including telematics. In this pa-
per we focus primarily on the machinima-like implemen-
tations that leverage existing gaming environments as a po-
tentially compelling storytelling platform.

2. CINEMACRAFT

Cinemacraft is a novel technology-mediated immersive ma-
chinima platform for collaborative performance and musi-
cal human-computer interaction. It innovates on a custom,
reverse-engineered version of Minecraft to offer a collec-
tion of live theatrical and cinematic production tools, and
leverages the Microsoft Kinect HD for embodied inter-
action, including posture, arm movement, facial expres-
sions, and through the sensory fusion lip syncing based
on captured voice input. It is designed as an out-of-box
turnkey solution that sidesteps the uncanny valley by uti-
lizing the extremely popular sandbox-like gaming environ-
ment, for simple yet compelling storytelling along with
multiple live camera views, scene changes, subtitles, lip
sync, production-centric stage cues, and virtual audience.

The platform is aimed at extending the frontiers of col-
laborative content creation as well as broadening audience
impact to enhance creativity and emotional experiences.

2.1 The OPERAcraft Lineage

The OPERAcraft platform [30], a precursor to Cinemacraft
was envisioned as an environment to aid creativity and
thinking skills and better self-expression, with particular
focus on the K-12 education opportunities.

Figure 1. Inspiring K-12 students to create stories through a live produc-
tion of Operacraft

It was built as an arts+technology education platform where
students could write a story and libretto, build a virtual set,
costumes or virtual character skins, and ultimately control
the characters within the virtual setting in a live perfor-
mance accompanied by live singers and musicians. Many
of these affordances are inherent to Minecraft platform–
users can easily sculpt the landscape, interact with it, and
change their own appearance. Others were added as part
of the reverse engineering effort, resulting in a mod that
is deeply integrated into Minecraft’s core. These include
character lip syncing based on the singer’s input processed
through the Pd-L2Ork [31] and forwarded to a FUDI-based
parser via a UDP socket embedded inside reverse-engineered
version of Minecraft, audience subtitles and stage cues only
visible to the actors, ability to change between discrete arm
positions and interpolate between them to provide rudi-
mentary body language, and near-instantaneous scene changes
through coordinated character teleportations and scene cross-
fades. In an ongoing pursuit of building a compelling real-
time machinima production platform, the second genera-
tion of OPERAcraft introduced in the fall 2015 as part of
the second opera production offers additional affordances,
including multiple camera views and cameras that are only
visible to the actors, invisible bystanders, as well as stabil-
ity improvements and optimizations that allowed the mod
to scale beyond the original limit of five actors.

2.2 New Platform

Cinemacraft builds on the live performance capture aspects
of the existing system through the integration of the Mi-
crosoft Kinect HD [1] device to provide a more immer-
sive and expressive embodied experience in a virtual world
including both kinematic data and facial expressions. It
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in many ways supplants previously keyboard controlled
arm expressions and instead provides full body immersion
to the extent allowed by the simple skeletal structure of
the Minecraft avatars that lack hands, elbows, and knees,
and further enhances expressivity by tracking facial ex-
pressions. Based on the user tests and audience feedback,
the avatar remains compelling despite the minimal char-
acter design due to the reported feeling of sentience of-
fered by the user’s real-life body motion and facial expres-
sions. As a result, the avatar can show a dynamic range of
emotional reactions and responses. In cinematic terms, the
avatar no longer appears to be merely acting. Rather, it is
the actor who is responding to their projection in and the
situational awareness of the virtual environment. Sponta-
neous reactions like squinting against a sudden bright light
help to humanize characters and make them more com-
pelling than current game characters that seem shallow and
with whom we have a hard time forming compelling, co-
herent relationships [23].

Figure 2. Cinemacraft - Avatar in action

Sensory fusion and multi-sensory stimulation has been
shown to help in illusorily experiencing a virtual body and
virtual body parts [32]. Its use within the context of em-
bodied interaction can be particularly useful in situations
where one sensory input does not provide adequate resolu-
tion and could benefit from secondary inputs that improve
its accuracy and fidelity. In Cinemacraft, such a situation
can be observed when trying to monitor mouth movement.
Kinect HD, particularly when a user is located farther away
from the sensor, so as to allow for full-body capture, is not
capable of providing accurate capture of fast and varied
shapes generated by the mouth. In this case, sensory fusion
through the use of voice analysis can be an appropriate way
of complementing visual capture. Similarly, in situations
where a user has their mouth opened and are making no
sound, visual capture needs to take precedence as the only
reliable source of information. The current Cinemacraft
version implements OPERAcraft-based avatar lip syncing
based on the simple transient and melisma detection that
is cross-pollinated with the Kinect HD-based capture with
the two swapping precedence based on the context.

2.3 Modes of Interaction

Cinemacraft offers different modes of embodied interac-
tion captured by Kinect HD, namely regular, mirrored, and
upper torso only. For instance, if the user prefers to both
control the avatar and act out the gestures and facial ex-
pressions they can gesticulate to the other players to com-
plement their speech and chat messages and thereby in-
crease the effectiveness of the conversations, while still
being able to navigate the expansive landscape outside the
range afforded by the area monitored by Kinect HD using
more conventional controls (e.g. keyboard). The same can
be also applied in the gaming scenarios, as well as hybrid
situations where a separate user controls the avatar while
an operatic singer, for instance, provides only upper body
language. Similarly, the mirroring mode has been added
to explore illusory experience interactions with the avatar,
most notably through the Mirrorworlds research project fo-
cusing on the study of integration of physical and virtual
mirrored presence [33]. These modes provide an oppor-
tunity to draw parity between the different approaches to
machinima and also open new exciting possibilites for sen-
sory fusion, with the introduction of HMD displays along
gesture-based and haptic controllers. Cinemacraft also in-
herits a battery of OPERAcraft’s cinematic tools, empow-
ering user to explore the methods of live machinima pro-
duction, including live theatrical play, as well as produced
cinema. The virtual audience feature, that enables audi-
ence members to freely roam the scene, or the ensuing
world in which the storytelling takes place, offers new re-
search opportunities in the study of perception of story
telling, drama, and empathy as a function of vantage point.

3. IMPLEMENTATION

Cinemacraft mirrors the user’s motions and expressions in
real time within Minecraft using the Kinect HD sensor and
a custom C# client that leverages Kinect HD API. Our plat-
form expands on the previously modified Minecraft 1.5.2
codebase from the OPERAraft project to make acting more
expressive and closer to the levels of post-produced ma-
chinima. The C# Kinect application and Cinemacraft mod
for Minecraft are packaged as a drop-in mod and an in-
dependent executable file, respectively. A major consid-
eration for our setup was accessibility. For this reason,
although earlier prototypes relied on two first generation
Kinects, due to their observed inability to simultaneously
do body and face tracking, the current implementation re-
lies on just one second generation Kinect HD device re-
sponsible both for kinematic and facial tracking.

In order for the Kinect HD client to interface with the
Minecraft mod, core Minecraft was reverse engineered and
retrofitted with a FUDI-compliant protocol [34] capable of
parsing remote messages. Its simpler version is already
found in OPERAcraft where it was used to coordinate var-
ious aspects of the production, including switching cam-
era angles, lip syncing as detected by the singers’ micro-
phones, subtitles, and stage cues. As a result these could be
handled remotely through multiple distributed Pd-L2Ork
clients [31].

One of the main objectives of the system is to provide
a compelling emotional delivery of storytelling within the
context of arts. Therefore, it was important to test how re-
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Figure 3. Cinemacraft - Kinect, client, server architecture

alistically the avatar could reflect that user’s kinematic and
facial expression. As a result, the system was developed
using iterative design approach. Its testing focused primar-
ily on assessing the perceived visual fidelity of mirroring
user’s interaction.

3.1 Sensory Fusion

The emphasis on ease of use and reliance only a single
Kinect HD device requires our implementation to essen-
tially stretch the limits of the current Kinect HD API. De-
spite its improved resolution over the first generation, Kinect
HD is still best suited for face tracking in close proximity
which limits its ability to track body. In turn, our imple-
mentation offers accurate simultaneous full body and fa-
cial tracking. Further still, we have identified problems
with Kinect’s machine learned library of postures and fa-
cial expressions that have resulted in a prevalent number
of false positives pertaining to eye winks, eyebrow move-
ment, and eyeglass detection. For this reason in the cur-
rent iteration eye winks and eyebrow movement has been
temporarily disabled. We aim to address these challenges
through an additional layer of sensory fusion. One possible
approach is to utilize a low-latency computer vision algo-
rithm on the area of the image that Kinect HD identifies
as containing the tracked human face. Another could be
further enhancing face detection with infrared video feed
inherent to Kinect HD and look for high reflectivity of eye
pupils.

We have envisioned a platform with parallel pipelines of
Audio Inputs, Kinect API and Computer Vision optimiza-
tion and learning for improving facial Expressions, with all
3 working together to further refine the platforms capabil-
ities through sensory fusion. To address Kinect HD’s lim-
ited ability to detect mouth shapes, we merged the depth
camera data with the captured audio input. Here, the sen-
sory fusion allowed us to use voice detection to combine
the performer’s audio with the facial tracking data and thereby
improve detection of minor gestures and expressions which
may not be otherwise captured due the technical limita-
tions of the two distinct approaches to monitoring user’s
input. For instance, doing so enabled us to animate mouth
motion through captured audio that exceeds the resolution

of 30 frames per second, as well as audio-centric outliers,
such as the cartoon-like quivering of lips in a sung operatic
melisma. Conversely, we also relied on the depth camera
feed in situations when no sound was being made, e.g. to
portray gaping mouth. The ensuing implementation uti-
lizes a simple logic by which the two sensory inputs are
given precedence.

4. REAL WORLD TESTING & USER FEEDBACK

To date, Cinemacraft was showcased as part of two high
profile exhibitions with two additional opportunities pend-
ing. The team has used such opportunities to iteratively
improve upon and refine the design, as informed by the
outcomes demonstrations and real world user feedback. In
particular, the prototype was showcased at Virginia Tech’s
official exhibit at South by Southwest 2016 [35], and as
part of ICAT day showcase at the Moss Arts Center in Vir-
ginia Tech [36]. More recently, Cinemacraft has also been
chosen to be displayed at the Science Museum of South-
west Virginia [37]. As a result of the strong response to
and interest in the tool, it has also been selected to be in-
tegrated in the Virginia Tech Visitor Center. Both exhibits
are scheduled to open in the winter of 2017.

User feedback from real world assessment also helped us
iteratively improve the platform performance. A number
of problems were eliminated during the early assessment,
a prominent one being the jittery avatar movements due
to the discrete and rapidly fluctuating values from the real
time motion capture data from the Kinect HD. This was
solved by discriminating against implied joint positions
and data points suggesting sudden jumps. Further issues
included the structure of arms and legs rotations. The most
notable user feedback from the tests was about their abil-
ity to understand avatar’s inference of gestures that had a
strong reliance on elbows despite the lack of such a joint
in the avatar’s skeletal structure. Given the lack of elbows,
hands, and knees, the body anatomy of a Minecraft char-
acters was significantly different to the human form, due
to which the position and nature of rotation of joints had
to be modified. This is one particular research area we
are keen on exploring further. Users also expressed the
desire for wider range of actions which would necessar-
ily require a fundamental re-thinking of how human ac-
tions can be translated within this context. Another signifi-
cant feedback was the importance of facial expressions and
that the real-time tracked facial movements massively im-
proved emotive qualities of the avatar. Tracking and repre-
sentation of eye winks and eyebrow movements were dis-
abled for certain periods of the assessment to reduce the
number of false positives, and this seemed to sharply re-
duce the users’ level of immersion. There was also strong
positive feedback for the ease of stepping in and out of the
virtual world. The application has been built to dynami-
cally lock onto the closest user in the scene and is robust
in handling their movements when they leave and walking
back into the designated space.

4.1 Minetest

Throughout Cinemacraft’s development we have interacted
with a number of machinima studios worldwide to gain
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their feedback on the mod and the interface. One of the
most significant observations coming out of this interac-
tion was the recently proposed switch from Minecraft to
an open source alternative–Minetest [38]. Minetest offers
several potential advantages over Minecraft. The Minecraft
code is not readily modifiable and requires a community-
driven effort to decompile JAVA runtime into a human-
readable API. As such its forward compatibility is at best
cumbersome. The legal implications of modding Minecraft
are also not entirely clear, suggesting Microsoft by default
owns all modded code, and as a result the distribution of
the ensuing deeply integrated mod is difficult if not im-
possible. Minetest on the other hand, is strikingly similar
yet highly moddable voxel game engine that covers a ma-
jority of Minecraft features. The in-game client server in-
teractions are also better handled in Minetest with modded
servers sending textures and other required resources to the
clients, unlike Minecraft that may require resources to be
downloaded separately. As a result, we are currently in the
process of shifting mod onto the Minetest platform.

5. CONCLUSION

We have designed a new platform for immersive performance-
centric interaction for the purpose of musical expression
and story telling. The new platform is inspired by the suc-
cess of Minecraft and builds on its approach that success-
fully sidesteps the uncanny valley. Our results so far are
promising. As evidenced by audience and user feedback,
including the machinima community, as well as interest in
the platform, we were able to create a high level of immer-
sion by combining multiple interaction techniques into a
single system despite relying on a cartoon-like low fidelity
environment. Extending sophisticated technology like im-
mersive VR and gesture tracking to easy markerless mo-
tion capture our performers could control their avatar with
relative ease and accuracy without extended training ses-
sions.

6. BROADER IMPACT

Cinemacraft offers opportunities to extend virtual presence
and consequently outreach by allowing audiences to en-
gage with the production directly in-game. The team en-
visions the ensuing implementation being appropriate in
a broad range of live and post production scenarios, be-
yond its original intent, from machinima movie-making to
theatre. Studies have shown that learning movie and the-
atre production skills help to instill the sense of ownership,
confidence and self-belief in students [39]. Minecraft has
already been effectively used as an education tool through
the successful MinecraftEdu [40]. Our shift towards the
Minetest platform and an increased reliance on sensory fu-
sion has a potential improve such an educational experi-
ence as a live learning tool.

7. FUTURE WORK

The core functionality of Cinemacraft has been developed
keeping in mind, future opportunities for exciting improve-
ments that could be implemented in the future. Cinemacraft’s

shift to Minetest has been made to support versatile ad-
ditions. In particular is the support for multiplayer in-
teractions which would involve a multitude of body mo-
tions, gestures and expressions. Such multi-user interac-
tions have been shown to be very engaging and enrich im-
mersion by giving the interactions with virtual environ-
ments an interpersonal dimension [41]. Open questions
also remain around the use of Kinect HD. Current reliance
on Kinect HD hardware restricts the user to a relatively
small physical area, and mapping movements around in a
large virtual world is challenging. In addition, there also
seem to be some inherent gaps in Kinect detection. One
prominent instance of this was during the detection of the
user blinks when the user tilted his head toward one side
beyond a certain angle. Further research is required into
the exact technical limitations of the sensor and how much
optimization can be achieved through software manipula-
tion. Most importantly, the uncertainty surrounding Kinect
HD’s future has prompted us to explore alternative open
source solutions.
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