The Effectivenesf CacheCoherence
Implementedn theWeb

FeliciaDoswellandMarc Abrams
Departmenbf ComputerScience
VirginiaTech
Blackshurg, Virginia 24060
{fdoswell,abram$@.vt.edu

Abstract—The popularity of the World Wide Web (Web) has generated
so much network traffic that it hasincreasedconcens asto how the In-
ternet will scaleto meetfutur e demand. The increasedpopulation of users
and the large size of files being transmitted have resultedin concens for
different typesof Inter net users. Sewver administrators want a manageable
load on their sewvers. Network administrators needto eliminate unneces-
sary traffic, thereby allowing more bandwidth for useful information. End
usersdesire faster documentretrieval. Proxy cachesdecreasethe number
of messageshat enter the network by satisfying requestsbefore they reach
the sewver. However, the useof proxiesintr oducesa concen with how to
maintain consistencyamongcacheddocumentversions.

Existing consistencyprotocolsusedin the Web are proving to be insuf-
ficient to meetthe growing needsof the World Wide Web population. For
example,too many messagesre due to cachesguessingwhen their copy is
inconsistent. One option is to apply the cachecoherencestrategiesalready
in usefor many other distrib uted systemssuchasparallel computers. How-
ever, thesemethodsare not satisfactory for the World Wide Web due to its
larger sizeand range of users. This paper providesinsight into the char-
acteristicsof documentpopularity and how often thesepopular documents
change. The frequencyof proxy accesseso documentsis also studied to
test the feasibility of providing coherenceat the sewver. The main goal is
to determine whether sewver invalidation is the most effective protocol to
useon the Webtoday. We make recommendationsbasedon how frequently
documentschangeand are accessed.
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|. INTRODUCTION

Due to its simple interfaceto a wide array of mediatypes
andits accessibilityfrom multiple platforms,the Web hasbe-
comea major form of information dissemination.It provides
easieraccesdo informationvia Web browsers,sometimege-
ferredto as“clients”. This massve availability of information
hasleadto a numberof concernsEndusersexperiencehigh la-
teng/ whenattemptingto retrieve document@andimages.High
bandwidthconsumptiorandnetwork congestiorareotherprob-
lemsevident. In addition,a large amountof the Web traffic is
dueto fetchingof documentghathave recentlybeenretrieved,
possiblyby usersat the samesite. Enhancementso control

theseproblemsare constantlybeing proposedby researchers.

Compressiorof documentsand sendingdocumentdifferences
(DIFF) in responsdo requestss one option that reducesthe
numberof bytesthataresentoverthenetwork asopposedo en-
tire documentsHowever, it hasbeenshovn thatonly 10 percent
of bandwidthis saved by usingthesemethods. StoringHTTP
headergin compressedbinary form) separatelyfrom the body
is anotherbandwidthimprovement. Unfortunately this would
requiretwice asmary files anddemandmoreeffort to manage
them.Reducinghenumberof protocolmessagethataretrans-
mitted overthe Internetis anothercostsaving solutionbut only
appliesto reducingnetwork traffic. Documentpre-fetchingis a

techniquehatprovidesquickeracces$o documentgor theend

userby predeterminingandretrieving whatthe usermayaccess
next. However, this techniquecould possiblyintroduceunnec-
essanytraffic ontothe network by retrieving documentghatthe

userdoesnotwant.

Proxycachingis oneway to addressnary of theseconcerns.
They provide benefitsto the end user network administrator
and sener administratorby reducingthe amountof redundant
traffic that circulatesthroughthe weh In addition,they actas
intermediateagentgo allow multiple clientsto quickly accessa
groupof popularWeb pages.In suchanapproachrequestgor
documentsareredirectedio a cacheratherthanbeingserviced
directly by asener. Whendocumentarefetchedfrom asener,
copiesarekeptin proxy cacheghroughoutthe Weh Although
proxy cachesrovide a significantreductionin network traffic,
they alsopresenta new setof concernghatmustbe addressed.
How do we managethe documentchangesat the sener that
mustbe propagatedo the proxies?Thesecachedtopiesshould
beupdatedn suchamannethatall versionsareconsistentvith
the sener copy. Thetechniquefor accomplishinghis is called
cacheconsistencyr coheence

Several approachesave beenproposedo limit the number
of stale copiesof a documentthat occurin the Weh They
include Time-To-Live (TTL), Client Polling, and Invalidation
[7]. In consideringcachecoherencegorotocols,it is necessary
to determinevhenchangeshouldbe propagatedo proxiesand
whetherthe sener or the proxy should control when modifi-
cationsare availableto clients. The currentdocumentconsis-
tengy mechanismsmplementedon the Web is client polling,
where periodically the sener is contactedwhen the client re-
guesta document. If a documentchangedrequently suchas
online news andsports thena staledocumenimay be returned
if the userrequestdhe documentbeforeit is updated.Current
Web technologyalsoallows the userto avoid inconsistentloc-
umentsby specificallyrequestinghe updatedversiondirectly
from the sener. However, this may introduceunnecessargx-
changeof messagebetweenthe client and sener, especially
whenthe senerdocumentarechangednfrequently

The purposeof this studyis to addresghe consisteng issue.
It describesananalyticalapproacho approximatenvhich cache
consisteng algorithmswork bestgiven certainnetwork param-
eters.An upperboundstudywasdoneto ascertairtheratethat
documentn the Web change,andto reveal how mary mes-
sageswill be requiredto communicatehesechangego copy
holders. This will allow usto enumeratehe circumstances



which certainmechanismsare mostappropriate. We evaluate
whethera sener-basednvalidation protocolis the mosteffec-
tive choiceto solve the problem. Two experimentsare per
formed. First, we measurehe fraction of documentghat are
modified oftenandtry to determinewhetherthe changesccur
in a predictablemanner In otherwords, if alarge numberof
documentshangean a shortperiodof time, do they changeev-
ery® hours.If % is large, but therateof readaccesses small,
then HTTP today generatesnary unnecessaryequestgo the
sener. A major part of this studyis to determinehow mary
proxieswould be notified of changedn a sener documentif
sener invalidationwere used. We also analyzethe datato re-
vealhow mary proxiesactuallyaccessnorethanonedocument
ataseneror accesadocumentmultiple times. Thiswill reveal
how muchoverheads involvedin usingtheinvalidationmethod
to disseminatehangesat the sener. We wantto provide con-
sistentdocumentswhile minimizing the numberof consisteng
checksnecessaryo accomplishthis task.

The rest of this sectionis an overview of caching,andthe
HTTP protocol. The remainderof the paperbegins with an
overview of relatedwork followedby a presentatiorof the ob-
jectivesof this research.Section4 describeghe analyticalap-
proachandresultsto approximatethe performanceof four pro-
posedalgorithms.Section5 is a discussiorof the experimental
designandresults.The paperconcludesvith a summaryof the
resultsandthe conclusionsdravn aboutthe meritsof senerin-
validation.

A. ProxyCading Overviav

Cachesredesignedo keepcopiesof documentpresumably
closerto the client (user)in orderto handlerepeatedequests
for documentslf locatedin the network betweerthe clientand
sener, a cachepreventsthe client from having to alwaysre-
trieve documentslirectly from the sener. Thisis calleda proxy
cache.They allow sharingof documentgequestedy multiple
clients.In aWebconfigurationthebrowserretrievesdocuments
by communicatingvith aproxy or origin sener. First, theclient
browserforwardsarequesto the proxy cacheit is configuredto
use. If the cachedoesnot have the requestediocumentijt for-
wardstherequesto thesenerin thesamemannethatabrowser
would if a direct connectionwere madeto the sener. If the
cachecontainsthe requestediocument,it will checkto deter
mineif it hasafreshcopy. Freshdocumentareseneddirectly
from the cachewithout checkingwith the sener. If the docu-
mentis stale,the origin sener will be aslkedto verify whether
the cachedcopy is consistentvith the sener copy. If thesener
sendsanupdatecdcopy of thedocumentthe proxy storesa copy
of it andforwardsthedocumento therequestinglient.

B. HTTPandConsistency

Thewaythatmostproxy cachesindsenerssendmessageis
by usingthe HyperText TransferProtocol(HTTP). It is a com-
municationprotocolfor transferringdatathroughoutthe Inter-
net. AlthoughHTTPL1.1is thefirst versionto give explicit rules
for consisteng onthe Web, it is necessaryo discussHTTP1.0
sinceit pavedthe way for the next generationcommunication
protocol.

B.1 HTTP1.0andConsisteng

Thedirectwaytoretrieveadocumentsto usetheHTTP GET
request.To addressonsisteng, HTTP1.0allows useof a con-
ditional GET. With this featurea documents retrieved based
on whetherit hasbeenmodifiedsincethe lastaccess.f it has
beenmodified, the new documentis retrieved from the sener.
If it hasnot beenmodified,the senerwill returna not modified
messagehat instructsthe proxy to returnits own cachedver-
sion. It is apparenthatsimply usingthe conditional GET every
time arequests sentwill providetheclientwith consistentoc-
uments. If we assumehat mostdocumentsdo changeoften,
thenemplgying suchatechniquecould give the desiredconsis-
teng. However, this methodcould alsowastemore bandwidth
by introducingunnecessamnessagesntotheWeh Thisoccurs
if mostdocumentequestsesultin thereturnof a not modified
messagewhenthe cachecopy maybesufficientin providing a
consistentlocument.

An alternatve is to usethe date/timestampt identify when
anentity is inconsistentvith the documenbn the origin sener.
A client can be notified of a documentotentialstalenesdy
usingthe Expiresheader Similarly, the ageof a documentre-
vealswhethera cacheddocuments stale. Thesedirectivesare
usedby proxiesto determingf a cacheddocumenis inconsis-
tent. If so,thenthe sener is polledto determineif the docu-
menthaschanged.One problemwith the last-modifiedandthe
expiresmechanismss that documentownersoften do not use
theseheaderfields, which malkesit impossiblefor proxiesto
controlcacheconsisteng in this manner Finally, the no cache
optionin the HTTP1.0headerprovidesa way to tell the proxy
thatthe documentshouldnever be cachedandthereforeshould
bedirectly retrievedfrom thesener[10].

B.2 HTTP1.1andConsisteng

In contrast,HTTP/1.1 usesentity tags (ETags)to compare
two or more objectsfrom the samerequestedesource.ETags
are uniqueidentifiersthat are generatedoy the sener. They
changeeachtime the documentchanges.In additionto these
new identifiers,HTTP1.1still providesthe functionsspecified
in the HTTP1.0versionof the protocol. This includesspeci-
fying what shouldbe cacheablgpublic), what may be stored
by cachegno-cache)an expire mechanisn{max-age)andthe
reloadoperation. HTTP1.1also offers revalidationtagswhere
thesenertells the clientsexactly how to validatethedata. This
includestheability to force eachcachealongthe pathto the ori-
gin sener to revalidateits own entrywith the next cachein the
path.

B.3 HTTP BrowsersandConsisteng

In additionto the proxy, the browser cacheplaysa role in
consisteng control. Browsercachesalsocalledclient caches,
aredisk storageon the enduserscomputerthatonly cachedoc-
umentsfor its attachedorowser The advantageof suchcaches
is to provideimmediateaccesdo previously viewedpagessuch
aswhenthe "back” buttonis pressedn the Web browser The
prefelencesdialog of InternetExploreror Netscapecontaina
“cache” setting. There are two mechanismdere that allow
the userto specify when a fresh documentmust be retrieved



from the sener, or whetherit would be sufiicient to have a
copy from the browseror network cache.Generally the client
usermustmanuallyconfigurewhich proxyto usetherebygiving
the permissionto retrieve possiblycacheddocumentsin addi-
tion, browsershave a cachesettingwherethe usercanspecify
whetherit wantsthe browserto verify adocumenbnceperses-
sion, every time the documents retrieved, or never. If thedoc-
umenthasan expirationtime or otherage-controllingdirective
set,thebrowsercandetermindf thedocuments still within the
freshperiodandwill notcontactthe sener. However, requiring
thedocumento beretrieveddirectly from the senerwill cause
increaseddelayin getting the document,which may not have
beenmodifiedsincethelastretrieval. Also, the usercanalways
usethereloadbuttonthatis availablewith Web browserstoday
This involvesuseof the no-cadhe headementionedearlier If
the userfeelsthat a retrieved documentis not up-to-date they
cansimply pressthe reloadbuttonandretrieve the latestsener

copy.

Il. RELATED WORK
A. Consistencyn Other Systems

Cacheconsisteng hasbeenan issuelong beforethe World
Wide Web madeits entrance. Hardware caches,and caches
within distributed systemshave provided someextensive cov-
erageof cacheconsisteng andhave resultedn provenmethods
to solve the consisteng problem. However, the solutionsare
not directly applicableto the Weh Hardware systemscanpro-
vide strict cacheconsisteng dueto its smallersize[8]. In addi-
tion, hardwarecacheglo notrequireattentionto failing network
conditions. This is difficult to apply to the Internetdueto the
needfor scalabilityasmore cachesareadded. Also, hardware
systemgequirehandlingof multiple readsandwrites by users,
whereasthe Internetis currently a one writer-multiple reader
problem[2]. Distributedsystemsncludedistributeddatabases,
file systemsandmainmemory Thedistributedsystemghatare
most closely relatedto the Internet,in termsof cacheconsis-
teng, aredistributedfile systemswvhereboth areimplemented
in softwareandinvolve accesso volumesof information. How-
ever, the Webis differentfrom distributedfile systemsn terms
of accespatternsijts largersize,andits single point of access.
Thefirst two issuesmakescachingmoredifficult in theInternet
thanfile systemswhile thelatteronemalesit easier[7].

B. A Surve of Cache Consistencyechanisms

In general,cachedcopiesshouldbe updatedwhenthe origi-
nalschange.However, usersmay desireto have an out-of-date
copy of adocumentatherthanwaiting for the documento ar
rive from thesener. An algorithmthatdoesthisis considerecg
weakconsistencylgorithm. On the otherhand,if a stalecopy
is not tolerable,then a strong consistencyalgorithmis neces-
sary Suchalgorithmsguaranteeahatthe userwill seethe same
versionasthe origin sener. Most existing Web cachegrovide
weakconsisteng. Useof suchmechanismsequiresthe userto
ensurefreshnesswhen desired,by pressingthe reload button
onabrowser This causes burdenon the sener aswell asthe
user[7]. Oneadvantageof eachof the weakconsistencylgo-
rithmsis thatthey areeasyto implementin HTTP1.1.Here,we

presenta few weakandstrongconsisteng protocolsthat have
beenproposedn theliterature.

B.1 Time-To-Live

Time-to-live (TTL) [7] is atechniquewvherea priori estimates
of adocumentlifetime areusedto determinehow long cached
dataremainsvalid. Thismethods mostusefulfor seneradmin-
istratorswho know whena documentchangesFor instance jf
a news pageis updatedoncea day at 7 am, the objectcanbe
setto expire at thattime, andthe cachewill know whento get
afreshcopy. With the TTL approacheachdocuments givena
fixed“time-to-live” expire field associatedvith it. Thetime-to-
livefield is usedby thecacheto determingf acacheddocument
is fresh. Whenthe TTL elapsesthe datais considerednvalid.
Subsequentequestf invalid dataresultin the client request-
ing the newestversionfrom the original sener. This weakcon-
sisteny mechanisnis implementedusingthe HTTP1.0expires
field. However, it is not easyto selectapproximatel TL values.
Too shortof an interval could causedatato be unnecessarily
reloaded.Too long of aninterval resultsin increasedstaleness.
The adaptve TTL approachis a proposeddeawherethe TTL
valueis adjustedperiodicallybasedon obsenationsof its life-
time. This reduceghe possibility of staledocuments.Gwertz-
man and Seltzer[7] have shovn that adaptve TTL keepsthe
probability of staledocumentdo below 5%.

B.2 ClientPolling

In client polling [7], clientsperiodicallycheckbackwith the
senerto determindf thecacheddocumentsrestill valid. Each
clientcachesendsanif-modified-sinceequesto thesener. The
senerthenchecksto seeif thedocumenhaschangedincethe
timestamp. If so, a statuscodeof 200, is sentalongwith the
fresh document. Otherwise,the sener returnsa code of 304
(documennot modified. ALEX [3], aform of client polling,
usesan updatethresholdto determinehow frequentlyto poll
the sener. The thresholdis a percentageof the documents
age. The ageis the time since the last accessto the docu-
ment. A documents invalidatedwhenthe time sincethe last
validationexceedq(tigxiata thraahald * dactuhatad aga). This
mechanisnis implementedisingthe HTTP1.0if-modified-since
requestheaderfield. It is also fault resilientfor unreachable
caches.On the otherhand,useof client polling canresultin a
cachereturningstaledataor invalidatingdatathatis still valid.

Polling-Every-Read13], also called Client Invalidation[9]
andPolling-Every-Time[2], is aversionof clientpolling where
the sener is polled every time a requestis sentratherthanpe-
riodically. NetscapeNavigator Version3.0 and above already
allows usersto selectthis approach. However, this technique
negatesthe needfor cachingbecausdt always bypasseghe
cacheeven thoughthe documentmay be cached. In this in-
stanceclient polling becomesa strongconsisteng mechanism
atthecostof bombardinghesenerandnetwork with excessve
requestsand responses.In addition, the userwill experience
delayin receving thedocumeneverytime arequesis made.

B.3 Invalidation

Senerinvalidation[7], alsocalledcallbackg13], is amech-
anismwherethe sener sendsout notificationsto clientswhen



adocumentis modified. The advantageof this approachs that
it providesstrongerconsisteng while introducinglessunneces-
sarymessagethanthe currentlyproposedonsisteng methods.
However, this schemeaequireshe senerto keeptrack of which
clientsor proxiesstorecopiesof adocument.This is expensve
in termsof storageoverheadandprocessingln addition,thelist
of clientsmaintainedy thesenermaybecomeoutof date.An-
otherproblemis how to handlerecoverywhencachesr seners
becomeaunavailable.If aclientbecomesinreachabléueto fail-
ure or lost messageghe senersmay have to wait indefinitely
to senda new documentversionto a client. Anotherissueto
considelis thatinvalidationrequiresmodificationsto the sener
andtheHTTP1.1protocol,whereasT TL andClient Polling are
implementedat the proxy level. Therearevariationsof invali-
dationmessagethat minimize someof the costsnotedabove.
We list afew below.

B.3.a Updatelnvalidation. Along with eachinvalidation,the

new documentversionis returnedin the invalidationmessage.

Thereis no needto contactthe sener on subsequentequests.
Thedisadwantagés the excessive sendingof largedocumentso
cachedhatmaynever be contactedhgainfor the saiddocument

[5].

B.3.b Deltalnvalidation. Along with eachinvalidation,send
the revisionsto eachproxy ratherthanthe entireupdate. This
would requireuseof deltaencoding(whichis notwidely used),
andalthoughit minimizesthe bandwidthusage thereis still a
chancehatthedocumeninaynever beaccessedgain[5].

B.3.c PiggyBackinvalidation. Along with eachinvalidation
messagesendadditionalinvalidationsfor pagesthat may be
accessedn the future. This will decrease¢he numberof sub-
sequentequestmessagefd]. However, it is possibleto send
documentghatwill notbeaccessethter

B.3.d Leases. Distributedfile systemsurrentlyuseleaseg6]

to addresshe problemawith basicinvalidation. With leasesev-

ery documenthatis sentto a client containsa leaseto specify
alengthof time thatsenerswill notify clientsof modifications
to cacheddata.If adocumenthangedeforethe leaseexpires,
thenthe sener will useinvalidationto notify the client of the
modification. After the leaseexpires,the client will sendare-

newal requesin theform of anif-modified-sincanessageThe
protocolis a combinationof client polling andsener invalida-
tion. This decreasethe amountof time thata senerwill have
to wait, dueto unreachablelients, to completea write. The
seneronly waitsuntil theleaseexpires,ratherthanindefinitely.

In addition,leasesdecreasehe possibility of contactingobso-
lete clientsthatretrievedthe documenin the pastbut nolonger
accesghem.

C. Evaluationof ConsistencyMlechanisms

Severalapproachebave beenappliedto maintainingconsis-
teng in the Weh Researclefforts have includedcomparisons
and proposalsof several invariantsof the three major proto-
cols: time-to-live, client polling, andinvalidation. For example,
Worrell's thesisconcludeghatinvalidationis a betterapproach
for cacheconsisteng. The studywasrestrictedto the investi-
gationof consisteng in a hierarchicalnetwork, which already

carriesa higheroverheadn communicatiorthana simple, flat
network [12]. Contradictingthe resultsof Worrell, Gwertzman
andSeltzef7]discussvariouscacheconsisteng approacheand
concludethat a weak-consistenc approachsuch as adaptve
TTL would performbetterfor Web cachingin termsof network
bandwidth.CaoandLiu [2], extendedhis studyandstudiedthe
implication usingothermetricslike sener load, responsdime,
andmessagealelay Theseauthorsconcludedthat invalidation
performedbetterthanclientpolling andsimilarto adaptve TTL
in termsof network traffic, averageclient responsdime, and
sener load [2]. Their study however, assumeghat all docu-
mentsareequallyimportantin termsof consistenyg, andtrades
this guarantedor strongconsisteng with the increasedand-
width usage.They alsodo not addresgshe overheadhecessary
for senersto invalidatecopies.We areconcernedvith how cur
rent consisteng mechanismsvill affect network performance,
particularlybandwidth.

D. Effectof Web AccesdPatternson Cache Consistency

Douglis,etal. [5] performeda studyto determinethe rateat
which documentshange.Their maingoalwasto uncover how
theratesof modificationsaffectsystemshatusedelta-encoding.
Thisinformationis alsoimportantto consisteng. If we cande-
tect that modificationsoccur at regular intervals, thenwe can
predictwhich algorithmwill perform better given the rate of
modifications.In their study Douglis, et al. collectedtracesat
thelnternetconnectiorof two corporatenetworksandanalyzed
this datafor arateof change.This datasetrestrictsthe studyto
measuringequestsat a specificpointin time (whenit wascol-
lected)[5]. Similarly, statisticswere collectedonly whenaref-
erenceto a resourceoccurred.This doesnot accountfor docu-
mentsthatareaccessednceandneveraccessedgain.ln terms
of consisteny, it is importantto know the accessand change
patternof all documents.We measuredataperiodically using
variouspredeterminedhtervals. In addition,Douglaset al. [5]
discusshow often modificationsoccurwhenaffectedby certain
characteristicge. g. content-typenumberof references)We
investigatecharacteristicsuchas categyory of URLs, and the
time of daythatmodificationsoccur Sincepeoplegenerallyde-
terminewhatthey will accesdasedon categories(e. g. news,
businessyatherthan contenttype (e. g. text, video, GIF), it
would bemoreinformative to measurghe datafrom thatrealis-
tic perspectie.

Wills andMikhailov [11] did asimilar studyto determinghe
natureandrateof changeof documentaisingURLSs ratherthan
testinglog samplesThey useMD5 Checksunto obtainthedif-
ferencein documentg11]. The MD5 checksumalgorithmhas
beenfoundto producecollisionswhencomputingthehashfunc-
tions[4]. Thereforepurstudywill make useof the UNIX DIFF
and CMP commanddo determinethe differenceamongdocu-
ments. Thesecommandsprovide lesspossibility of error than
the computationof a checksum.In addition, CMP allows the
userto comparebinary contentof images.Wills andMikhailov
[11] used“.com”, “.net”, and search(which are specialtypes
of “.com”) categories.We usemorerealisticcatgyoriesof busi-
nessfamily, news,andsearchln addition,we have acombined
"catch all” categyory basedon a rating by a popularcomputer
magazine.The researchdataof [11] was collectedover a one



day period. To have arandomsample we usea longercollec-
tion period.

I1l. OBJECTIVES

The primary goal of this studyis to determinethe effective-
nessof senerinvalidationandits role in providing consisteny.
We wish to definewheninvalidationshouldbe used. The ob-
jective s to study andunderstandhe patternof acces$o docu-
mentsin termsof frequeng of requestandthenumberof proxy
accesse®r adocument.

We addresshefollowing issues.

# Are the documentsnodifiedin a predictablemanner(never,

sometimespften,always)?

# How doestheaccesandmodificationrateaffect the number
of messagesent?

# How mary websitesneedto benotified of achangan adoc-
umentif senerinvalidationis used?

# How oftendo proxiescontactthe sener for the samedocu-
mentandfor differentdocuments?

IV. ANALYTICAL EVALUATION OF CONSISTENCY
MECHANISMS

In this section,we describethe analyticalevaluationof the
performancef four basicconsisteng algorithms.We compare
Polling-Every-Read Time-To-Live andtwo variationsof Inval-
idation. The metricsusedto measurdhe performanceof these
algorithmsis thenumberof controlmessage$;M, andthenum-
berof file transfersFT. Controlmessagearethe messagethat
triggerforwardingof requestso thesenerandresponsethatdo
not carry data. Theseare generallyif-modified-sinceequests,
invalidations or not-modified 304) responsenessagesl hefile
transfersarethe messagethatcarrydata.

Table | lists the variablesthat representhe numberof re-
guestsor modificationsthat are sentdueto consisteng. There
is onespecialvariableusedfor TTL, K. Theserequestsnust
be distinguishetbecause requests only sentto the sener if
the requestedlocumentis consideredstaleby the cache(doc-
umenttimeout). A regular request,R, resultswhen a simple
GET (Mgpe) Or IMS (M:zms) requestis sentwithout the extra
time constraints.

Themessageariableghatbegin with aM definethemessage
typesfor eachof the requestsandfile transfers. Our analysis
actuallystartedwith theform B[ M. ]+ B[ Mane ) — M),
However, sinceall consisteng control messagesare the same
size, we simplified the equationsby using like valuesfor the
first two terms.For example B[ Mz, 1+ F[Muw ] — W (Mg )
becomest * F[M) — WM. If the bandwidthis desired,
then substitutethe size for eachof the M terms. However, if
only the countis neededthenthe M termsgo away. Therefore,
2xF (M) — W [Mg,) become@*F— . Weareonly interested
in the countfor this analysis.

A. FormulaDerivations

Next, we describederivationsfor formulasusedto estimate
thenumberof controlandfile transfermessagesentfor Polling-
Every-Read Time-To-Live,andthetwo variantsof invalidation,
Pume Invalidateand Updatelnvalidate. We usethe variables
definedin Tablel.

TABLE |
VARIABLES REPRESENTING THE NUMBER OF REQUESTS OR WRITES THAT

ARE SENT

Vari abl e Definition

Mz, I--Modified-Since control
message

M ont Regular GET control message

M Invalidation (only)  control
message

Minyp-s Invalidation control  message
with  file  included

Mg File transfer response message

Mary 304 response message

J. # of request

K, # of request after timeout (TTL)
(first occurrence  only)

i # of request after a write

;. # of request after timeout and
write  (first occurrence  only)

inu # of request after a write

Wie # of writes after timeout
(first occurrence  only)

W # of writes

T Length of time of the traffic
sampling

r Timeout value

A.1 Polling-Ewery-Read

Polling-Every-Read13] is activatedwheneerausermrequests
a documentusing a If-Modified-Sinceheaderin the GET re-
guest. The numberof consisteng control messagethat result
from therequests CM = 2Rif nomodificationsoccurred How-
ever, this numberis reducedy the numberof file transfermes-
sagegesultingafter a write hasoccurred. Therefore the num-
ber of control messagess actuallyCM = 2R - FT whereR is
the numberof request.The numberof file transferds FT = W
if therearemorereadsthanwritesgeneratedHowever, if there
are more writes, then FI' = K, where &, is the numberof
readsthatoccurafterawrite.

A.2 Time-To-Live

The Time-To-Live [7] consisteng mechanismis actvated
whene/er a cachetimesoutits copy of adocument.lt involves
the cacherecognizingthata cachedcopy is staleusingthe TTL
field of the document. Oncea copy is determinedo be stale
it is fetchedfrom the sener on a subsequentequestfor that
document. The numberof control messagess the numberof
timeoutintervalsin a samplingof traffic. Thatresultgenerally
depend®n whetherthereis areadin every interval. Therefore,
M = T/t whereT is the length of time of the samplingof
traffic and? is the timeoutvalue. If the interval lengthis less
thanthe rateof readsthenthe numberof requesthat generate
amessag¢eo theseneris K. This valuerepresentshefirst re-
gueststhat occur after a timeout. The numberof file transfers
is FT' = Wi whereW. is the numberof writes exactly aftera
timeout,but beforethatfirst readafter the timeout. This means



thatZM =2 H, — W,.

A.3 Invalidation

We considerthe purge andupdateinvalidationtechniquesn
this analysis. With the invalidation approachthe mechanism
is activated when data changeson the sener (write). It in-
volvesthe sener notifying the proxiesthat a cacheditem has
becomestale.If we let & denotethe numberof proxiesto con-
tactin theeventof aninvalidation,and¥" denotethe numberof
write modifications,thenthe numberof invalidation messages
is W = ¥. For the purge invalidation method,the numberof
file transfersresultingfrom consisteng is FT' = K, where
E,. is the numberof subsequentequestsafter aninvalidation.
Therefore the total numberof controlmessagedueto consis-
teng is M = N =W + ... For the updateinvalidation
method,F1T' = f), which reducesthe numberof control mes-
sagedo M = I x ¥ . AlthoughFiT is largerfor the purge
method,thereis more bandwidthusagefor the updatemethod
becauseheinvalidationsincludesdata.To demonstratéhatup-
dateinvalidationhasextra overheadf sendingthefile with the
invalidation,we include the M, 4.5 term. Therefore for up-
dateinvalidation{iM = N + ¥ * Mz.u 5.

Table Il givesthe formulasfor determiningthe numberof
controlmessagefCM) andfile transfermessage@~T) for each
patternfragmentof messagéraffic.

B. Summanyof Analysis

Usingtheformuladerivationsabove, we summarizénow each
of thesevariablesaffect consisteng. Note thatin Tablell, the
M termswereleft in the equationsfor the updateinvalidation
method. This was done becauseéhosemessageaypesinclude
control information and file datawhile the othersdo not. To
simplify comparisonswe let the numberof proxies, v = 1.
Therefore,N is not shovn in the formulasfor the invalidation
methodsn Tablell.

In Tablell, the numberof consisteng control messageand
file transferslependnwhethethewritesdominateor thereads
dominate Whenthereadsdominatehenumberf messageare
controlledby boththenumberof writesandthe numberof reads
for all protocolsexceptupdateinvalidation. When the writes
dominatethenthecontrolis basednthenumberof readgor all
protocolsexceptpurge andupdateinvalidation. Finally, for the
TTL approachadditionalcontrolwasbasednwhethertherate
of readsandwrites werelessthantherateof timeouts.Figures
1 and2 demonstratdow the rateof readswritesandtimeouts
controlthenumberof messagespecificallyhow they affectthe
M andFT values.

Themostobvioustrendsin figure 1 is thatthe Polling-Every-
Readstartsto increasexponentiallyasthereadsncreasewhile
the othermethodsstartto level off. This is becausehe control
message$or the Polling-Every-Readiechniqueis directly de-
pendanton the ratethatreadsoccurwhile the otheralgorithms
dependon a timeoutvalue (TTL) or the rate of writes (Inval-
idation). The Time-To-Live algorithm is dependenupon the
thresholdandthe timeoutvalue. Therefore,it resultsin a con-
stantvalueof '/t = &in figure 1. However, whenrateof reads
or writes fall outsideof the timed interval, £, the countsstart

TABLE Il
# OF CONTROL MESSAGESAND FILE TRANSFERS FOR FOUR
CONSISTENCY MECHANISM PROPOSED IN THE LITERATURE

Met hod Message Count By
Read/ Wite Rate
By = f!; 4 W < B We = By
W, = T/t
TTL M =12x M =12x M =12x
Tl,nfr— Fr Iy — FT Iy — FT
Fr= T,-f:: Fr'=¥, FI'= Bu,
[Fie ]
Poll M =2% UM =2x
Every NA E - Fr E - Fr
Read
Fr=% FI'= R
Purge M=k [UM=Ix |
Invalidate NA H - FT W - FT
FT=W |FT=R,
Update CM=W=* | CM=W=
Invalidate NA Mg Mg
Comparison of Method by Control Message Count
T=24, t=3, W=MAX_READS/2
4500 T T T “
4000 Time-To-Live  x
Invalidation by Purge ~ #
" 3500 Invalidation by Update =
(0]
g 3000 f
S 2500 F
°
£ 2000
[e)
© 1500
o
* 1000}
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0

1
Reads/Writes

Fig. 1. Numberof ControlMessagebasednratio of Readso Writes

to dependon whetherthereis a W'réta. Faad patternthatoc-
cursimmediatelyafterthattimeout. Figuresl and2 show that
Polling-Every-Reads betteruntil the readsbecomemorethan
the writes or Faada f¥rtaa £ 1. At that point, the Update
Invalidationbecomedetterfor the control messagesUpdate
Invalidationis shavn to performslightly betterthan Purge In-
validationbecausef thecountof subsequentequestshatresult
in amiss. The Updatelnvalidationalgorithmreturnsdatawhen
it invalidates,sothereareno subsequentisses.However, we
mustconsiderthe factthat objectsthatare modifiedmay never
be accessedgain. For that reason,sendingbytesbeforethey
arerequestedbecomearisk.

We alsoproducedyraphghatchangedhethresholdandtime-
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outvalues.They arepresentedn Figures3 and4.
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V. EXPERIMENTAL DESIGN

The experimentsperformedto addressthe objectives are
given next. We presentthe datacollectedfor input, detailsof
theexperimentimplementationandtheresults.

A. Experimentl: Percentage of URL Changes
A.1 AboutthelnputData

In this experiment,we analyzedvarious groupsof popular
URL listings. Eachday for a period of 7 days,we collected
popularURLs from two Hot Spotsites,100HOT.COM andPC-
magazineTop Listing. We thencombinedheresultsof thedaily
retrievalsto producea comprehensie listing for eachsite. Af-
ter gettingthe original list of URLSs (first level), we gathera list
of the links at eachfirst level URL and storein separatdiles
(secondevel URLS). Peoplewho browsefor documentausu-

Comparison of Method by File Transfer Message
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Fig. 4. Numberof File Transfersdhasedn ratio of Readgo Writes

ally accessnly the first pageof Web siteswithout exploring

links within the page. Therefore accesgo thefirst level pages
areexpectedto be largerthanthelinks within Web sites. Each
predeterminedhterval, thefull contentsof eachretrievedpage
is saved andcomparedor differences.For brevity andstorage
concernsye decreas¢he numberof URLSs of the secondevel

listing, by only traversingthe URLSs of the first 20 first-level

URLs.

We selectedive classe®f documentdo performthis experi-
ment: popularbusinessfamily, news, searchranda combination
of thetop 100sites. Thefirst four cateyoriesareextractedfrom
the100HOT.COM list. The 100hotpageranksthetop Websites
basedn the analysisof log files from cachesenersat strategic
pointsonthe Internetbackbondl]. The 100top siteswerere-
trievedfrom thefinal 1998updateof thePCMagazindist. These
selectionsveremadeby a large groupof PC Magazineeditors
who spendgreatamountsof time exploring the Weh A sum-
mary of thenumbersof URLs percatayoryis givenin Tablelll.
In addition, the averagepercentagef URLSs that report Last-
Modified-Time (LMT) and Content-LengthBYTE) are given
in Tablelll. In thetable,Level 1 andLevel 2 URLs arerepre-
sentecby L1 and L2 respectiely.

TABLE llI
SERVER LOG CHARACTERISTICS

Cat egory # URLs % LMT % BYTE
Reported || Reported

L1 L2 || L1 L2 L1 L2
Business 26 | 312 || 45 80 || 45 84
Family 34 | 200 || 58 58 || 58 62
News 34 | 305 || 46 72 || 37 57
Search 15 | 428 || 56 60 | 42 43
PCMag| 100 | 774 | 30 54 || 34 50




A.2 ImplementatiorDescription

We measurghepercentagef populardocumentshatchange
andhow popularityaffectsthenumberof messagesentby three
consisteng mechanismsWe also comparethe changeresults
calculatedfrom DIFF with the differenceusing Last-Modified-
Time and Content-Length With thesemeasureswe reportthe
availability of thesedirectives. This will give us a measureof
whetheruserswould specify TTL valuesandif contentlength
canbe anindicatorof documentchange.We measurehe first
level URLSs (initial page)aswell asthe secondevel URLSs (tra-
versedlinks within the first page). We acquirestatisticsthat
give us the percentagef documenthangedover a specified
time period. This effort accountdor this by receving the con-
tent of a group of URLSs over several intervals and comparing
themusingthe UNIX DIFF command.We determinethe per
centagdahatchangecdver consecutie 3, 6, 12,and24 hourpe-

riods. A Java programwaswritten to obtainthesepercentages.

We save the contentsof two consecuiie intervalsandcompare
themusing DIFF. We also comparethe last-modified-timeand
content-lengtireturnedin the header Using a script, this pro-

cessis repeatedor severalintervals over 14 days. Finally, the
producedinterval files were comparedto determinewhat per

centof documentshangewithin eachinterval.

A.3 Results

We repeatthe analysisdoneby Wills andMikhailov, but us-
ing DIFF asthe calculationtool ratherthanMD5. We collect
additionalinformationduringdataretrieval: Last-modified-time
(LMT) andcontent-lengti{CL). Thesevaluesareusedto deter
mineary correlationbetweerthemandthe contentdifferences.
Tablelll reportsthe percentagef documentshatspecifyLMT
and CL. In general,the percentof pagesreportingLMT and
content-lengths 30to 60 percenfor thefirst level URLsand50
to 85 percenffor thesecondevel URLs. Thisshavsalargegap
in how documentgeportthe directives and suggesthat there
is inconsisteng in their usage.Dueto the large numberof ac-
cesseshatexcludetheseparameterandthelarge gap,we con-
cludethatLMT andCL areinsufficientindicatorsof document
change. Our resultsare significantly differentto Wills, et al.,
whoreportedhatabout85to 90 percenof LMT andCL values
werespecified.[11].

Theresultsof experimentl aresummarizedn figures5 and
6 1. Thefiguresdepicttrendsthat occurdueto interval length
(hours), URL type (businessfamily, search,news, combined
PCMAG), and pagelevel (first level, secondevel). We found
that a large numberof populardocumentsare modifiedover a
very shortperiodof time. For first level pages PC Magazines
lists of thetop 100sitesreportedhelargestpercentagef chang-
ing documentg67 to 72 %) with Search(58 % to 60 %) and
News (54 % to 60 %) trailing closelyin percentagesBusiness
and Family orientedpageshave a smallerpercentagef docu-
mentsthat changein a smallinterval block. This meansthat
theseURLSs, althoughpopular changdessoftenthanthe other
catgyory of URLs. Specialpurposesenerscould benefitfrom
knowing what consisteng methodto usebasedon the type of

1 Theindividual graphsof resultsbasecnthe 3 criteriaaregivenin Appendix
A

documentst senes.

Thepercenof URL changesiroppedor thesecondevel for
BusinessNews, and PCMagand remainsthe samefor Fam-
ily and Searchsites. The decreaseccursdueto the sitesthat
changea small item, suchas date or hit counters. Although
thesefirst level pageschangemore often thanin secondlevel
pagesthereis little difference(10%). Overall our resultsimply
thatwhena front pageof a popularsite changesptherembed-
dedlinks within that site alsochange.Accordingto the brows-
ing natureof users,if a pageis accessedits links will most
likely be accessedSincewe know thattheselinks alsochange
asmary timesasthereferencgage we shouldconsiderconsis-
tengy schemeghat allow additionalinvalidationsto piggyback
ontorelatedinvalidations.
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B. Experimen®: Proxy CacheHoldingsper URL
B.1 AboutthelnputData

Two alternatvesof datacollectionwere consideredor this
experiment. Thefirst, usingdatacollectedby a traffic genera-
tor, takestoo longandmay not properlysimulatetherealworld.



Alternatively, log files give usthe necessargaccessnformation
abouteachURL in afile suchasthenumberof accessedie use
threedaysof senerlogfilesfrom VirginiaTech’s ComputeiSci-

encesener, wwwcs.vt.eduThesedogs, containingdaily collec-

tions,includeaccesseffom August1, 1999to August3, 1999.
In this paper we will referto theselogsasVT-CS1,VT-CS2,
VT-CS3to representhe day that the log covers. In addition
to the VT-CSlogs, we usetwo weeksof log files from several

JamesCook University senersin Australia. Thesefiles, con-
tainingweekly collections represensenersin the Engineering
departmen{JCU-ENG)and the university library (JCU-LIB).

Theselogs cover the first two weeksin August, andtherefore
JC-LIB1,andJC-LIB2representveekl and2 respectiely.

B.2 ImplementatiorDescription

We study a group of senersto reveal percentageof prox-
ies that accesslocumentsat a sener. This tells us how mary
Web sitesshouldbe notified of changesn a documentmain-
tained by the sener (for invalidation). We also measurethe
numberof referencesnadeto eachsener documentby each
proxy. We calculatethe numberof proxiesthataccess certain
setof sener documents.This is doneby attemptingto access
the IP addressethatoccurin a senerlog entry, anddetermin-
ing if the sener at the IP addresds a proxy. A programwas
written to determinehow mary sitesrequirenotification. For
instance we can determinehow mary URLs were cachedby
praeyl promyd | promyly. We examinethe sener log, and
getthe IP addressesThenwe attemptto opena socket on port
80, thewell-known HTTP port. If we cannotconnectwe have
notaccessed proxy (aclientrequestedhe documentirectly).
Otherwise,it is assumedo be a proxy if it is runninga Web
senerandsendingrequests.

B.3 Results

Table IV givesthe percentagef referencedo a sener. It
summarizeshe percentagef uniquereferencesndaccesse®
the URLs by threeclienttypes.The uniquecountis thefraction
of distinctfirst time referenceso the sener. Theaccessedptal
duplicatereferencesgive the fraction of accesseo the sener
including multiple accesse® the samedocumentandmultiple
accesseby a proxyto severaldifferentdocumentsin addition,
the averagepercentageand standarddeviation is given in the
table. The datarevealsthat an averageof only 11.20%of the
unique accessesnd 14.30%of the total accessesomefrom
proxy clients. Therefore,a large percentagef the accesseso
senersaredonethroughnon-proxyclients.

TableV givesthe numberof proxy, non-proxy andunknowvn
clientsaccessinghe sener. Thesenumbersdo notincludethe
numberof referenceghe clientsmake to the sener for unique
documentsin otherwords,thetableonly representthenumber
of machinesthat accesghe sener. This table also gives the
numberof URLs accessean the sener by proxy, non-proxy
andunknown clients. This dataonly reflectstheactualnumbers
usedto calculatethe percentagén tablelV.

The experimentalso consistedof calculatingthe numberof
proxiesthatacceseachURL in the sener log file. About 92
percentof URLs wereaccessethy only oneproxy. This shaovs

TABLE IV
PERCENT UNIQUE AND TOTAL REFERENCESBY PROXY, NON-PROXY
(NON-P), AND UNKNOWN CLIENTS (X)

% Uni que 1st % Accesses By
Ref erences By
Proxy | Non-P X Proxy | Non-P X
VT 8.86 87.61 3.53 8.98 87.51 3.51
Cs1
VT 13.36 81.07 5.56 12.94 81.56 5.50
CS2
VT 12.07 84.01 3.92 12.08 83.87 4.05
CS3
JCU 8.04 91.96 0.00 14.75 85.25 0.00
Libl
JCU 9.33 90.67 0.00 14.03 85.97 0.00
Lib2
JCU 15.55 84.45 0.00 23.04 76.96 0.00
Eng
Avg 11.20 86.63 2.17 14.30 83.52 2.18
Std
Dev 0.03 0.04 | 0.08 0.05 0.04 | 0.03
TABLE V

# UNIQUE AND TOTAL REFERENCESBY PROXY, NON-PROXY (NON-P),
AND UNKNOWN CLIENTS (X)

Trace # Uni que 1st # Total Accesses
Trace Ref erences by by
Proxy | Non-P X Proxy | Non-P X
VT-CS1 1084 | 10717 432 1273 | 12404 498
VT-CS2 3048 | 18490 | 1269 3610 | 22753 | 1534
VT-CS3 2879 | 20031 934 3413 | 23694 | 1144
JCU-Lib1 2473 | 27157 0 8534 | 49329
JCU-Lib2 2941 | 28573 0 8599 | 52679
JCU-Eng 4035 | 21916 0 || 11779 | 39349

thatnot mary proxieshave to be contacted.The actualdatais
givenin TableVI.

We also measuredhe numberof proxies that accessedl
URL, 2 URLs, 3 URLs, andso on. Thesevaluesgive anidea
of the numberof URLs, ownedby this sener, thata particular
proxy is holding. Theresultsshav thatbetweer20 and30 per
centof proxiesaccess single URL on the sener. Therefore,
70 to 80 percentof the proxiesthat accesshe Virginia Tech
andJamesCooksenersrequesmultiple URLs from thesener.
Therewould clearly be an advantageto using schemesvhere
severalinvalidationsaresentin batchego proxiesholding mul-
tiple documentowned by seners. Table VIl shavs the data
collectedto supportthesestatistics.

Finally, we measuredthe numberof duplicate URLs that
proxies accessed. For instance,how mary proxies accessa
documentonly once,or twice. This givesan upperboundon
the numberof URLs that wereaccessednultiple timesby the
sameproxy. We found that a small percentagef proxiesac-
cessed documenimorethanonce(betweer3 and18 %). This



TABLE VI
#URLSHELD BY PROXIES

TABLE VIII
COUNT OF PROXIES REQUESTING DUPLICATES FROM THE SERVER

# Proxies # URLs Requested at Server
Hol di ng VT- | VT- | VT- | JCU- | JCU- | JCU- # Duplicate # Proxi es Requesting From
URLs CS1 | CS2 | CS3 | Libl | Lib2 Eng URLs VT- VT- VT- JCU- | JCU | JCU
1_proxy 317 | 550 | 597 218 97 521 Request ed CS1 CS2 CS3 Li bl | Li b2 Eng
2_proxy 19 26 50 16 16 36 1 991 | 2739 | 2581 | 1879 | 2178 | 2661
3_proxy 2 10 1 5 2 68 219 211 279 394 593
4 _proxy 1 3 11 37 52 115 110 227
5_proxy 2 4 4 21 10 34 67 147
Total 338 | 576 | 657 236 113 564 5 1 6 6 21 29 83
6 1 10 5 17 12 50
7 2 5 6 14 18 32
TABLE VI 8 1 5 2 6 17 33
COUNT OF PROXIESHOLDING MULTIPLE DIFFERENT URLS 9 2 2 2 5 24
10 1 10 8 26
>10 3 3 6 96 103 159
# of URLs || # of Proxies Requesting From Server | Total 1084 | 3048 | 2879 | 2473 | 2941 | 4035
Accessed VT- | VT- | VT- | JCU- | JCU- JCU-
URLs CS1 | CS2 | CS3 | Libl | Lib2 Eng
1url 67 | 101 | 125 53 52 34 TABLE IX
2 url 18 31 43 16 24 31 PERCENTAGE OF REFERENCES TO PROXIES
3_url 16 18 31 10 11 127
4 _url 28 40 41 11 9 16
5_url 9 22 16 14 15 16 Scenari o # of URLs Requested at Server
6 _url 6 9 8 6 9 3 VT- | VI- | VI- | JCU | JCU- | JCU-
7 url 8 16 22 17 12 6 URLs CS1 | CS2 | CS3 | Libl | Lib2 Eng
8_url 7 5 8 6 3 4 || % proxies 13 13 15 12 13 15
9_url 4 5 6 4 3 4 || accessing
10_url 4 8 1 2 11 || the server
=10_url 31 74 71 57 62 67 || % unique 9 9 10 6 3 18
Total 194 | 325 | 379 195 202 319 URL accessed
by proxies
% total 11 13 12 15 14 23
references
is impactedby the existing consisteng mechanisnusedwith | py proxy  (dups)
HTTPL.1. % proxy 65 | 68 | 67 72 74 89
TableIX providesa summaryof the characteristic®f proxy | references to
accesset thesenersin theworkload. multiple  unique
documents
V1. SUMMARY OF RESULTS % accesses to 9 10 10 24 26 34
. . . . previously
To summarize,the analytical analysisand experimentsre- requested
vealedthefollowing results. documents

# Basedon the ratio of readsto writes, invalidation performs
better than the other strong consisteng algorithm, Polling-

Every-Readwhenthereare morereadsthanwrites performed
onadocument.

# Although first level pageschangemore often than second
level pages,thereis little difference. This implies that other
pagesat the site will mostlikely be modified. This is an ar-

gumentfor PiggyBacksenerinvalidationwherethe usersends
updatesof a group of relateddocumentswhen invalidating a

document.

# Senersadministratorscan benefitfrom the knowledgethat

if givena certaintype of documenta given mechanisnworks

best. News and SearchEngine documentschangemore fre-

guentlythanothercategories but they alsorequirethemostcon-

sisteng. Invalidationwould work well for thesedocumentghat

areknown to changeoften. BusinessandFamily orientedpages
would benefitfrom a wealer consisteng mechanisniik e client

polling or adaptie time-to-live.

# The majority of the documentsat senersareonly accessed
by oneproxy. In addition, theseproxiesaccessedlocuments
only once. Therefore,invalidationwill not consumeany more
bandwidththan the other mechanismsvhen usedfor popular
documentsgspeciallysincethe numberof proxiesto contact
doesnotimpactthe network.

VIlI. CONCLUSIONS

We have investigatedsomecharacteristicef Webdocuments
that affect how consisteng shouldbe performedin the Weh
The resultsshov that a high percentagef populardocuments
changeover a smallinterval of time. Specifically 50to 70 per
cent of the most populardocuments News and Searchsites,




changewithin a threehour period. This rate of modificationis

lessthanthe rateof accesseportedn theliterature.Usingthis

knowledge we proposehatstrongconsisteng mechanismsan

be usedfor populardocumentsClient polling will bombardhe

sener with unnecessaryequestsf no changesoccurbetween
oneandthreehours.TTL will requirethatthedocumentreator
have a priori knowledgeof whena documenichangesvhich is

not alwayspossible.Invalidationis shovn to be mostuseful of

thethreegenerakonsisteng methodgroposedn theliterature,
but how effectiveis it?

We obsenredthatof the11to 20 % proxiesthatdid accesshe
seners,mary did notaccesghe senersmorethanoncefor the
samedocumentgabout15%). Also, 90 percentof URLs were
accessetby only oneproxy. In addition, proxiesdo not gener
ally accesslocumentsnorethantwice, butthey doaccessnary
differentdocumentst onesener. Basedon thesestatisticsand
thelow numberof proxiesthatneedto be notified, sener-based
invalidationwill minimally impactthe bandwidthuseddue to
consisteng. Therefore senerinvalidationis recommendedbr
populardocumentshatchangdrequentlyandinfrequently For
documentghatareaccessethfrequently client polling or TTL
would work best. Table X, shavn in AppendixB, summarizes
theconclusions.

Although we recommendhe updatingof very popularand
frequentlychangingWeb documentsisinginvalidation,we be-
lieve our study would have benefitedfrom an analysisof the
natureof thedocumenthangesHow muchof achangeconsti-
tutesthe needfor a freshdocumentNVeretheresmall changes
like a dateor spellingerror? Or weretherehugeparagraphbe-
ing rewritten? Thesetypesof decisionsanhelpusto determine
whenthe stalecopiesareactuallyacceptableln additionto the
basicalgorithmswe discussin this paper thereare mary vari-
antsof invalidationthat canbe investigatedsuchas Piggyback
SenerValidation[9], Invalidationwith DeltaEncoding5], Vol-
umeleaselnvalidation[13]. Our future work involvescombin-
ing the bestelementof existing consisteng mechanismso al-
low proxiesandsenersto adaptto conditionsof the Web and
decidewhichmechanismo invoke.
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Il. SUMMARY OF CONCLUSIONS

TABLE X
SELECTION OF A CONSISTENCY APPROACH

Criterion

Suggest ed Consi st ency

Met hod

Expl anat i on

St rong

Weak

A priori knowledge of
lifetime

Invalidation

TTL

This assumes that the proxy has prior knowledge of
exactly when a document changes. This is

usually  impossible even with documents that have
a set time to change. However, it would be best
to use TTL unless strong consistency is required

Popular  documents
that are modified
frequently

Invalidation

Client
Polling

The number of requests (R) is at least equal to the
number of modifications (M). According to Douglis,
et al and our results, the rate of requests are
higher than the rate of modification. This implies
that many more reads are performed in comparison

to writes. In addition, an average of one proxy
needs to be contacted for invalidation. Using our
results and those in the literature, we conclude that
invalidations produce less messages than the strong
consistency mechanism, Polling Every Time. Client
Polling decreases the need to poll the server at
the expense of acquiring possibly  stale  documents.

Popular  documents
that are modified
infrequently

Invalidation

Client
Polling

The number of requests (R) and the number of
modifications (M) are greater than 1, however

> A, According to our analysis, Business

and Family sites fall in this category. Invalidation
would be the best algorithm in general.

Unpopular  documents
that are modified
frequently

Polling
Every Time

Client
Polling

The number of requests (R) is less than the number
of modifications (M). This scenario implies that
there are many more writes performed than

reads. If documents are not frequently requested,
then there are less IMS and 304 messages

generated. Polling the server gives fewer
messages while invalidations would produce
unnecessary messages. Since it is highly  probable
that most of the writes will occur in succession  with
no intercepting reads, w may not have to poll the
server as often as required by Polling-Every-Read

Unpopular  documents
that are modified
infrequently

Polling
Every Time

Client
Polling

The number of requests (R) and number of
modifications (M) are small and equally likely.
This scenario implies that the documents are not
requested very often and hardly ever change.
These are usually old documents hanging around
on the Web. The current Web mechanism, Client
Polling  would work best.




