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Feasibility of Smart Antennas for the Small Wireless Terminals

Ragibul Mostafa

(ABSTRACT)

Smart antenna is a potential performance enhancement tool in a communications link that can be
used at either end (transmitter or receiver) of the link in the form of beamforming or diversity
operation. While receive smart antenna techniques and operations have matured over the years,
transmit smart antenna is relatively a new concept that has seen its growth over the past few
years. Both these smart antenna operations have been traditionally designed for base station
applications. But with the advent of high-speed processors, transmit smart antenna can also be
feasible at a small wireless termina (SWT). This dissertation studied the feasibility of using
smart antenna at a SWT. Both smart transmit and receive antennas are studied, including
multiple input and multiple output (MIMO) systems, however the emphasis is placed on transmit
smart antennas. The study includes a gorithm developments and performance evaluations in both
flat fading and frequency selective channels. Practical issues, i.e., latency and amount of
feedback, related to transmit smart antenna operation are discussed. Various channel
measurements are presented to assess the performance of a transmit smart antenna in a real
propagation environment. These include vector channel measurements for narrowband and
wideband signals, channel reciprocity, and effect of antenna element spacing on diversity
performance. Real-time demonstrations of transmit smart antenna have been performed and
presented, and, the applicability of the proposed techniques in the Third Generation standards
and wireless local area networks (WLAN) is discussed. Receive beamforming with a small
number of antenna elements (which isusually the case for a SWT) is analyzed in an interference-

limited environment.
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Chapter 1
Introduction

Smart antenna systems find applications in communications systems for their potentia in
improving signa-to-noise ratio (SNR), link quality and reliability, and providing position
location capability to user terminals. Smart antenna systems are traditionally designed for base
station applications since the base station has space and enough processing power to support
array processing. Smart antenna operations include diversity and beamforming (or null steering)
and are predominantly used in the receive mode [JAK74], [BRES9]. Interest has recently
increased in using an antenna array at the transmitter and doing beamforming in the downlink.
The factor driving research interest in this direction is that if beamforming can be performed in
the downlink at a base station, then the need for an antenna array at the mobile units is obviated,
thus, reducing complexity and power consumption. The mobile unit form factor is not suitable
for alarge array size.

The use of antenna arrays at a small wireless terminal (SWT) has been viewed unfavorably
because of technical difficulties. The SWT devices include (but not limited to): handset in
cellular systems, wireless local area networks (WLAN) access points and user terminas, PDA,
Bluetooth access points and terminals and indoor wireless fixed point to point systems. The new
generation of high-speed, low power digital signal processors and miniaturized RF components
facilitate computationally complex operations at the handheld terminal and supporting multiple
RF chains for array processing. Use of smart antenna at the handset and performance
improvement has been reported in [MOS00] and [DIEO1]. Recently there have been reports of
commercia prototypes of using two-element smart antenna systems for user terminals or WLAN
access points [QUAOL, KTF03, PANO3] and some of them are shown in Figure 1.1.



Figure 1.1. Some examples of commercial application of smart antenna at small wireless terminals (from left to
right): Qualcomm QCTEST, KTF wireless PC card and Panasonic handset.

The commercia prototypes implement simple switching or selection diversity in the receive
mode. More sophisticated diversity algorithms or beamforming techniques have not been
implemented so far in SWTs. Additionally, transmit diversity has not been addressed for such
devices. Transmit diversity is a welcome feature to use in a device that is already using receive
diversity. If the end devices in a communications link are using smart antenna in the receive
mode, additional benefits can be obtained by using transmit diversity at the transmitter and
receive diversity at the receiver. This results in a multiple-input-multiple-output (MIMO) system
that provides higher order of diversity benefits and throughput enhancement. Transmit diversity
when implemented in a closed-loop fashion require feedback from the destination device (other
SWT or a base station) and is thus subjected to latency and channel propagation errors. This
dictates that transmit diversity techniques for SWT applications should focus on rapid
convergence in order to tackle dynamic channel in addition to have ssimple computation for
reducing processing burden. These requirements are distinctively different from those for receive
diversity and need careful attention for implementing transmit diversity at the SWT. A transmit
smart antenna can operate either in diversity or beamforming mode. The distinction between
these two modes of operation depends on the inter-element spacing of the antenna array. In
diversity mode, the spacing must be large enough (within practical limits) to yield uncorrelated
signals at the antenna branches. In beamforming mode, there is an upper limit on the inter-
element spacing to restrict generation of grating lobes. For a SWT form-factor, the small inter-
element spacing is adequate for both diversity and beamforming operation.

The SWT can support antenna arrays of two to three elements because of the limited real estate.

This poses a restriction on nulling interfering signals since an M element array can eliminate at
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most M-1 interfering signals. For a three elements array, this results in nulling two interferers
and this may not be adequate in an interference-limited environment. In such a scenario, the
technique of nulling of the dominant interfering signals can be adopted and analyzed to see the
amount of improvement. This selective nulling of dominant interferers (SNDI) is an attractive
feature for SWT applications. This dissertation addresses transmit smart antenna agorithm
development and performance assessment for SWT applications. Practica channel
measurements have been performed to test the algorithms and reported in this dissertation.
Hardware demonstrations and implementation in wireless communications standards, i.e., Third
Generation (3G) and WLAN IEEE 802.11 are aso presented. The analysis of SNDI techniqueis
presented.

The organization of this chapter is as follows. The classification of transmit diversity techniques
and algorithms is presented in Section 1.1. An overview of existing research in this field is
presented in Section 1.2. Then Section 1.3 provides with the research contributions.  Section

1.4 presents the organization of this dissertation.

1.1 Classification of Transmit Diversity (TD) Techniques
The existing transmit diversity schemes can be classified from different perspectives. From the
perspective of a diversity control mechanism, diversity techniques can be broadly classified as

open loop techniques and closed-loop techniques.

Open loop—The open loop techniques refer to those that do not require any control mechanism
or assistance from areceiver to aid in the proper functioning of the transmit diversity technique.
This type of technique is ssimple to implement and does not require modification into existing
signal format to implement feedback from receiver. Performance does not suffer from latency

associated with a closed-loop system.

Closed-loop—The closed-loop systems, on the other hand, rely on some feedback information
from the receiver. The feedback can be channel estimate, complex gain, or antenna selection

index. The performance is generally better for a closed-loop system since it utilizes knowledge



about the channel or the quality of the received signal. The issues associated with a closed-loop
system are latency and errors for the feedback symbols due to channel degradation.

The existing transmit diversity techniques can also be classified according to the type of

implementation: switched/selection diversity, complex weighting, and temporal processing.

Switched/Selection diversity—Switched/Selection diversity refers to simple switching between
the transmit antenna elements. If the switching is done with a predefined pattern without any
assistance from the receiver, then it is known as switching diversity. Simple switching is hardly
ever suggested in the literature. With selection diversity, the switch position is selected using
feedback from the receiver indicating the most favorable antenna. The duration of transmission
with one particular antenna is determined by either the length of time-slots in Time Division
Duplex (TDD) systems or the time interval of sending feedback. The advantages include low
power consumption, inexpensive hardware, and simple realization. The disadvantages are omni-
directiona radiation of power, possibly causing interference to other users and no antenna
selection update during a particular time slot ina TDD system.

Complex weighting—In the complex weighting scheme, al antennas with individual complex
gains are used for simultaneous transmission. The antenna weights have to be updated fast
enough to track the channel dynamics. The channel parameters are estimated before updating the
weights, either by measurement or by prediction. If channel estimation is performed at the
receive side, then a feedback link to the transmitter is required. The method of calculating the

complex weights are usually based on the following objectives.

1. smultaneous maximization of desired signal power and minimization of interference signal
power,

2. minimization of outage probability (probability that the signal-to-interference ratio (SIR)
drops below certain threshold),

3. maximization of the instantaneous SNR,

4. minimization of amplitude fluctuation of the desired signal caused by interfering signals.



In general, the proposed algorithms for updating the antenna weights are complex and
computationally expensive. In some cases a solution for optimum weights may not exist.
Channel estimation was not considered in most reviewed papers, rather, perfect channel
knowledge was assumed to obtain the complex weights. The complexity of computations
(objective 1) makes real-time implementation difficult, especially in moderate to fast fading

environments.

Temporal processing—Some additional temporal processing can be necessary for either
countering a frequency selective channel, or encoding the information symbols in an open loop
system. The second case is usualy referred to as the space-time (ST) coding where the encoded

symbols are assigned to different antenna elements.

1.2 Existing Transmit Diversity (TD) Techniques

The shifting of diversity operation from the receive side to the transmit side caught the attention
of the research community in the early 1990s and the amount of published research has since
seen a steady growth. Transmit diversity has been addressed mainly from the base station
perspective though some of the proposed techniques can be implemented at the handset. The
majority of the research has been devoted to solving transmit diversity problems for aflat fading
channel while a few addresses transmit diversity for a frequency selective channel. Transmit
diversity received a boost with the advent of ST encoding and itsinclusion in the third generation
or International Mobile Communications in the year 2000 (3G or IMT-2000) standard. A brief
overview of key research papersis given in the following paragraphs to introduce to the readers
the current state of research in thisfield.

Hottinen and Wichman [HOT98] discuss a transmit diversity scheme called Selective Transmit
Diversity (STD), proposed for a code division multiple access (CDMA) system. The results (a
two-element system with an antenna switching rate of 400Hz—1.6KHz) showed a significant bit-

error rate (BER) improvement compared to a single antenna transmission.

Mamundar [MAJ] presents a technique where successive transmission slots are allocated for
different antenna elements that have the strongest gain in the receive mode. The proposed



technique achieves a performance gain of 2—4 dB at a BER of 10 (vehicle speed is 8 km/h).
Wittneben and Kaltenschnee [WIT94] provide another realization where samples from an
antenna in receive mode are fed into a minimum mean square error (MMSE) predictor (non-
adaptive) and predictor output is mapped to symbol error rates for each transmit antenna. The

antenna with the smallest symbol error rate predicted is chosen for the next transmission.

A simple transmit diversity scheme called partial phase combining (PPC), is proposed by Heath
and Paulrg) [HEA98] where relative channel phase information is quantized and fed back to the
transmitter. For a 2x1 systems, the authors claim to achieve near perfect channel knowledge
performance (within 1 dB) with two bits of feedback and an improvement over ideal selection
diversity by 1 dB with three bits of feedback (at frame error rate (FER) of 10™).

The authors in [DAS95] consider transmit diversity schemes employing fading-resistant signal
constellations that are implemented at a base station having L antennas. Transmit diversity at the
base station using a linear array with equal spacing and ideal sectorized antenna elements (120°
sector) is considered by Zetterberg and Ottersten in [ZET94]. The proposed technique is
implemented by estimating the angular positions of the mobiles and using a channel allocator to
decide which mobiles should use the same channel. It is shown that the actual capacity gain is
largely dependent on the number of antenna elements in the array and the angular width of the
locally scattered rays in the vicinity of the mobile.

The authors in [YAN98] examine the computation of downlink weighting vectors of a TDD
system. They state that the weight computation has to be solved globally, across all usersin the
system, to get an optimal or near optimal solution. A system with an eight-element transmit array
and thirty users is simulated and it is shown that transmit power can be reduced by 4.3 dB,
compared to a system without the proposed scheme, to achieve an SINR of 10dB.

It is reported in [FAR98] that transmit beamforming can be done jointly in the entire network in
conjunction with channel probing (frequency division duplex (FDD) system) and feedback to the
base station. Since the proposed technique requires full knowledge of the channel and array

responses of the entire network, the authors express concerns about its practical implementation.



Rayleigh et. al. in [RAY95] develop an agorithm to calculate transmit weight vectors based
upon estimates of the receive vector channel for a FDD system. The authors claim that the
estimates of the receive channel can be used to determine the transmit weight vector since there
is a strong relationship between the average receive vector subspace and the average transmit
channel subspace. Simulations suggest an increase in re-use capacity of 5-8 for a system similar
to advanced mobile phone system (AMPS) or interim standard 54 (1S-54).

Lo [LO99] investigates LxK MIMO system and provides the optimal solution in a flat fading
channel. Simulations indicate that the error probability decreases inversely with the L*K power

of the average SNR.

Mecklai and Blum [MEC95] propose a technique employing a transmit antenna array at the base
station to reduce the level of interference at each user’s receive antenna in a slow varying, flat
fading channel.

Farsakh and Nossek [FAR95] present work on downlink beamforming and channel alocation for
a multi-user system employing space divison multiple access (SDMA). Their proposed
technique aims to minimize total output power from a transmit array while maintaining a given
SINR.

[GER94] considers the problem of minimizing the reception of signals not intended for other
users. Reasonable mobile spacing requires feedback on the order of thousands of kilobytes per

second, thus limiting the approach to static or slow moving receivers.

Winters [WIN94], [WIN98] proposes a scheme where a transmitter progressively delays the
signal and transmits it through different antenna elements to generate frequency selective fading.
The proposed technique provides performance that is close to amaximal ratio combining receive

diversity system of the same order.



Papers [ALA98], [TAR98], and [ALA98] report the use of ST processing on an uncoded binary
phase shift keying (BPSK) signal in a Rayleigh fading environment. Results show that the
proposed scheme is 3 dB worse than Maximal Ratio Combining (MRC) at the receiver but still
achieves a 15 dB diversity gain compared to a system without diversity (at a BER of 10%). The
proposed detection scheme in [TAR98] does not require any channel state information at the
receiver or transmitter. The authorsin [HEA99] present work on an open loop transmit diversity

system that incorporates joint encoding and antenna hopping.

Within the 3G standard, the newly proposed CDMA standard, known as the wideband-CDMA or
W-CDMA standard, has included use of an antenna array in the transmit mode [ETSO00b],
[ETS98], [3GP994], [3GPA9b] and [3GP99c]. The proposed techniques use both open loop and
closed-loop transmit diversity. The physical channels are designed so that the channel structure
supports both modes of diversity. The authorsin [HOTOQ] review the proposed transmit diversity
schemes for the FDD version of the W-CDMA standard and propose a modified scheme (of
Mode-1) to enhance the performance improvement. In paper [RA199], the authors compare time-
switched transmission diversity (TSTD) with STD implemented in aW-CDMA system.

1.3 Original Research Contribution
This report provides with a study of transmit diversity techniques for SWT applications.
Contributions provided by this research include

1. New closed-loop transmit diversity algorithms,
Analysis and ssimulation of the new and existing algorithms,
Experiments to measure transmit diversity performance in indoor environments,
Hardware demonstration of transmit diversity for both narrowband and wideband signals,
Feasibility assessment of transmit diversity for W-CDMA and WLAN.
Development of reduced complexity MIMO system for indoor channels.

N o g s~ WD

Analysis of SNDI techniques.

New Closed-loop Transmit Diversity Algorithms
This report presents new closed-loop transmit diversity techniques for both flat fading and
frequency selective channels. The solutions for flat fading channels are in the form of complex



weight vectors, or zero-order filters. Since aflat fading channel distorts the amplitude and phase
of a transmitted signal without any additional temporal distortion, a complex weight vector
suffices to compensate for the channel distortion. The solutions for a frequency selective
channel, on the other hand, include filters (finite and infinite length) as this type of channel
distorts both the amplitude and phase, and temporal characteristics of the transmitted signal.
Both optimal and sub-optimal techniques are provided. One of the main focuses of the algorithm
development and study is the convergence behavior of the algorithm. Ideally an algorithm
should provide near-optimum performance within a short period of time. This aspect of fast
convergence is important for a closed-loop system because of the channel dynamics and latency
involved in such a system. The other focus was to develop techniques that are ssmple in

operation and offer ease of implementation.

Analysis and Simulation of the New and Existing Algorithms

The performance improvements of the proposed techniques have been assessed from both
analytical and ssimulation perspectives. The analysis provides closed-form solutions that in many
cases have nice intuitive interpretations. Some existing techniques were also studied, and their
performances was compared with the proposed techniques. Practical implementation issues were

addressed for some of the proposed techniques.

Experiments to Measure Transmit Diversity Performance in Indoor Environment

Some indoor diversity measurements were carried out with hardware testbeds to characterize
transmit diversity performance at the SWT for both narrowband and wideband signals. Channel
reciprocity and the issue of assessing transmit diversity performance from receive diversity
measurements was studied. Wideband characterization of channel magnitude response was
carried out for indoor and indoor-to-outdoor channels. Experiments were performed to study the
effect of inter-element spacing on envelope cross-correlation and diversity gain. For a two-
element array at the handset, transmit diversity gains were assessed using indoor channel

measurements.



Hardware Demonstration of Transmit Diversity for both Narrowband and Wideband
Signals

Some of the proposed algorithms have been implemented and demonstrated in hardware to study
the applicability of transmit diversity. Demonstrations included narrowband and wideband
signals. The narrowband demonstration employed a selection-based technique. The wideband
demonstration employed an equal gain combining technique with the transmitted signal having
bandwidth similar to W-CDMA.

Feasibility assessment of transmit diversity for W-CDMA and WLAN
A feasibility study was performed on the transmit diversity techniques developed in this report to
assess their applicability to W-CDMA and WLAN.

Development of reduced complexity MIMO system for indoor channels
A reduced complexity MIMO system has been designed for WLAN applications with a 2x2
antenna array. Feasibility of the technique in the IEEE 802.11 standard has been addressed.

Analysis of SNDI techniques
The analysis of SNDI technique as applied to a handset is presented.

1.4 Overview of the dissertation

The chapters in this dissertation are organized to present theoretica development, simulation
study, measurements, and hardware demonstration.

Chapter 2 provides the theoretical background of the proposed transmit diversity techniquesin a
flat fading channel.  Chapter 3 provides the simulation study of the proposed agorithms in
Chapter 2. Practical implementation issues such as latency and the amount of feedback
associated with a closed-loop system were addressed in this chapter as well.

The problem formulation and algorithm development for a frequency selective channel is

provided in Chapter 4. This chapter addresses this problem using both continuous time and
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discrete time models. Optimal and sub-optimal structures are designed and their performances

are compared in this report.

Chapter 5 provides diversity measurements from a SWT perspective in indoor channel. The
measurements include a study of cross-correlation as a function of antenna spacing and the
validity of reciprocal characteristics of the transmit and receive channels. A direct assessment of

a 2-element transmit diversity system is presented.

Chapter 6 presents a hardware implementation and demonstration of a transmit diversity system.
The transmit diversity testbeds are described along with the experiments that were carried out

with them.

Chapter 7 presents algorithms and performance improvement for a reduced complexity MIMO
system for flat fading channels. The space-time processing structures developed in chapter 4 are

extended include MIM O systems for a frequency-selective channel.

Chapter 8 presents a brief overview of W-CDMA, the CDMA version of the newly proposed
globa IMT-2000 standard. W-CDMA has a provision for transmit diversity, and the proposed
standards are reviewed. The applicability of the developed agorithms in the physical layer of
W-CDMA is discussed. The common air interface of IEEE 802.11b is studied for implementing
the proposed diversity techniques and the reduced complexity MIMO structure.

Chapter 9 presents the analysis of a smart antenna system employing SNDI technique.
Performance improvement in terms of average symbol error rate and outage probability for

different modulation schemes are presented.

Chapter 10 concludes the report with a summary of the research accomplishments and discusses

future research directions.
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Chapter 2
Transmit Diversity Techniques: Flat Fading Channel

2.1 Introduction

The development of effective transmit diversity algorithms and techniques depends on the type
of channel in which a system operates, where the effectiveness of the techniques depends on the
characteristics of the channel. For example, in a flat fading channel where the coherence
bandwidth is larger than the signa bandwidth, diversity techniques are employed that rely on
complex gain adjustment in different antenna branches. But if the channel exhibits frequency
selective characteristics where signal bandwidth is comparable to coherence bandwidth, then
diversity schemes require additional temporal processing (in the form of pre-coding or pre-
equalization). This results in space-time processing that has recently attracted attention because
of the use of wideband signals (i.e., IMT-2000 standard). This chapter presents a study and
development of transmit diversity techniques at small wireless terminals (SWT) in aflat fading
environment. Since an SWT usually encounters a dynamic channel, it is imperative that the
proposed diversity techniques have a fast convergence property. At the same time, the
techniques should include simple processing and implementation since space and battery power
are constrained resources at the SWT. These two issues were the driving forces in developing

the proposed transmit diversity techniques to combat flat fading at small mobile wireless devices.

Traditionally, transmit diversity has been addressed from the base station perspective and the
techniques proposed in the literature vary in problem formulation, complexity, and achievable
performance gain. These often require the knowledge of channel parameters or some estimate of
them, and this can be an issue when the algorithm requires the downlink channels for all the
mobiles. While these techniques promise varying levels of performance improvement, they do
not address the convergence issue related to the proposed algorithms. Thus it is difficult to
predict how much delay (in terms of number of symbols) that a technique will incur before
settling on the desired optimum performance level. The level of complexity and the amount of

required information may render these techniques impractical for a handset application.
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The transmit diversity algorithms and techniques that are developed in this chapter focus on two
criteriac simplicity in implementation and fast convergence. The proposed techniques are all
closed-loop techniques as they rely on feedback from the receiver. A closed-loop approach can
be justified since practical wireless communications standards leave options for feedback signal
path (e.g. the 3G standard employs fast closed loop power control that operates at 1600 Hz). In
addition to this, the framing structure for the 3G standard incorporates feedback information to
implement closed-loop transmit diversity. There is a published research on transmit diversity
techniques that employ feedback [HEA98] and [LIA95] without addressing convergence and
practical issues related to latency and feedback. The effect of propagation delay on closed-loop
transmit diversity techniques is addressed under simple operating scenarios in [RAGO00] and on
the assumption of neglecting quantization and feedback errors. Simulation study of transmit
diversity concepts in W-CDMA address feedback errors and mobility [PAROO] based on the
assumption of perfect channel estimate. Authorsin [HOTOQ] discuss the mobility and feedback
errors on the filtering operation on the feedback signals. Choi has anayzed the impact of
different errors for a closed-loop transmit diversity system [CHOO02], and the performance from a
closed loop system for a LxM (L, M: number of transmit and receive antenna elements,
respectively) [CHOOZ2]. Implementation of channel estimation process and effect of envelope
cross correlation are not addresses in these papers, thus, it is not clear what will be the
performance improvement for a small wireless termina in indoor environments. Since the
application is for a SWT, adl the techniques are developed for a two-element array at the
transmitter, and in most cases, extension to more elementsis straightforward.

2.2 Problem formulation

Figure 2.1 Transmit diversity block diagram.
Figure 2.1 shows a schematic diagram of a transmit diversity implementation with an antenna

array of 2 elements and a single antenna receiver. The channel vector a (row vector) consists of
individual complex channel gains a;, from the ith element to the receiver. The information
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symbols at the transmitter are scaled by the complex weight vector w (column vector). The
output at the receiver is given by

Yi =aws, +73 =G§ +7],., (21)
where s is the kth transmitted symbol, 7 is the kth noise sample at the receiver, and G is the
gain observed at the receiver. The weight vector is chosen such that the SNR is maximized at the

receiver while maintaining a constant transmit power. Mathematically,

max (w'a aw
(waran)y, (22)
st. ww=1
where, ‘*’ corresponds to the hermitian transpose operation, y, isthe SNR for single antennain

additive white gaussian noise channel and the total transmit power is arbitrarily set to unity.

Recognizing this as an eigenvalue problem, the optimal solution is known as
a
Wop ||a||2 . (2.3)

Here ||.|l» refers to the norm-2 of a vector. Equation shows that the optimal choice of the
weight vector depends upon the channel vector. In a closed-loop transmit diversity system, the
channel can be estimated at the receiver and made available to the transmitter through feedback.
Using weight vector in provides maximal ratio transmission (MRT) solution. There is a
sub-optimal solution in which the phase of the channel vector is estimated to compute the weight
vector that provides co-phasing between the individual channel gains, and this is known as equal
gain transmission (EGT) solution. The proposed techniquesin EGT category are

1. Bisection,

2. Gradient-based or Early-late
and, in MRT category are

1. Least square (LS),

2. Subspace method,

3. Least mean square (LMS).
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2.3 Equal Gain Transmission (EGT) Techniques
The EGT techniques provide a solution for the weight vector as w =%[1 e?" where g is an

estimate of the phase difference between the individual channel gains. The estimation processis
based on employing a phase search technique using feedback from the receiver. The principle of
the EGT techniques is to hold the gain of a weight vector constant at the transmitter and to
conduct a phase search by measuring the symbol power estimate at the receiver. The receiver
then assists the transmitter in updating the phase. The proposed techniques differ from the equal
gain approach presented in [HEA98] in that they form an estimate of [ without the assumption of
perfect channel knowledge. The EGT principle can be described with reference to Figure 2.1
assuming a two-element array. When equal gain weights are used at the transmitter, the gain G
can be expressed as

:iz[|gl|+|gz|ei(A¢-ﬂ)]ej¢1’ (2.4)

2

where, g, =|g,|€" istheith complex channel gain, Ag =@, —¢, and S is the phase difference

G

or phase setting of the weight vector. Thus, the complex gain G is composed of areference and a
rotating vector as shown in Figure 2.2.

A

Figure 2.2. Variation of |G| with S.

The magnitude of G follows a sinusoidal variation with a maximum vaue of |Gl and a
minimum value of |Glnin. The maximum value occurs when S equals the phase difference of the
channel gains or when the phases of the channel gains are perfectly matched (ideal EGT). The

receiver estimates the received power for a given £ and assists the transmitter in moving closer to
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the optimum £. The recelver can identify the optima or sub-optimal £ (as alowed by the

particular search technique) by finding the maximum received power. Clearly, the optimal value
for betais S 0@~ ¢ with acorresponding optimal gain of |G, |D%[|gl|+|gz|]. One way to

estimate this phase difference is to employ a simple phase scanning technique. Considering a
two-element array at the transmitter, the transmitter fixes the gain of the weights for unity norm
(or unity power) and adjusts the phase of one weight while keeping the phase of the other weight
constant. More sophisticated search algorithms can be employed that will provide better

performance than the basic phase scanning. These are discussed in the following subsections.

2.3.1. Bisection Search

The bisection search adjusts the phase of the signals transmitted from the antenna array while
maintaining a constant gain, i.e., [[w|| =1. The transmitter initializes the weight vector w so that
the magnitudes of the individual elements are unity and the phase of one element is a random
value, BL[0,211, with respect to the element considered as the reference element. The weight
vector is further normalized so that |w|[= 1. The transmitter for the first iteration, k=0, transmits
three successive symbols with three different phase values for the weight vector. The phase
values for the three symbols are chosen so that
B. =B

B, =B +2_77k' (25)

p.=B -
Thus, for any iteration k, the transmitter starts with the current value £ and computes the two
other values, which are +2°%7t apart from the current value. The transmitter transmits the three
symbols and the recelver measures the received signal power or estimates the SNR for these
three symbols. The receiver then finds the symbol with the maximum strength and identifies the
index of this symbol. The index is reported back to the transmitter in the feedback channel. After
receiving the index corresponding to the best phase value, the transmitter uses this phase value as
the current phase for the next iteration and computes the other two phase values as described
before. The next three symbols are transmitted with three new phase values. The process
continues until further phase adjustments yield negligible changes in phase values. Simulation

results presented in Chapter 3 indicate that a total of about five iterations (or fifteen symbols)
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usually are sufficient to achieve a steady state output SNR since the new phase setting differs

from the previous one by 77/32.

v

Figure 2.3. Principle of the bisection phase search technique
The bisection search is illustrated in Figure 2.3. The figure represents phase adjustments as the

rotation of vectors on the periphery of a unit circle in the complex plane. The desired phase, i.e.
the optimal value, is denoted as ¢qp. The search starts with k=0 and an initial phase of £ «-o. It

identifies the best choice for the phase value as the one that is more aligned (5., k=0) With the

desired value. In the next iteration with k=1, the search space is narrowed to 2_’iand the best

choice, that closest to the desired value (S x=1), is found again. As the search progresses, the

adaptive process converges very close to the desired phase value.

The convergence of the estimated phase close to the optimal value depends on the quality of the
estimate of the received signal power. If the SNR is high, the received signal power is accurately
estimated and the technique performs satisfactorily. But if the SNR is low, then the power
estimates are less accurate and the technique may get stuck in alocal maxima and converge to a
value different from the optimal one. This problem may be alleviated by averaging over a

number of symbols for each phase adjustment instead of using one symbol.

2.3.2. Gradient Search: Early-Late Technique

The search for an optimal £ can be carried out by a gradient-based search. The approach borrows
from the traditional early-late gate symbol synchronization technique [PRO95]. Here the
transmitter successively transmits two symbols with a phase difference of AS. The receiver

estimates the power for the two consecutive symbols and finds the difference in power, and aso
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the direction of the gradient. Thisinformation is relayed back to the transmitter that then decides
the direction of change for updating £. The adaptive process updates £ into the direction of the
maximum received power. The update rate is governed by the angle step-size AS. The step-size
also governs convergence and residual errors both in phase and gain. For a two-element array,
the beam pattern is quite broad and is not very sensitive to errors in phase; often the settling

value for the gain is close to the gain achieved by ideal EGT.

Ir|?
A

By B BrdB >p
Figure 2.4. Principle of gradient-based phase search technique

Thistechnique isillustrated in Figure 2.4. The transmitter chooses any two-phase settings as 5=

L and B= [+ AL and the corresponding weight vectors as

_ 11 _ 11
Wl—ﬁ{ejﬂl} and w, _$|:ejﬂ2:|' (2.6)

The transmitter then successively transmits symbols with two different weight vectors and the
receiver measures the corresponding received signal power. The gradient is formulated as

2 2
s, _‘r/i(‘fﬂﬂ
_Aﬁ

wherer, ,r, refer to received signal corresponding to 5 and £ respectively, and ASB = Bi-5.

OF (2.7

Thisinformation is relayed back to the transmitter that then updates £ as
lgl,new = 181 + /’lDﬁ1 182,new: @,new-'- A ﬁ

or

lBZ,new = :82 +/'ID/3; ﬁ,new: ﬁz,new-'-A B

(2.8)

Here, AS and u refer to angle step-size and update step-size, respectively. The transmitter then
generates the weight vectors and transmits new symbols with these two weight vectors and the
process is repeated. The agorithm is able to track channel dynamics without periodic
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initialization. For high SNR environments, the received signal power has a well-defined maxima
and [ can be updated toward this maxima by reliably estimating the gradient. The settling values
for S may be oscillatory depending upon the step-size 1 and phase offset AS.

2.4 Maximal Ratio Transmission (MRT) Techniques

According to[(2.3)] MRT techniques require adirect or an indirect estimate of the channel vector.
Lo [LO99] has shown the optimality of such a solution for a multiple-input-multiple-output
(MIMO) system. His results are confined to the case of perfect channel estimation and feedback.
In this paper, we build on this principle and propose techniques that generate channel estimate in
a block or recursive manner. The proposed techniques are based on Least Squares (LS) or
gradient estimate algorithms: Least Squares transmit diversity (LS-TD), Subspace based transmit
diversity (SS-TD), Least Mean Squares (LMS) transmit diversity (LMS-TD) and Hybrid transmit
diversity (H-TD).

2.4.1 Least Square transmit diversity (LS-TD)

The LS technique is adopted and modified to estimate the vector channel using weight
perturbation. Both the cases of supervised and unsupervised channel estimation process are
presented. In the supervised mode, a sequence of training symbols are transmitted by assigning a
different but known weight vector to each of these symbols. Using this information (training
sequence and weight perturbation pattern) along with the received symbols, the vector channel
can be estimated at the receiver. In the unsupervised mode, both the symbol sequence and the

channel gains are estimated in a recursive manner via alternating projections method.

At this point, the trade-off between speed of channel identification and transient performance of
the diversity system is emphasized. For afast identification, the channel needs to be probed, e.g.,
by perturbing the weight vector subject to a power constraint. The larger the amount of
perturbation, the faster the identification process. Perturbed weight vectors may give rise to

fluctuations in the received SNR.

The channel estimation process isillustrated first for a noiseless case. Channel estimation implies

finding a scalarc0C so that c=aw . To do this, w needs to be varied (perturbed) for every
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symbol s to generate y, at the receiver. For the noiseless case, the sequence of N output

symbols could be written in vector notation as

S
[yk""yk+N—l] = a[ Wk"'wk+N—1] (2.9)
S<+N—l
where it is assumed that the channel is stationary within the probing or estimation period. The

estimated channel vector a is then computed by

-1

S
a=[ Vi Yiona) [ Wi Win ] - (2.10)
Scen
Thus, an exact knowledge of the channel can be inferred from the knowledge of {yx}, {s«}, and
{wy}. Inthe presence of noise, the estimate needs to be averaged over several symbols to reduce
the effect of the noise. The estimated channel can be expressed as (from Appendix A2)

a= sYW" (WwH)" (2.12)

where, Y is a diagona matrix of received symbols, s is the training sequence, W=is the matrix

formed from the perturbed weight vectors.

LS Estimation with Training Sequence

In this mode of channel estimation, the receiver formulates an estimate of the channel from
knowledge of the weight vectors, symbol sequence, and the observed output. The use of a
training sequence implies that the transmitter has to halt the information transmission
periodically and to transmit a training sequence to perform the channel estimation.

Blind LS Estimation

In this mode, channel estimation includes a two-step estimation process, whereby the channel is
estimated first, and with this channel-estimate, the symbol is then estimated. The iterative
process is called the alternating projection method. In an aternating fashion, the channel and the
transmitted symbol are estimated. The process continues until some convergence criterion is
satisfied.
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2t =argmin (Z:(yk —aWkSL)Zj

| . | (2.12)
s™ =agmin (Z(yk —a'”wksk)zj

S k=1

A corresponding algorithm for the blind LS technique follows.

Sep 1.

Pick s arbitrarily or assume it to be known. Let i=1.
Sep 2:

Solve for the channel estimation:

Let a'™ =arg mianiY —aWHz.

Then the solution is a'** =s'YW*" (WW" ) ™. (See Appendix A2)
Solve the symbol estimation:
Let s =arg mianY —aiﬂWHi.
However, thisis not an LS problem as the symbols belong to a certain class of values, i.e., they

have a finite alphabet property. BPSK signals represent one particular case where s, [{} 1. The

solution to this problem is the sequence that solves the following problem

min (83,76 (8%, -G)- (s )| where G =aw

520 SN
or

min ‘(%yl—cl)‘z Foeenennnn ‘(S\lyN —Cy )‘2

8.5, Sy
The solution for each s can be found by finding the symbol in each summation term that

mi nimi zes the respective squared difference term.
Sep 3.

Let i =i +1and go to step 2 until convergence.

2.4.2 Subspace TD (SS-TD)
The power iterations method is based on projecting an arbitrary weight vector w, onto the

channel vector a" . The resulting vector v of the projection operation is [GOL93]

VE—0rW,, (2.13)
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Thus, v is aligned with a" and the optimum weight vector W, Can be re-written as

v
W = (2.14)
Iv],

Sincew,,, still requires channel knowledge, which is not known, the optimum weight vector

cannot be computed yet. However, recognizing that the gradient of the cost function

J(w)=w"a"aw, taken with respect to w" and evaluated a w,, is

0,J3(w)|_=0O0 owhaaw| = aaw (2.15)

The optimum weight vector can be expressed in terms of the gradient of the cost function that
can be evaluated numerically as

0J(w,)

=~ °° 2.16
AT} (219

Expressing the weight vector in terms of the real and imaginary weight components

w = 51 = : (2.17)

R, el
Wy wy W,

R Hl
W, W+ jw,

and expanding the gradient of the cost function resultsin

0J 0J
ow’ oW
0J(wE ol (2.18)
0J 0J
ow, ow

M

o

ow,

J J  dJ J . . . —
Each of the terms 0 . o a—. 9 can be estimated using numerical derivative as follows:

w'awS ow  ow

1 M

(W} +a)+ jw W+ jw
J : -J :
aJ W+ jw, W+ jw,

o’ A

1

(2.19)

Apparently the estimate depends on the amount of perturbation A in conjunction with the

additive noise in the system. If the background noise is high relative to A, then the estimate of
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the cost function is not likely to be reliable and A should be chosen with alarger value. Another
observation is that 2M different weight perturbations are needed to estimate the gradient of the
cost function. Each perturbation requires the transmission of multiple symbols. The more
symbols are used, the more reliable the estimate. Hence, the estimation of the gradient requires a
considerably high number of symbols to be transmitted. An advantage of the subspace method is

its unsupervised operation.

2.4.3 LMS-TD
LMS is a stochastic gradient-based algorithm and as such requires an estimate of 0J(w). The

recursive weight update can be expressed as

z, =w, +ulJ(w,). (2.20)
So, the weights are computed with
Zk
Wia =37 1 - (2.22)
|z.l,
The stability and speed for LM S-type algorithms depend on the step-size x. In general, the step-

size is chosen to be small and thus the LMS approach is sow. The advantage with the LMS
method is that it can work blindly, i.e., without the use of a dedicated training sequence.

2.4.4 Hybrid TD

A hybrid method can be devised where the Subspace method is used in the initial iterations, and,
then the LMS technique is used for final convergence. The Subspace method provides a direct
estimate of the optimal weight vector from gradient measurements, and, is thus expected to
provide substantial performance improvement within the first couple of gradient estimates. Then
the system will switch to the LMS technique to gradualy approach the optimal point. This
combines good transient characteristics of the Subspace method and the stable steady state

performance of the LM S to offer a more efficient technique than either of the two.

2.5 Conclusions

Closed-loop transmit diversity techniques have been developed for a flat fading channel with
multiple antenna elements at the transmitter and a single element at the receiver. The weight

vector adjusts the gain in each antenna element at the transmitter array to maximize the receive
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signal strength at the receiver (or SNR). The techniques were developed to provide fast
convergence and simplicity in operation and implementation. The proposed techniques are
classified into two groups. EGT and MRT. The EGT techniques rely on adjusting the phase of
transmitted signals to achieve co-phasing or in other words coherent combining at the receiver.
The feedback information is small and comprises either phase-index or a quantized phase-value.
The MRT techniques generate weight vectors that operate on both the amplitude and phase of the
transmitted signals. The amount of feedback is usualy a complex weight vector the size of
which depends on the number of antenna elements. The convergence time of the subspace and

LMS are expected to be larger than that of the LS technique.
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Chapter 3
Simulation Study of Transmit Diversity in a Flat

Fading Channel

3.1 Introduction
This chapter investigates performance of the proposed transmit diversity techniques presented in
Chapter 2 for a two-element array by simulation studies. The vector propagation channel was
assumed to undergo i.i.d. Rayleigh fading. Furthermore, the vector channel gain was assumed to
be stationary during the probing or channel estimation period. This setting may be justified
from the W-CDMA standard of IMT-2000, where it is assumed the estimation period occurs (for
the power control loop) within one dlot and the channel is stationary for a slot period.
Performance assessment addressed the followings:

1. convergence,

2. diversity gain,

3. capacity (normalized throughput) and

4. practical implementation issues.
The convergence behavior was studied by generating snapshots of convergence or learning
curves and estimating the number of symbols required to achieve performance within 5% or less
of the optimal SNR value. Diversity gain was assessed from outage probability curves (or
cumulative distribution function, CDF) through Monte Carlo simulations. The CDF function at
value x defines the probability that a random number has avalue of x or less. The diversity gains
are usually evaluated at 1% or 10% in the CDF plots. Capacity enhancement from the proposed
techniques was evaluated and compared with single antenna system. Some key proposed
techniques were studied for implementation in W-CDMA standard and the impact of practical
issuesi.e., quantization error, latency and feedback error, on the performance was also evaluated.
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3.2 Convergence: EGT Algorithms

3.2.1 Bisection (BS) Search and Early-Late (EL) Algorithm

For the Bisection method, the total number of symbols dedicated for phase adjustment has been
set at thirty so that the number of iterations is set at ten with three symbols for each iteration.
The estimate of received signal power is done on a per-symbol basis. For the Early-Late method,
the value of the phase difference (Ap) is set at 15° and the update rate (M) is set at 0.3. These two
parameters can be made adaptive to better enhance the performance. The convergence curves

presented in the upper subplot of Figure 3.1 illustrate the variation of the received SNR with
number of symbols for the Bisection method at a fixed SNR (),) of 15 dB. The optimal SNR

for this snapshot is shown as a straight line. The plot reveas that convergence is approached
within 15-20 iterations. The lower subplot of Figure 3.1 shows a snapshot of the variation of the
overall gain for the Early-late method from each phase setting (£, and £,). The stepped nature of
the curves is due to the fact that there are several symbols associated with each SNR
measurement for each setting. The plots show that convergence is attained within 90-100

symbols.
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Figure 3.1. Convergence plots for Bisection method; Early-late method A5 =15° and pu=0.3.
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3.3 Convergence: MRT Techniques

3.3.1LS-TD
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Figure 3.2. Convergence curve for the LS technique.

Figure 3.2 shows convergence plots generated from an ensemble of snapshots using both the
trained and blind mode of LS technique for 15 dB SNR. The optimal performance is shown as a
straight line. Both the modes of LS technique show good convergence behavior with the trained
mode being better than the blind one.  The learning curves show that the LS techniques

converge within 5-10 symbols for the trained mode and 15-20 symbols for the blind mode.

3.3.2 Subspace Method

For the subspace method, it is necessary to compute the gradient of the SNR through weight
perturbation to obtain the optimum weights (Equation 2.28). The perturbation is carried out on
the real and imaginary components of each elemental weight in the weight vector W, and for a
two-element array, the total number of perturbations is four. Thisresultsin atotal of five SNR

estimates. Figure 3.3 shows atypical convergence example for one particular channel realization.
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Figure 3.3. Convergence curve for the Subspace method

Each estimate of SNR for the Subspace method is obtained from averaging over a period of eight
symbols resulting in a step-like variation in the plot. The weight vector for the subspace method
isupdated at the end of every fifth step (considered as asingleiteration). The algorithm achieves
near-optimal performance after one iteration from about 40 symbols. The oscillatory behavior is
due to the fact that the gradient estimate is accurate at locations in the cost function surface
where it has a high value, i.e., far from the optimal point, and, it is degraded when it has a small
value, i.e, in the vicinity of the optimal point. Thus, approaching the optimal value, where the
gradient is relatively flat, the next set of iterations yield a poor estimate of the weight vector.
Advantageously the algorithm achieves close optimal performance after single iteration. Thus,
the algorithm is fast and depends only upon the number of symbols used for the signal strength
observations. Since the algorithm is based on the gradient estimation (signal strength), it does not
require knowledge of the channel nor the transmitted symbols.

3.3.3LMS-TD

In the LM S technique, the gradient of the SNR is estimated and the weight vector is updated with
a finite step-size as shown in Equation 2.33. Here the characteristics of conventional LMS
apply, and thus the step-size determines the rate of convergence as well as the stability of the
algorithm. The advantage of this approach is that if the gradient estimate is erroneous due to

noise, the effect on the overal performance is small as long the majority of the gradient
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estimates point toward the optimum. The SNR performance does not degrade as much as in the
subspace method. Also, this technique does not explicitly require channel knowledge or
knowledge of the symbols. Figure 3.4 illustrates a convergence example for one particular
channel realization.
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Figure 3.4. Convergence curve for the LM S method.

An average of three symbols is used to estimate each derivative term. Here the trade-off is
between arelatively fast convergence with highly variable SNR output and a slower convergence
with more stable SNR output at the receiver. The amount of weight perturbation as well as the
LMS step-size is chosen relatively high for fast convergence. Even then, it needs more than 200
symbols until convergence is reached. This rate may not be acceptable for a practical system
implementation (i.e., the proposed IMT-2000 standard) in conjunction with computation time
and feedback latency.

3.3.4 H-TD

The convergence plot for Hybrid method is shown in Figure 3.5. The figure shows that by using
Subspace method, the performance reaches around the optimal one. Then the technique switches
to LMS for slowly approaching the optimal point. With this approach, the receive SNR does not
encounter either wide fluctuation as in Subspace method or slow gradient ascent as in LMS
method.
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Figure 3.5. Convergence plot for the Hybrid method.

3.4 Diversity Gain

The diversity gain from the two EGT techniques (BS and EL) and three MRT techniques
(Hybrid, supervised and blind LS) was assessed by Monte Carlo ssimulation and was compared
with the optimal as well as a single antenna system. The operating SNR (),) was set at 20 dB.

Stationary channel with i.i.d. Rayleigh distribution was assumed, and, for each technique, the
number of samples was chosen so that the technique attained convergence. Figure 3.6 shows the
outage probability plots from the results generated from simulation. At 1% outage level, al the
proposed techniques provide substantial gain, with the supervised LS (from MRT) and the
Bisection (from EGT) being better than the single antenna case by more than 10 dB and about 10
dB, respectively.
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Figure 3.6. Diversity gain from the proposed transmit diversity techniques

The mean SNR improvement has been computed and is presented in Table 3.1. The EGT
techniques are shown in shaded area. From the table it can be seen that the trained LS provides
the best performance, offering a gain of about 3 dB over the single antenna system. Among the
EGT methods, the Bisection shows good performance and falls behind the trained LS method by
little more than 1 dB. All the proposed methods show performance improvement over a single

antenna system.

Table 3.1 Statistical comparison of performance improvement

Method Mean (dB)
Single Antenna 16.1
Bisection 17.8
Early-late 17.0
Hybrid 181
Trained LS 19.1
Blind LS 18.6
Ideal MRT 19.13
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3.5 Channel Capacity

Channel capacity in the information theoretic sense refers to the spectral efficiency that is
defined as bits/sec/Hz. For high-speed communications system it is desirable that the throughput
be maximized for a given bandwidth. A discussion on the use of multiple antenna elements to
increase channel capacity is provided in the semina paper by Foschini and Gans [FOS98]. This
section uses the analytical expressions of capacity in that paper and presents simulation results to
compare the improvement in channel capacity by using the proposed transmit diversity
techniques. For a Rayleigh fading channel, the expression for capacity for a MIMO system is
given by

C =log, det{lnR +[%}HH*} (3.1)

where ng and ny refer to the number of elements on the receiver and transmitter side, SNR is the
signal-to-noise ratio for each antenna branch in the receiver, H is the channel matrix and * isthe
complex conjugate operation. The matrix H is of size nr X nr and each element h;; refers to the
channel gain from the transmitter antenna element j to the receiver antenna element i. For a

transmit diversity system, this expression reduces to
ny
c :Iog{l{%]ﬂhﬂ (32)
i=1

Note that the total SNR is distributed over the ny transmit antenna elements. This is because of
the practical implementation issue where the total transmit power is distributed equally among
the antenna branches through a RF splitter. This expression holds for optimal combining where
the channel gains are estimated perfectly and used on the transmitter side. However, the transmit
diversity schemes in this dissertation involve using weight vector at the transmitter and thus the
expression needs to be modified to incorporate this factor. The modified expression is proposed

as
C =log, {1{%] w*h} (3.3)
n,

where w and h represent the weight and channel vector respectively. Under the assumption of
perfect channel estimation, this modified expression reduces to expression|(3.2)|

32



The converged weight vectors from different TD techniques are used in to compute
capacity. Figure 3.7 shows the complementary CDF (CCDF) plot of the capacity resulting from
some of the transmit diversity techniques. The single antenna case provides the baseline for

performance comparison.

CCDF level
o

Bisection
o Early late
Single
LS

Blind LS

Capacity in BPS/HZ

Figure 3.7. Capacity plots of the proposed transmit diversity techniques.
It can be noted from the plots that the TD techniques provide capacity enhancement over the
single antenna case when the channel undergoes fading and the capacity for a single element is
low. At 5% outage probability (or 0.95 CCDF level), the capacity values for the proposed
techniques along with the single antenna element are read off the plots and are presented in Table

3.2.
Table 3.2. Capacity values for different techniques at 5% outage probability
Technique Capacity (BPS/Hz)
Single antenna 24

Early-late 37
Blind LS 4.2
Bisection 4.65

Trained LS 4.75
Optimal 4.8

It is clear that when the system operates at high CCDF level such as 0.95, the proposed diversity
schemes provide a capacity enhancement over a single antenna system. The minimum
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enhancement is 1.3 bps/Hz for the early-late system while the maximum is 2.35 for the trained
LS. However, as channel conditions improve, the capacity improves for a single antenna system
and the enhancement diminishes for the TD system. This is due to the fact that the transmit
diversity systems are penalized in terms of total transmit power per antenna branch. Eventualy,
the single antenna system outperforms the diversity schemes for capacity beyond around 6
bps/Hz as shown in Figure 3.8. This sets the guideline for operating smart transmit antenna
system in terms of capacity enhancement. when channel conditions are satisfactory use single
antenna system but when channel conditions degrade, switch to an appropriate transmit diversity

scheme.
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Figure 3.8. Capacity plots of the proposed transmit diversity techniques.

3.6 Implementation Issues

All transmit diversity agorithms developed in the previous chapter have one common
characteristic: they all require feedback. In the theoretical development, it was always assumed
that the channel variation was negligible, instantaneous feedback was possible, and enough
bandwidth was available to feed al the weight elements without quantization back to the
transmitter. Needless to say, such a setting represents a highly idealized environment and hardly
conforms to any practical propagation environment. A practical environment exhibits channel
dynamics that includes fading, finite propagation delays and feedback channel degradation and



occurrence of errors. In addition to these, quantization of weight vector into a finite number of
bits will be required to accommodate the feedback information in physical channels (data and/or
control channels) in any practical wireless system. Thus it is imperative to address these
practical implementation issues and test the proposed transmit diversity algorithms under these

real-life propagation constraints. These issues are summarized in Figure 3.9.

Receiver
12 Algorithm ti zati
> » Quantization
Array : Q
Propagation Feedback ||
Delays Errors i

Figure 3.9. Closed-loop operation and sources of errors.

The agorithm section in Figure 3.9 provides optimal weight vector for any given technique,
which is then quantized into a finite number of bits as permitted by feedback payload. Due to
imperfection in the reverse link, this quantized weight vector can suffer bit errors, and
experiences finite propagation delay before arriving at the transmitter. The forward channel
(from transmitter to the receiver) is modeled with a fading envelope at certain mobility whereas
the feedback channel is characterized with a specific probability of error. Thus, even though an
optimal weight vector may be estimated, but the propagation conditions along with
implementation constraints do not alow the system to operate under optimal conditions. The
impact of the operating constraints on performance are discussed in the foll owing subsections.

3.6.1 Limited Amount of Feedback: Application of Quantization

The amount of feedback may be a limiting factor for transmit diversity schemes because it
depends directly on the number of antenna elements and on the number of bits assigned to each
weight value (real and imaginary components). The simplest form of quantization is the uniform
guantization. However when the PDF of the channel gains is known, more sophisticated
guantization techniques, for example, the optimum non-uniform quantizer can be found by using
the Lloyd-Max-Algorithm. However, quantization is a non-linear operation and aways
introduces errors in the quantized information. The impact of these errors is not easily

predictable, but simulations give insight into how severe the system performance is degraded.
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Table 3.3 summarizes the SNR degradations from non-quantized values (infinite precision)
found from Monte-Carlo simulations with the following simulation parameters:

» 5000 trials with new channel parameters (magnitudes and phases) in each trial,

» blind LS channel estimation operating on BPSK modulated symbols,

* 50 symbol observation window length for channel estimation,

« (y,)=120dB.

Table 3.3. Impact of feedback quantization on system performance

Different
Channeld SNR
Degradation
Quantization Rayleigh Fading | Ricean Fading Rayleigh Fading Ricean Fading
2bits for obits for 3bits for magnitude 3bits for
magnitude : 3bits for phases magnitude
magnitude

3bits for phases 3bits for phases

3bits for phases

Uniform
Quantization .19dB .19dB .152 dB .165dB
Non-Uniform
Quantization .16 dB .17 dB .148 dB .161 dB
Improvement Non-
Uniform vs. Uniform .02dB .015dB .0043 dB .0043 dB

Two main conclusions can be drawn from Table 3.3. First, the performance degradation due to
guantization is small compared to errors introduced by channel estimation. With only afew bits,
e.g., ten to twelve bits, the channel can be reliably reported to the transmitter. Second, the
difference between uniform and non-uniform quantization is marginal. To save computational

complexity, it is sufficient to quantize uniformly.

3.6.2 Channel Dynamics and Latency

Introduction

In the following simulation studies, the framing structure of W-CDMA standard is used as a
representative signal format for the model in Figure 3.9. The overall latency, AL associated with
a closed-loop application, uplink power control mechanism, is given in [ETS00] and it can be
inferred that the maximum AL comes out to be around 1-2 dlots for practical cell radii. AL, in
general, can be expressed as AL = (27, + n+n), where 1, is the propagation delay, n,n are

processing delays at the receiver and transmitter, respectively. Using the slotted transmission of
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W-CDMA as a reference model provides redlistic values of 1-2 dlots for AL. In this study,
latency values of 1 and 5 dlots, representing both practical and pessimistic estimates, are used to
test the proposed algorithms. Two speeds are considered: pedestrian speed at velocity V = 3 mi/h
and low mobile speed at V = 10 mi/h, and fading channels were generated at the dlot rate (1500
Hz) using Rayleigh fading channel simulator with the maximum Doppler corresponding to this
velocity. The time coherence of the channel is assumed to span more than a sot at this low
mobility. This assumption is reasonable as can be seen from Figure 3.10 that shows a particular
snapshot of the fading envelopes along with the dot structure. Two different feedback error rates
pe [0 {0.01, 0.05} were considered. The operating SNR is assumed to be 20 dB.
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Figure 3.10. Fading envel ope snapshot in terms of amplitude vs. slot number.

The techniques that were tested under practical implementation constraints were the Bisection
method from EGT category, and both trained and blind forms of LS from the MRT category. An
iteration of the Bisection technique follows a closed-loop path from the receiver through the
channel to the transmitter array, and thus, convergence characteristics and overall performance
are subject to distortions arising from the practical constraints. On the other hand, the LS
technique works in a block mode, and thus, is subject to distortions only once per probing
process. The feedback information for the Bisection method is an integer value, i[1{1,2,3} that
can be quantized by two bits. For the LS technique, the feedback information is the estimated
weight vector whose magnitude and phase information for each component can be quantized to

finite number of bits. The feedback payload in this investigation accommodates 2 bits for
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magnitude and 3 bits for phase for each component in the weight vector. It is worthwhile to
mention at this point that the W-CDMA standard allocates 1 bit for quantization for mode 1 and
1 bit for magnitude, and 2 bits for phase for mode 2 in the closed-loop category. Based on the
initial findings on quantization study in Section 3.6, it was decided to use uniform quantization
with the above bit alocations. Three independent simulations were carried for these three
techniques and the results, expressed as mean receive SNR in dB, are presented in Tables 3.4-
3.5. The ideal LS techniques in Tables 3.4 refer to the proposed LS techniques excluding the

errors shown in Fig 3.9.

Table 3.4.1. Performance from LS (trained) with practical implementation constraints;, V=3 MPH

V=3MPH Latency, AL | P | Actual LS | Ideal LS| Actual | lded LS| 1-antenna Ided
(blind) (blind) LS (trained) MRT
(trained)
1 0.01 18.27 18.54 18.31 18.58 15.74 18.68
0.05 17.69 18.54 17.77 18.58 15.74 18.68
5 0.01 17.53 17.73 18.28 18.56 15.74 18.68
0.05 17.16 17.75 17.76 18.56 15.74 18.68

Table 3.4.2. Performance from LS (trained) with practical implementation constraints; V=10 MPH

V=10 MPH Pe Actual Ideal LS | Actual | Ideal LS | 1-antenna I deal

Latency, AL LS (blind) LS (trained) MRT
(blind) (trained)

1 0.01 15.76 15.98 16.6 16.85 14.08 17.02

0.05 15.37 16.01 16.06 16.85 14.08 17.02

5 0.01 15.67 15.88 16.45 16.71 14.07 17.01

0.05 15.29 15.89 15.89 16.72 14.07 17.01

For both the versions of LS techniques at mobile speed of 3 mph, it can be seen from Table 3.4.1
that they are relatively insensitive (excluding the effects of small variability) to practical channel
conditions and always provide substantial gains over the single-antenna system. It is observed
that for any particular value of AL, the performance degradation for the actua output from the
ideal output from the LS techniquesis about 0.2-0.3 dB for error rate of 1% and about 0.6-0.8 dB
for 5%. Even then, the performance improvement is about 2 dB and 1.5 dB over the single

antenna case for the trained and the blind LS respectively. For a mobile speed of 10 mph that is
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higher than the pedestrian speed, the results from Table 3.4.2 show the general performance
trends for both the LS techniques as found in Table 3.4.1. At AL =5 and pe.= 5%, thereisagain
of about 1.3 dB and 1.8 dB over the single antenna system for the blind and the trained LS
respectively. The relative insensitivity of the performance of the algorithms with different
mobile speedsis attributed to the block processing nature of these algorithms.

Table 3.5.1. Performance from Bisection with practical implementation constraints; V=3 MPH

V=3 MPH Pe Bisection 1-antenna Ideal MRT
Latency, AL
1 0.01 15.69 13.69 16.68
0.05 15.58 13.69 16.68
5 0.01 15.26 13.69 16.68
0.05 15.19 13.69 16.68

Table 3.5.2. Performance from Bisection with practical implementation constraints; V=10 MPH

V=10 MPH Pe Bisection 1-antenna Ideal MRT
Latency, AL
1 0.01 14.14 121 15.63
0.05 14.07 121 15.63
5 0.01 12.44 12.12 15.64
0.05 12.39 12.12 15.64

The Bisection method is also relatively robust to channel dynamics and latency effects at the
mobile speed of 3 mph as can be seen from Table 3.5.1. The results show small degradation (~
0.1 dB) with error rate for any AL, and degradations of about 0.4 dB with AL for any error rate.
At the high end of latency and error rate, the Bisection method is able to provide a gain of about
1.5dB. Table 3.5.2 shows that for speed of 10 mph, the technique provides a gain of about 2 dB
for AL = 1 irrespective of error rate. The technique is more sensitive to AL than the error rate and
a the extreme settings of these two parameters; the performance is marginally above the single
antenna case. This is to be expected since each iteration of the technique involves closed-loop
feedback and the occurrence of errors will cause the algorithm to diverge to a wrong solution
altogether. In addition to this, higher values of latency will further worsen the performance.

However, the results show that under reasonable operating constraints and in low mobility
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environment, the proposed techniques provide substantial performance improvement over single-

antenna systems.

Note that the latency associated with indoor wireless channels is smaller than the latency
considered in this study [PRA98]. Thus, indoor channels will provide a vantage scenario for the
algorithms under consideration. Indoor channels are dominated by fast fading characteristics, but
very small values of latency coupled with small error rate will provide a vantage scenario for the
algorithms under consideration. For indoor applications, the impact of the transmit diversity
algorithms will be substantial and the resulting performance improvement in fading channels will

weigh in favor the implementation of these algorithms.

3.7 Conclusions

In this Chapter, the techniques proposed in Chapter 2 have been tested for their performance
improvement by ssimulation. Both the convergence and the SNR performance improvement have
been studied. The EGT techniques have been shown to provide substantial improvement over a
single antenna system. The bisection method provided the best performance both in terms of
convergence and SNR among this class of techniques, and it is approximately within a dB of the
best ideal technique (ideal MRT). Among the MRT techniques, the supervised LS-TD technique
provides the best performance and almost achieves the upper bound of an ideal MRT technique.
The convergence behavior of the MRT techniques, other than the LS-TD, fals short when
compared to EGT techniques. The EGT techniques also outperform the MRT techniques
regarding the amount of feedback (the feedback in the EGT caseis often a phase index compared
to afull complex vector for the MRC case). The implementation issues regarding the proposed
techniques have been addressed. The latency associated with LS and BS techniques, has been
studied for a dynamic channel. Relatively coarse quantization (to accommodate feedback

information) has been found to have small impact on the SNR performance of LS technique.
The inherent drawback associated with these techniques is that the signal may undergo

substantial amplitude fluctuations, which may make the recelved signal too low for proper

detection. One way to overcome this problem is to transmit at a higher power during the training

40



period for proper detection and estimation of the optimal weight vector and then reduce the

transmit power during information transmission with the optimal weight vector.
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Chapter 4
Spatio-Temporal Processing: Transmit Diversity in the

Frequency Selective Channel

4.1 Introduction

For a frequency-selective channel, transmit diversity implementations include filters at each
antenna element at the transmitter to counter the temporal distortion introduced by such a
channel. In addition, there may be filters at the receiver. In such a case, joint optimization is

sought for involving al thefilters.

Transmit diversity techniques in a frequency selective channel have been addressed in the
literature. One common technique is to convert a flat fading channel into a frequency selective
channel by introducing delays [WIN94], [WIN98], [BON99], [DES00] or phase rotations in
different antenna elements in the transmitter array [WEE93], [HIR92].  Another class of
temporal processing with an antenna array, commonly known as a Space-Time processing, has
attracted much interest for its use on the transmitter side [ALA98] and [TAR98]. The main
emphasis of these techniques is to devise an efficient coding scheme (tempora processing) and
to assign transmitted symbols to different antenna elements (spatial processing). These
techniques focus on aflat fading channel, but extensions to a frequency selective channel can be
found in [LINOQ]. Temporal processing along with transmit diversity has been addressed in the
form of modulation diversity in which each antenna branch processes the incoming signal with
different modulation filters [WIT93].

Although the papers mentioned above address frequency selective channels or spatio-temporal
processing at the transmitter, they do not address the joint optimization of both transmit and
receive filters for performance enhancement. This chapter addresses this issue directly and
presents theoretical expressions for optimum performance. Some sub-optimum structures are
proposed alongside that are more convenient for implementation. Joint optimization of transmit
and receive filters for a single antenna system has been addressed in [BER67]. It discusses a

joint design of transmit and receive filters that minimizes the MSE between the transmitted and
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estimated symbols given a constant transmit power and without any excess bandwidth. This
approach was followed up and extended to include joint transmit/receive diversity for amultiple-
input/multiple-output (MIMO) system [YAN94a], [YAN94b]. These proposed techniques
provide closed-form expressions that are not quite intuitive and not easy to relate to physica
parameters, e.g., channel response either in time or frequency domain. The analysis undertaken
in this chapter is similar to these techniques in principle but differs significantly in terms of
closed-form solutions. The filter design and joint optimization were done in frequency domain
for a continuous time model. The contributions in this chapter are as follow: 1. Optimal
solutions for both MSE and distortion-free SNR (DSNR) are derived, 2. These expressions relate
channel parameters (e.g. multipath profile) to performance in a straightforward manner, 3. Some
sub-optimal filter structures are proposed that can be more suitable for implementation, and 4.
Since practical implementations (in a handset or base station) would require digital processing,
some discrete time structures were proposed and investigated. For the discrete time structures,
the issue of feedback was addressed.

This chapter begins with optimum and sub-optimum techniques for optimizing DSNR and MSE
in frequency domain. Then filter design in the discrete time domain is presented and severa
sub-optimum structures are derived. Simulation results are provided to study the performance

improvement from the different techniques.

4.2 Problem Formulation and Analysis

s(t)=> 1,6t -nT) ()

e 0:(t) a.(t) LN NS N
e g, (t) G, (t)

S,(1) =Y 1,0,(t-nT,)

Figure 4.1. Transmit diversity system modeled in a continuous time domain

A two antenna transmit diversity system modeled in continuous time domain is shown in Figure
4.1. The information symbols, denoted by I, with duration T, pass through the pulse shaping



filters gi(t) and go(t) to generate the signals (modulated) si(t) and sy(t). Due to the filtering
operation, these signals contain contributions from more than one information symbol I, and
thus they are correlated with numerous input symbols. The transmitted signals pass through
frequency selective channels ci(t) and c,(t) that may be expressed as finite impulse response
filters having the form
c(t) =|c,|e'® +|c,|e?a(t -t,) +... Hc,|€'?I(t —t,) . (4.1)

This, in general, conforms to a typical wireless channel where frequency selectivity arises from
delayed multipath signal propagation. Receiver front-end noise 7(t) is added to the received
signal to generate r(t), which is passed through areceive filter gs(t), acting as an equalizing filter.
All filters are considered to be idedl filters, i.e., infinite length filters. The goal here isto employ
a filter, gs(t), which will optimize performance for given gi(t) and go(t), and then to further
optimize the system by adjusting the transmit filters. This provides a joint solution to the
optimization problem. Maximum performance is achieved if al three filters are jointly

optimized.

The input symbols {1} are assumed to be wide sense stationary with autocorrelation function

R(k) and power spectral density ®(f). The power spectral density of s(t) can be written as

@4 (D) =[G (1] &, (F). 4.2)

where, G (f) is the Fourier Transform of g,(t). The signals s(t) can be restricted so that their

equivalent bandpass representations occupy a certain bandwidth W. This can be achieved by

restricting the pulse shapes gi(t) so that
Gi(f)=0for|f|>VEV. (4.3)

Let R denote the information rate defined as Ts*. The ratio of the bandwidth of the pulse shape
filters to that of the information symbols is expressed by bandwidth expansion factor, Be, defined
as Be = WR=WT,.

The received signal can be expressed as the superposition of two transmitted signals that are

convolved with their respective channels:

r(t) =) B ()+ c,(O0s, (b 7(0). (4.4)



Here 7(t) is modeled as white Gaussian noise power spectral density of N, . The received signal

isfirst passed through a matched filter that is matched to equivalent channel response of

h(t) = c,(t) 0o, (t)+ c, ()T g,(t). (4.5)
The output from the matched filter is sampled at the symbol rate Ts. The resulting discrete-time
signal is passed through a linear shift invariant filter with impulse response by to generate an
estimate of the kth symbol,

IAk =10, +Z lionhn +Vi s (4.6)

nz0
where {qg,} are coefficients resulting from combining al the filters and sampling them
appropriately. The additive term vk represents colored noise resulting from passing 7(t) through

therecaiver filter.

Performance can be enhanced by designing the transmit and receive filters so that the quality of
the estimate of the transmitted symbol is improved. Equation 4.6 shows that the estimate is
comprised of the scaled value of the actual symbol, contributions from other symbols (inter-
symbol interference (1Sl)), and additive colored noise. Performance enhancement can be based

on two criteria, such as peak distortion and mean squared error (M SE) defined as:

D=>q,|- (peak distortion) 4.7)

n#0

MSE:ED|k—I}\2] (MSE) (4.8)

4.2.1 Peak Distortion Solution

The peak distortion can be made zero by employing an appropriate infinite length filter [PRO95].
That results in zero distortion for the symbol estimate and a SNR of

-1

1
2 21,
R= d T, J" df . (4.9)
R S DIH| f+ n
2T, - TS

where H(f)=G,(f)T,(f)+G,(f)T,(f) and d*=E|lf’. The term H( f+n/Ty) refers to the folded
spectrum with respect to the Nyquist band. The distortion-free SNR can be further
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maximized by shaping the transmit filters properly. The optimization process needs to be carried

out under the constraint that the total transmit power remains constant:

1 iT n\’ n\’
= jlz( (f+?) +Gz(f +?j JCD,(f)df =P, (4.10)
Gi
The maximum DSNR is given as
P.T. ®, (f)/d*df
NRy =51 T, j . 2 (4.11)
" max [Cof £ +0 +cof £ 4D
T T

W
a(f) |[f]s5

where &(f):{
0 else

The proof of [(4.11)]is given in Appendix B1. The result for an optimum DSNR shows that the

optimization is carried over the folded spectrum even when the signal spans a bandwidth of

R=Ts'. At each frequency f, the SNR is optimized for the index n where the norm of the channel

vector is maximized. The optimized transmit filters result in having structures that are

discontinuous over the range (-W/2,W/2) and that have a total span of R. Such structures may

render the transmit filters difficult to implement.

One specia case can be considered for this expression: let @,(f)= d?, and the channels have flat

fading characteristics, i.e., Ci(f) = ¢ for dl f,i=1,2. In this case, the expression for SNR becomes

NR,, = FaTs (|C.L| +|c,| ) This expression for optimal SNR is consistent with what one would

expect for a two-element transmit diversity in aflat fading case. In this case, SNRy reduces to
the SNR from ideal MRC that is optimal for aflat fading channel.

To dleviate the problem of implementing optimum transmit filters, one may resort to some sub-
optimum filter structures. The resulting SNR is, in general, less than the optimum SNR. The
two structures that are proposed in the following sections rely on the inversion of frequency
response of the channel vector. Generating filters that have the inverse frequency response of the
propagation channel is a relatively benign problem compared to implementing optimal transmit
filters.
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The first sub-optimal structure, Sub-opt;, incorporates pulse shapes at the transmitter that have an

inverse frequency response of the respective channels. In other words, the filters are chosen such

that G(f)= g

holds. Figure 4.2 shows the proposed structure.

n(t)

1%0%6 | G(f) v
\ G,(f)==2

C,(f)

C,(f)

Figure 4.2. Sub-Optimal Structure | (Sub-opt,): canceling 1Sl in each transmitter individually

The frequency response of G;(f) and Gy(f) is the scaled inverse of the channel frequency
responses C,(f)andC,(f), respectively. The scaling is necessary to satisfy power constraint. The

corresponding expression for SNR is given by

-1 -1

w
PT 2 [o )/ d2df 12 £)/d2df
SINR, oy =25 j + I() . (412
W
2

—% \C(f)\ w \C(f)\

The proof of [(4.12)] can be found in Appendix B2. The second sub-optimal structure, Sub-opt;;,
is designed such that the overall spectral characteristics of the channel appear flat. This means
that the transmit filters are chosen such that H(f) isgiven by H(f)=G,(f)T,(f)+G,(f) T,(f) =a.
The resulting SNR is then given by

4

(4.13)

w
PT [ 12 & (f)/ddf
SN optll — o l— ~ ~

Rab- LYY W_J\é/Cl(f)2+C2(f)2

(Proof isgiven in Appendix B3).
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4.2.2 MSE Solution

The analysis presented in this section follows the same general principle as in the peak distortion

case. An optimum equalizer by is assumed at the receiver, and the resulting optimum MSE, in
this case, is given by [PRO95]

(4.14)

2

o
MSE = TJZWI'J
2% H(f+_|r_]J +0WT.

S

This expression of MSE can be minimized to achieve the optimum or minimum MSE (MM SE)
with proper choice of transmit filters. The problem now can be formulated to optimize the
transmit filters to minimize the M SE subject to the power constraint. It turns out that a closed-
form analytical solution to this problem is not always possible due to the nonlinear nature of the
problem. Rather, an iterative search is proposed along the MSE surface to locate the optimal

solution (see references [Yan94a], [BERG67]). A lower bound on the MM SE can be derived and
is presented as (proof given in Appendix B4)

[ 1/2T '7(#}

MMSE > . (4.15)
[Past+ / df]

é(f):mrgx\/

2
El(f +_r|_1] +

%2( f +TJ

4.2.3 Results
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Figure 4.3.WCDMA Indoor channel A



In this section, the optimal and sub-optimal solutions in [4.11)}{4.13)]are evaluated in WCDMA
type-A indoor channel for a two-element transmitter array. This channel (see Figure 4.3) is
proposed by 3G standards body for modeling indoor propagation for a bandwidth of 5 MHz.
Rayleigh fading is assumed for al the three multipaths and a total of 500 redlizations of the
channel are used for this study. The signal bandwidth is assumed to be 1 MHz resulting in B = 5.
The receiver noise power corresponded to a SNR of 12 dB (signal power of symbols{1y}).

0
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CDF level

—f— Optimal
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—A— ZF-1 Ant
— 1 Ant
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-10 5 0 5 10 15 20 25
SNR (dB)

Figure 4.4. CDF plots of SNR achieved from different structures.
The ensemble of SNRs generated from the simulations are presented in CDF plotsin Figure 4.4.

A single antenna case employing zero-forcing equalization was considered for comparison with
the proposed solutions (termed ZF-1 Ant). The CDF plots show that the optimal structure
outperforms all other structures providing a diversity gain of about 12 dB over the single antenna
without equalization and about 9 dB over the single antenna with ZF equalization at an outage
probability level of 102 Both the sub-optimal solutions provide about the same performance
with adegradation of about 2 dB from the optimal solution at the same outage probability level.

4.3 Discrete Time Sub-Optimal Filter Structures

The optimum filters presented in the previous sections provide maximization of distortion-free
SNR for the peak distortion case. The receiver is equipped with an idedl, infinite length
equalizer for the optimum structures. The resulting transmit filters are described in the

frequency domain, and from an implementation point of view, these filters need to be
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transformed to the time domain and sampled at the symbol rate. Analyses from the previous
sections have shown that the optimum filters are difficult to realize because of their frequency
characteristics, and sub-optimal filters that have inverse frequency response of the channel filters
may prove difficult to realize because of noise enhancement during inversion process.
Furthermore, the wireless channels often turn out to be simple delay-gain or finite-impulse
response (FIR) filters and the inverse of these filters require infinite-impulse response (1IR)
filters, which can have stability problems. When these filters are implemented in the form of
discrete-time filters with finite number of coefficients, performance is already degraded from the
optimal level (even from the sub-optimal level for sub-optimal structures) because of the finite-
length approximation. Thus practical implementation issues indicate the desirability of
designing the filters directly in the discrete time domain. The problem may be equivalently
stated in the sampled signal domain with an appropriate discrete time model. The shortcoming
of this approach is that since the filters are aready in finite-length forms, the resultant
performance may not be optimal. But since the optimal filters lose their optimality when
converted to finite-length discrete time structures, this problem can be overlooked. The
following sections present an equivalent discrete time model of the problem and the necessary

formulations.

4.3.1 Evolution to Discrete Time (DT) Model from Continuous Time (CT) Model

The use of afinite length filter necessitates recasting the problem formulation in the discrete time
domain and deriving the optimal solutions for thefilters. To analyze the optimization problemin
discrete time, it is imperative to understand the inter-relation between the continuous-time and
discrete time models and derive the transition from the former model to the latter. This section
deals with the transition between the two representations.

n(t)

I, —| Modulating filter

() il
s(t)=zk“lkg(t—kT)

Figure 4.5. Continuous time system model

Channel c(t) Matched filter | 34| Equalizer e
v (o) p(t)

Figure 4.5 shows the block diagram of the continuous time representation of a communications

system that operates in a frequency selective channel and employs an equalizer to counter the IS



effect of the channel. The information symbols are assumed to be independent of each other,
i.e., mathematically, E[1,]=0, E[1,1']=4,,.
The modulating filter g(t) provides the pulse shape to the information symbols and is bandlimited

toW,i.e, [a(f)=0 for|f|>%.

Since the filter g(t) is band limited, by Nyquist’s theorem, it can be expressed in terms of
sampled values as

g(t):zk:gksincnw(t—%jwith o :g(%). (4.16)

The sampling period T is assumed to be some integer multiple of the inverse of the filter
bandwidth W as T=m/W. The additive noise n(t) is assumed to be bandpass white gaussian noise
(WGN) and has the following spectral density

o fls%
ch(f): - 2. (4.17)
0 else

The continuous time model description of the communications system illustrated in Figure 4.5
can be shown to have the discrete time representation as shown in Figure 4.6.

e

A 4

Ok > ék dk

Y

I, — Tm

Lm _>|Ak

Figure 4.6. Equivalent discrete time system model
The discrete time model shows that the information symbols need to be upsampled m times
before they are applied to the discrete time pulse shaping filter gx. All the filters including the
multipath channel are assumed to be sampled at this higher rate. Thefilters at the transmitter and
the receiver, gk and dy, form fractionally spaced equalizers (FSE). In this model, the following
equalities hold:

ool

& = c(%} where ¢ - Ic(r)sinc(nw(t- 7))dr
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c(f) |f|<ﬂ
or ¢&(f)= ’ T 2.

0, ese

The proof of the validity of the discrete time model is given in a series of propositions in
Appendix B5.

4.3.2 Fractionally Spaced Equalizers

In developing the discrete time models, it was assumed that the signal was oversampled m times
and the resulting filters had tap settings at a fraction of the symbol duration. This resultsin the
filters having aform of fractionally spaced equalizers. Figure 4.7 shows transmit diversity setup
with fractionally spaced filters.

e
.k 2 g

——{tm bgP{ &7

Figure 4.7. Transmit diversity system modeled in discrete time domain

From Figure 4.7, the bandwidth expansion factor becomes B = WTs = m. The incoming
information symbols are over-sampled m times (by zero padding with m-1 zeros) to generate the
sequence S The over-sampled sequence is then filtered by fractionally spaced filters

9" =g (t=k/W),i =1,2. The transmitted sequence passes through the channel filters that have

sampled impulse response ¢ =¢ (t =k/W),i =1,2. The received signal comprises of individual
transmitted signal and additive receiver noise and is expressed as

L =h 05+ 7 h=E0gt &0 g
The received signal r is passed through the receive filter by and down-sampled by mtimesto get

the signal at the symbol rate. The estimate for the information symbol at the kth instant can be

written as

e = 1o + 2 Loy +V With 6, =3 d 3 Y =D - (4.19)
]

nz0 j

The transmit power constraint can be written as

1 * *
YR, 260 (@) +6%. 67 | =R @19)
n k
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With the development of the discrete time model and the reformulation of the necessary
expressions, the optimization criteria must be specified. Among different options, the minimum

peak distortion and maximum SINR criteria are chosen for this problem.

4.3.3 Peak Distortion
Let the transmit and receive filters as well as the channel filters be duration-limited as follows:
9”=0 |K>M; b =0 |k>N; ¢&"=0 k<0Ok>L.
Thisresultsin afinite length filter for hy :
h =0 k<-M,k>M +L.
From this, one can show that the coefficients for filter {q,} arerestricted in length asg, = 0for n
< (-M-N)/mand n > (M+N+L)/m. Thisimplies that the number of nonzero coefficients of {qy} is

M+L/2

m-1

2(M+N)+L
m

at most{ J+1. If N is chosen such that N > then the number of equalizer

coefficients {b,}, 2N+1, is greater than the number of nonzero parameters for {q,} and the
distortion D can be made zero. Thus with a FSE the distortion can be made zero even when the

receiver equalizer hasfinite length.

To analyze the performance of a structure working on peak distortion, let the following vectors
be defined as

. (4.20)
X, :[h1m+N Rpen h1m—N] .

Here [ ]* means a complex conjugate or Hermitian transpose operation. Then we have ¢, =
x,*b. Now the optimization problem is defined as to maximize the receive SNR d?|gof/EMd*
subject to the constraint that g, = 0 for nz0. Thisimpliesthat b has to be orthogonal to all x,, for
nz0. In addition, b has to be aligned with that part of xo that is orthogonal to all x,, nZ0. In this

case, the maximum DSNR can be expressed as

2 —_
DSNR:ﬁI—x; (I -X(X'X) 1x’*)xo (4.21)

0

(proof in Appendix B6) where the matrix X has as its columns al nonzero vectors x,, n # 0. Now

this DSNR can be optimized with respect to the transmit filters by shaping the pulses g.”,i =1,2



subject to the power constraint. This renders itself as a nonlinear optimization problem where a

closed loop solution is difficult to obtain.

4.3.4 SINR optimization

Optimization of the SINR with respect to the shaping filters is discussed and several sub-optimal
structures are proposed in this section. The analytical formulation of the sub-optimal solutionsis
provided. The proposed structures are investigated by simulation to study the performance

improvement.

The output at the receiver is comprised of a scaled desired symbol and interference arising from
ISI and filtered noise. Maximizing the SINR means maximizing the signal power of the desired

signal|g,|’ relative to the power of al interference signals |q| and the noise power. The

maximization of SINR is subject to the power constraint at the transmitter. The SINR at the
receiver for thistransmit diversity system can be expressed as

) (4.22)

SNR=——— 2
Z|ql| +Z|d|| NO

j#0 i

where Wis the channel bandwidth and N, is the noise power.

The optimization problem can be formulated as

|,
Ky Slaf + Sl N,
Pl (4.23)
. 1 1) |2 )2 _
subject to T—Z gi) + i) =1

The power constraint is normalized to unity in the expression above. The formulation described
above is ajoint optimization problem with respect to the filters g« and dy and solving it provides
the global optimal solution. But this results in a non-linear constrained optimization problem
that is quite difficult to solve analytically. One sub-optimal approach is to decouple the joint
optimization problem can be decoupled into two separate optimization problems involving
transmit and receive filters, respectively. The approach is to treat either the transmit or receive
filter as constant and optimize the SINR over the other. Then the optimized filter(s) is(are) held



at this given solution and the other filter(s) is(are) then optimized. This two-stage optimization
process may need to be iterated until some convergence criteria are satisfied. The corresponding
algorithm is described in the following steps:
1. Fix dx and optimize over g;
2. Fix g @t this optimized value and optimize over dy;

3. Go to step 1 and repeat until convergence is reached.

With this two-stage iterative optimization approach, three different sub-optimal structures have
been proposed and investigated. The structures differ with respect to the length of the filters at

the transmitter and the receiver.

Structure 1. There are filters at the transmitter and the receiver, and the system has the same

representation as shown in Figure 4.7.

Structure 2: Here the shaping filter at the receiver is omitted. The filters that combat S| are al
assumed to be at the transmitter.

Structure 3: Here the shaping filter at the transmitter is reduced to zero-order filters. In other
words, the transmit filters do not have any delay and act as a weight vector. The receiver is
equipped with an equalizer.

The difference in the proposed sub-optimal structures can also be illustrated with respect to the
type of processing carried out at the transmitter and the receiver. In structure 1, space-time
processing is performed at the transmitter while temporal processing is performed at the receiver.
Structure 2 provides space-time processing at the transmitter but no additional processing at the
receiver. In structure 3, the transmitter performs spatial processing while the receiver performs

temporal processing.
The other key difference in these proposed structures is the amount of feedback involved. The

optimization process is carried out solely at the receiver, and the transmit filter coefficients are

then fed back to the transmitter. The amount of feedback will depend upon the length of the
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respective filters and may be prohibitive for a practical system if alarge number of transmit filter
coefficients are involved. Among the proposed structures, structure 1 is expected to provide the
best performance, but it involves finite length filters at the transmitter and thus a certain amount
of feedback. On the other hand, structure 3 involves the smallest transmit filter length and thus
the least amount of feedback. Thus, if the performance degradation of structure 3 compared to
structure 1 is acceptable, then it is more feasible to resort to structure 3 from practical point of

view.

Structure 1

As described in the previous section, the optimal solution for the transmitter filters is found by
holding the receiver filter coefficients at any arbitrary level. With the optimized transmit filters
held at their optimal values, the receiver filter is then optimized. This sequentia update process
may need to be iterated several times before some convergence criterion is satisfied. The
following section provides the analytical expression for the sub-optimal receive and transmit

filter coefficients for this sub-optimal approach.

Assuming dx is fixed and filter g« is of finite length 2L (g, =0 D|kp L), then coefficientsq, can be

expressed as

L L
q]' = Z gi(l) [Zégﬂ—n—idnj + Z gi(Z) (Zéj(ri)—n—idnj ' (424)
i=-L n i=-L n
Defining the vectors g and p; as

)
g=[g%g ¢f-9?]

y (4.25)
pj = Zégﬂ—nﬂdn'nzégﬂ—nidn Zégr?—nﬂdnzégi)—n —Ldn:| )
[4.24)]can be re-written as g, =p''g and the problem formulation in [4.23)/changes to
g"PoPo g
M Xe (4.26)
st. glg=T
where X isamatrix constructed by
x=Ypp" +02W2\di\21- (4.27)

j20 T
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The solution for the optimal transmit filtersis expressed as

_ ~ X'p, 4.28
o =T e

(a complete derivation can be found in Appendix B7). Keeping gx fixed at gon and optimizing
the SINR with respect to dy |eads to an expression for an optimal filter doy. Interchanging g« with
dk in the previous equations describes the optimization process for the receive filter. Note that

due to the power constraint, the matrix X reduces to
XZijij +0AM - (4.29)

170
The solution is similar to the one obtained forg, and isgiven by
dyy =X 7'py- (4.30)
The maximum achievable SINR is then
SNR=p'Xp, . (4.31)
Structure 2
Structure 2 is the same as structure 1 with the filter at the receiver omitted. Thus the

optimization process is limited to the transmitter filters only. The optimized SINR has the
expression shown in No further optimization is carried out at the receiver.

Structure 3

/ B act CS) . d S

S
Nw

2

Gy

Figure 4.8. Block diagram of structure 3.
Figure 4.8 represents the block diagram of structure 3, which is also a modified version of

structure 1 and it is derived by collapsing the transmit filters to zero-order filters. In other words,
the transmit filters reduce to a ssmple weight vector that defines the complex gain for each
diversity branch. This is similar to the arrangement of transmit diversity for a flat-fading
channel. The receiver is equipped with a filter to combat ISI. Thus the joint space-time
processing is separated into spatial processing at the transmitter and temporal processing at the
receiver. Here the optimization process is carried out by first optimizing the receive filter while
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keeping the weight vector constant and then optimizing the weight vector with the optimized
receive filter. This two-stage optimization may need to be iterated several times for the
algorithm to settle to some local optimal point. The two-stage optimization process is first
carried out on the receive filter. Assuming any weight vector wy at the kth instant, the optimum
filter at the receiveis given by

-1
[Zpkpk” +JZI} Po

_ _Lkeo (4.32)

-1
{Zpkpk“ +UZI} Po

kz0

opt

2
With this given optimal receive filter, the optimal weight vector is given as

-1
{quqk“ +JZI} q,

- Li . (4.33)

-1
{quq[' +021} do

k#0

opt

2

The derivations for the optimal solutions are given in Appendix B8. With this optimal weight
vector, the vectors pi in the expression change, thus the optimal d needs to be recomputed.
With the new computed d, the optima weight vector can be recomputed. This alternate

optimization is iterated until some convergence criteriaare satisfied.

4.3.5 Results

The section present performance improvement of the sub-optimal discrete-time structures. Two
metrics are studied: convergence behavior and diversity gain. The vector multipath channel that
has been used in the convergence study is comprised of a 13-tap filter that has an impulse

response and pole-zero description as shown in Figures 4.9 (a) and (b).
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Figure 4.9 (a). Impulse response of the simulated channels.
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Figure 4.9 (b). Pole-Zero description of the simulated channels.
The convergence behavior of the different sub-optimal filters for this particular channel is shown
in Figure 4.10. In this simulation, the length for all the filters is set at twenty and the operating
SNR is chosen as 20 dB. The un-equalized channels from each transmit antenna is shown for
comparison. From the plots, sub-optimum structure 2 provides the highest SINR without any
transient behavior. The other structures require 30 iterations before gradually converging to 19
dB. The plots reveal that optimizing three filters jointly (sub-optimal 1) is not efficient compared
to the other two structures. Structure 2 does not require any iteration but feedback payload can be
high depending on the value of K (the same holds for structure 1). Structure 3 performs within a

couple of 2 dB of structure 2 but requires feedback of only 2 complex numbers. Thus, in
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practical applications, structure 3 may provide an ideal compromise between complexity and
performance improvement.

SNR Performance
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Figure 4.10. Snapshot of SINR convergence from different structures.
The designed filters should mitigate the channels so that the overall channel between the
information symbols and the estimated symbols collapse into a single filter with an
approximately Dirach delta like response.  The performance of different filters is shown in
terms of this overall impulse response in Figure 4.11. The plots in this figure show that al the

structures remove the ISl effectively from the received signal.
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Figure 4.11. Overall impulse response.



The diversity gains of the sub-optimal structures have been evaluated for WCDMA indoor
channel (Figure 4.3) and are plotted in Figure 4.12. The plots yield that structures 2 and 3 are
better than structure 1.
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Figure 4.12. CDF plots of output SINR from different structures.
4.4 Conclusions

In this chapter, transmit diversity techniques for a frequency selective channel have been
proposed and evaluated. The techniques have been based on optimizing DSNR and MSE for a
given frequency selective channel. The analysis regarding the optimal solution was carried out
in frequency domain for the signals with excess bandwidth. The analysis aso shows that the
optimal solution reduces to a MRC solution when the channel becomes frequency non-selective.
Several sub-optimal solutions were also developed that seem more convenient for practica
redlization. Then discrete time analysis resulted in finite length filters that optimize the
performance, and several sub-optimal structures were proposed. The discrete time sub-optimal
filters provide better performance than a single antenna system. Simulation studies point out an
interesting result: while structure 3, a ssimple weight vector at the transmitter supported by an
equalizer at the receiver, performs substantialy better than a single antenna system, is dightly
behind structure 2, which has filters at the transmitter. However, structure 3 requires several

iterations before providing a converged solution.

In al the techniques, it is assumed that the frequency selective vector channel is known at the
receiver. The estimates of the channel coefficients can be made available at the receiver by a
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suitable pilot-assisted channel estimation technique such as the least squares technique. The
amount of feedback and the dynamic nature of the wireless channel may restrict the use of these

techniques to alow mobility channel or afixed point-to-point application.
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Chapter 5
Diversity Measurements at the Handset

5.1 Introduction

The diversity measurements presented here include vector propagation measurement both for
narrowband and wideband signals at the mobile terminal in an indoor channel in order to study
channels and assess diversity performance at the mobile. This will alow us to study the impact
of mutua coupling between the antenna elements on diversity performance. The channel
characteristics may be quite different for a narrowband signal and a wideband signal, and thus
diversity performance may differ for these two different signals. Channel measurements for both
these types of signals are helpful in assessing a particular diversity system for these two different
signals. Section 5.1 presents a study of channel reciprocity at the handset. The concept of
reciprocity is useful in channel measurements as the diversity performance of transmit diversity
system can be inferred from areceive diversity system. Section 5.2 presents a study of the effect
of antenna spacing on the mutual coupling or envelope cross-correlation properties of a closely
gpaced antenna array system. Section 5.3 presents indoor vector channel measurements for a
wideband signal. Section 5.4 presents narrowband transmit diversity measurements in an indoor

channel.

5.2 Reciprocity Measurements at the Handset

5.2.1 Introduction

Radio propagation channels to exhibit reciprocal behavior in that the channel characteristics from
the transmitter to the receiver are the same as from the receiver to the transmitter. Thus the
behavior of the channel is not affected if the role of the transmitter and receiver is interchanged.
This behavior is certainly restricted by the fact that carrier frequency has to be the same in both
uplink and downlink. Exceptions to channel reciprocity may arise from certain propagation
effects, such as diffraction, that tend to be asymmetrical, i.e., the effect is different in different
directions. Channel reciprocity is an advantage for a TDD system that employs an antenna array.
If reciprocity holds for an indoor vector propagation channel, then one can assess (or estimate)
the diversity performance of a transmit diversity system from receive diversity measurements
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that have the same system configurations. This estimation will save time and resources by
avoiding the need to build a separate system to evaluate diversity performance from the transmit

side.

Antenna #2
12 >
Antenna#1 21 Transmit/Receive
— Diversity Antennas

a
Antenna #3

Oy I>

Figure 5.1. Schematic representation of channel reciprocity

A

In Figure 5.1, channel reciprocity dictates that the instantaneous transfer characteristics of the

channel remain unchanged when the role of the receive and transmit antenna elements are

functionally interchanged, i.e., 0ijj=0ji where Qij is the channel gain from antennai to antennaj-
Thus, the diversity performance is expected to be the same for a receive diversity system

(antenna #1 transmits and antenna #2 and #3 receive) and atransmit diversity system.

5.2.2. Measurement System

Antenna #2 Antenna #1

° W [——] C

L

Figure 5.2. Measurement setup for the single antenna experiments
The measurement setup is shown in Figure 5.2. The measurements were taken at the DSP lab of
the Mobile and Portable Radio Research Group (MPRG). The system included a two-element
antenna array system and a single antenna system. Each antenna element is a quarter wavelength
monopole mounted on a ground plane. The inter-element spacing in the antenna array is half-
wavelength. The carrier frequency is set at 2.050 GHz and the desired signal is a sinusoidal tone
at 1 kHz. Antenna#1is moved along atrack covering a distance of 2 min increments of 2.9 mm
(5 motor steps). The distance over which the array moved was sampled at discrete intervals and
the array collected received signals at each of these spatially sampled points. At a certain

position on the track, the array was kept stationary while it collected signals over a period of time



T. At each location, 5,000 samples were collected at a 100 kHz sampling rate. The signals
collected over this interval were averaged to reduce the effect of noise and to provide a better
estimate of the signals received at that point. The array was then moved to the next position and
the collection process was repeated. Proceeding in this manner, a set of received signals was
obtained as a function of discrete sampled spatial points. The signals were stored in complex
form (I and Q) from which the envelope information could be extracted and subsequently, fading
characteristics could be observed. There are two different measurement setups that were used to

perform the experiments.

In the first setup, only two single antenna systems were used as transmitter and receiver and they
were placed on opposite sides of a building column to ensure non-line-of-sight (NLOS)
propagation. The goal of this set of experiments was to verify channel reciprocity for a single
antenna system before moving onto the antenna array system. Antenna 2 was stationary while
antenna 1 was moved along a track. In the first set of experiments, antenna #1 was the

transmitter and antenna #2 was the receiver. This provided the gain a12(t). In the second set of
experiments, antenna #2 was the transmitter and antenna #1 was the receiver to yield a21(t).

Figure 5.3 shows the normalized envel ope measurements of the channel gainsin both directions.
The horizontal axis of the graphs in the figure is converted to the distance traversed on the track.

Thisimplies that a12(t) or a21(t) can be equivalently described as a12(d) or a21(d) whered is
the distance crossed on the track.
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Figure 5.3. Fading envelopes for the single antenna measurements
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The envel ope cross-correlation coefficient defined as follows was studied for the measured data:
- E[(e-u)(e -4)] (5.1)
\/E[(a ~w)(e-m) E[ (o ~4) (e ) |

where g and g are individual envelope measurements and | and ; are the sample means of the

respective envelopes. The cross-correlation coefficient between the two measured envelopes

was 0.99, denoting a very close match.

Antenna#2 g Antenna #1

Antenna#3 © . [

L

Figure 5.4. Measurement setup for the antenna array experiments

After verifying channel reciprocity for a single antenna system, different setups were used to

verify the channel reciprocity for an antenna array system. Figure 5.4 shows the setup in which a
two-element antenna array and a single antenna were used. Single antenna #1 was moved along
the track while the antenna array (#2 and #3) was stationary. In the first experiment, antenna #1
acted as the transmitter and the antenna array was the receiver. This generated receive diversity
channel measurements. In the next experiment, the antenna array transmitted while antenna #1
received. An RF toggle switch allowed transmission from both antenna #2 and #3 at each

location of spatial sampling. Thisis shown in Figure 5.5.

—q Antenna#2

Oscillator

O——Q Antenna #3

PC Controlled
RF Switch

Figure 5.5. Selecting antenna elements for transmission with an RF switch
A dc voltage of 12 volts activated the switch and connected the switch to any one antenna
When the dc voltage was removed, the switch was deactivated and connected to the other
antenna. The toggling command was issued from a central PC that controlled the measurement
system.
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Figure 5.6. Fading envelopes for antenna array measurements

Figure 5.6 shows the measured envelopes from this setup. Propagation channels between
antenna #1 and the antenna array reveal a nearly perfect reciprocal behavior. The toggling of the
RF switch at the antenna array introduces small measurement errors as can be seen from the
graph of as;(t). The envelope cross-correlations between antenna #1 and #2, and between
antenna#1 and #3 are 0.95 and 0.96, respectively. These values corroborate the visual similarity

between the relevant envel opes shown in Figure 5.6.

The channel measurements presented so far reveal reciprocity for a narrowband indoor channel.
The fading envelopes along with the correlation coefficients support this observation. The
fading envelopes can be further processed to study comparison of diversity performances
between a transmit and receive diversity system. The envelopes are combined using a selection
diversity algorithm, and the CDF plots are generated for individual signals and the combined
signals. The CDF plotsfor the receive diversity system are shown in Figure 5.7 and those for the

transmit system are shown in Figure 5.8.
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Figure 5.7. CDF plotsfor receive diversity
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Figure 5.8. CDF plotsfor transmit diversity
Figure 5.7 shows that the diversity gain a the 10% CDF level is about 6 dB for a receive
diversity system. Figure 5.8 revedls that the transmit diversity with the same system is little
more than 6 dB at the same CDF level. The diversity plots also confirm the reciprocal behavior
of the indoor propagation channel at the handset.
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5.3 Study of Envelope Correlation with Antenna Spacing

5.3.1 Introduction

Antenna arrays can be easily accommodated in a base station because space is not a constraint.
Sufficient decorrelation of the received signals is obtained when the inter-element spacing is
about 8-10A, where A is the carrier wavelength. A mobile handset offers little space to
accommodate antenna arrays because of its compact size. The antenna elements need to be
closely spaced at the handset, and at close inter-element spacing, the mutual coupling between
the signals on the elements may make them correlated and hamper diversity performance. The
effect of antenna spacing on the envel ope cross-correlation has been analyzed to follow a Bessel
function variation with an increase of correlation with decreasing spacing [JAK74]. The usud
value of 0.5\ reported in the literature provides small correlation but results in an element
gpacing of about 16 cm at cellular bands and about 8.33 cm at PCS bands. The commonly
accepted rule of spacing (0.5M) is thus seen to prohibit antenna array application at a mobile
terminal at cellular bands and even at PCS bands compared to the form factor of typical user
terminal. But Rodney Vaughan [VAU91] has shown that tighter than conventional spacing is
possible because the correlation does not increase as much as predicted. Measurements reported
in [OGA9%4], [MAN96], and [DIEOQ] also show that the envelope correlation as a function of
antenna spacing follows a smoother curve than predicted from theory. These results are

promising for the feasibility of aclosely spaced antenna array system at the handset.

This section presents measurements to investigate the effect of antenna spacing on envelope
cross-correlation in an indoor environment. The studies here consider this effect in the azimuth
plane only. Two different orientations of handset motion, inline and broadside, were considered.
These two orientations represent the two extreme orientations with respect to transmitter, and the
average orientation is somewhere in between the two. Thus the average performance is expected
to be between the measured performances of these two orientations. The measurements were

carried out for atwo-element array at the handset at an RF carrier frequency of 2.05 GHz.
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5.3.2 Experiment Setup

The experiment was conducted in the DSP lab of the MPRG. The transmitter was positioned
behind a column so there was no direct propagation path or line-of-sight (LOS) to the receiver
(see Figure 5.2). The two-element array was positioned on the track and was connected to the
RF chains by coaxia cables. The data collection principle is the same as described in Section
5.2.2. The averaged signals from the two branches were stored in the host PC.

Direction of travel - Direction of travel I

In-line Broadside
Figure 5.9. Different orientations for correlation measurements
Two different orientations were studied: inline and broadside (see Figure 5.9). With inline
orientation, the array axis paralel to the direction of motion. With broadside orientation, the axis
of the array was perpendicular to the direction of motion, making the array broadside relative to

the transmitter.

For each array orientation, the spacing between the elements was varied, the array was moved
along the track, and data was collected. The inter-element spacing was drawn from the set
{0.5,0.4,0.3,0.2,0.1} of wavelength. Thus measurements corresponding to five different element

spacings and two different orientations yielded atotal of ten measurements.

5.3.3 Results

For each measurement set, signals from the two elements were processed to extract the envelope
information. Figures 5.10 and 5.11 show the envelope characteristics of the received branch

signas (dB vs. sample index) for an inline orientation with d/A= 0.5 and 0.1, respectively.
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Figure 5.10. Fading envelopes for inline measurements with d/A= 0.5

—— Branch1

+——% Branch 2
-10 _

15 ; c ¥ I

NN Y S
| it

.25 \ 3 \ #
-30 \# W‘
! |
-35
-40
-45
0 50 100 150 200 250 300 350 400

Figure 5.11. Fading envelopes for inline measurements with d/A= 0.1
For inline measurements, it is expected that the envelope waveforms would be correlated to
some extent since the elements are inline and one element follows the other. This correlation is
in addition to the mutual coupling that exists between the closely spaced antenna elements. For
d/A= 0.5, the waveforms from the elements exhibit some similarity in the behavior. As expected,
this is more prominent when d/A= 0.1. Even then, the fading characteristics in terms of fade
depths are different, which may be attributed to pattern distortion that results from having the
elements in close proximity and the mutual coupling between them that distorts the resulting

pattern. The resemblance between the waveforms for a particular value of d/A for a specific
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orientation can be quantified in terms of the envelope correlation coefficient, pg.. Figure 5.12

shows the fading envel ope when the array is broadside at d/A=0.1. The figure shows that even at

that close spacing, the fading envelopes on the two elements are different and there is no

pronounced resemblance as in the case of inline orientation.
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Figure 5.12. Fading envelopes for broadside measurements with d/A= 0.1

5.3.4 Diversity calculation

A sdlection diversity scheme is assumed for diversity reception, and the diversity gain was

calculated at the 1% CDF level. Tables 5.1 and 5.2 present the value of o and diversity gain for

in-line and broadside orientation, respectively. Therule of thumb isthat at o. = 0.7, the diversity

gain is greatly diminished. Table 5.1 also confirms a similar notion as can be seen from the

reduction of diversity gain from 10 dB (d/A=0.5) to 2 dB (d/A=0.1).
Table5.1. Inline Orientation

Antenna Spacing d/A Correlation Coefficient, . Diversity Gain @ 1% CDF level, dB
0.5 0.41 ~10
04 0.52 ~6
0.3 0.57 ~4
0.2 0.66 ~3
01 0.64 ~2
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Table 5.2 shows that the correlation between the elements is relatively insensitive to antenna
spacing. The very small value of correlation at 0.2-wavelength spacing is attributed to a
measurement error of unknown nature. From both tables, it can be concluded that the antenna
spacing in an antenna array can be quite close at the handset without sacrificing substantial

performance gain.
Table 5.2. Broadside Orientation

Antenna Spacing d/A Correlation Coefficient, o. Diversity Gain @ 1% CDF level, dB
0.5 0.17 ~6
04 0.18 ~9
0.3 0.14 ~5
0.2 0.006 ~7
0.1 0.16 ~8

The proposed transmit diversity techniques in Chapter 2 have been tested with the measured
vector channels. The results in terms of average receive SNR are shown in Tables 5.3 and 5.4.

The single antenna case is represented by choosing the fading profile from one channel of the

array.
Table5.3. Average receive SNR in inline orientation.
Element p2:(Inling) | LS LS (blind) | Bisection | Single Optimal
spacing, (trained) (dB) (dB) antenna (dB)
d/A (dB) (dB)
0.5 0.41 129 12.9 125 10.7 134
04 0.52 137 13.6 13.2 121 14.0
0.3 0.57 14.3 14.2 13.8 12.7 14.6
0.2 0.66 13.9 13.2 13.6 11.9 14.3
0.1 0.64 12.3 121 11.9 8.7 12.7
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Table 5.4. Average receive SNR in broadside orientation.

Element De LS LS (blind) | Bisection | Single Optimal
spacing, (Broadside) | (trained) (dB) (dB) antenna (dB)
d/A (dB) (dB)

0.5 0.17 115 11.3 10.7 7.8 12.0
04 0.18 10.3 94 9.5 6.5 10.9
0.3 0.14 10.3 10.0 9.7 6.5 10.9
0.2 0.01 10.0 9.7 9.2 55 10.6
0.1 0.16 7.9 6.9 74 4.2 8.7

Table 5.3 provides the computed gains in the inline orientation for different antenna element
spacing. The results show that with increasing separation, the correlation coefficient decreases
but the performance varies within small margins. The performance peaks at a spacing of 0.3 and
tapers off gradually in either direction of increasing/decreasing spacing. From Table 5.4, it is
observed that the correlation values are relatively insensitive to inter-element spacing, and the
performance for al the techniques improve with increasing separation. This improvement is
most prominent going from d/A= 0.1 to 0.2, and small for other changes. The effect of antenna
separation on diversity performance for both the inline and broadside orientations can be
explained in the context of pattern distortions that arise from closely spaced radiating elements.
Radiation pattern measurements in the azimuth plane for two dipoles with d/A[1{0.1,0.3,0.5} are
shown in Figure 5.13 [DIEQ1]. The plots show patterns from both electromagnetic modeling (by
using NEC software) and measurements. Here, the black dots represent antenna locations and the
patterns correspond to the left element (marked as centered black dot). The patterns for the right

element are assumed to be symmetrical, reflected across the center point of the array.
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Figure 5.13. Radiation pattern measurement plots for different inter-element spacing; (a) d/A=0.1, (b) d/A=0.3, and
(c) d/A=0.5 [DIEQ1]. The black dots represent antenna locations.

Both the measured and modeled plots show that the patterns become distorted and assume a
directional shape instead of an omni-directional one. The directivity of the patterns is aligned
with the axis of the array in most cases, and the maximum gain varies for different separations.
The maximum gain for inline orientation occurs at spacing of 0.3 (= 5 dB; along the horizontal
axis) and for other two spacing, the maximum gain is approximately the same (about 2.5 dB). In
the broadside orientation, maximum gain occurs for 0.5 spacing. These observations explain
why the diversity gain is maximized at 0.3 spacing for inline orientation, and 0.5 spacing for
broadside orientation. Also, note that, for broadside orientation, the gain in the broadside
direction increases from 0 dB to 2.5 dB when d/A changes from 0.1 to 0.3, which explains the
prominent increase in diversity performance. These results indicate that the proposed diversity
techniques benefit from sufficient signal decorrelation at a tightly spaced array in indoor

environments, and render themselves feasible for small wireless devices.
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5.4 Wideband Propagation Measurements

5.4.1 Introduction

The channel measurements reported so far in this chapter were conducted for a narrowband
signal in indoor environments. Indoor wireless communication channels provide small delay
spread in the multipath components and thus provide a coherence bandwidth that is usually
larger than the signal bandwidth. Conventional diversity combining schemes can be employed in
such aflat fading channel. But the same environment may be frequency selective for awideband
signal, and common diversity schemes may not be applicable due to the temporal distortion in
signals arising from frequency selectivity of the channel. In contrast, an outdoor-to-indoor
channel usually shows frequency selectivity for a signal bandwidth that otherwise experiences
flat fading in an indoor channel. This section presents direct measurement results of spectral
characteristics of an indoor and outdoor-to-indoor channel near the PCS and ISM bands.

Wideband channel measurements for single channel [LOM98] and multi-channel transmitters
and receivers [EGGO0] provide useful information but they do not address coherence bandwidth
and cross-correlation coefficient for an antenna array in wideband indoor channels. Such
measurements can be performed by channel sounding with wideband signals [ADNOO] or by
frequency sweeping using a network analyzer and inverting the measured spectral information to
get the temporal characteristics [KAR99]. In both methods, accurate and sophisticated equipment
is required to obtain adequate time resolution in the power delay profile (PDP) measurements.
But simpler approaches can be adopted if one is interested in only the fading envelopes and
coherence bandwidth of the channel. Furthermore, for an antenna array, the method provides
envelope cross-correlation information between antenna elements, a parameter that is important
from diversity performance perspective. This section presents one such approach that uses an
antenna array testbed to sweep across a spectrum of 10 MHz bandwidth at 2.05 GHz carrier
frequency and uses the collected data to generate information on coherence bandwidth in both
indoor and outdoor-to-indoor channels. Frequency-dependent envelope cross-correlation
coefficients across the elements are computed for the indoor channel. Furthermore, the results
are useful for small wireless terminals or handsets since the inter-element separation is kept at

half-wavelength, which corresponds to about 7.5 cm at 2.05 GHz carrier frequency.
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5.4.2 Indoor Channel

5.4.2.1 Measurement Setup

The measurement system was set up in the DSP lab of the MPRG as shown in Figure 5.14. The
transmitter consisted of a signal generator connected to a monopole antenna on a ground plane.
The antenna was mounted on alinear track. The receiver system was comprised of two different
linear antenna array systems. One array was a two-element antenna array of monopol e elements
with three-eighths of wavelength spacing (antenna 1 and 2). The other array was a six-element
linear array with half wavelength inter-element spacing (antenna 3 to 8). The two arrays were

placed at different locations to spatially sample the received signal over awider area.

Table Shelf

E Column E :
Linear Track

Six-element
Two-element Array
Array

Table Shelf X

Figure 5.14. Measurement setup for indoor wideband measurements

Shelf

The transmitted signal was a 2.05 GHz signal with the signal of interest being atone at 1 KHz.
The wideband measurement was implemented by varying the RF carrier in steps of 0.5 MHz and
adjusting the local oscillator (LO) signal frequency at the receiver so that the intermediate
frequency (IF) signal was aways at the designated value of 68 MHz. This alowed for changing
the RF carrier over the pass band of the RF front-end bandpass filter without altering the IF
filters. The RF carrier frequency was swept from 2045 MHz to 2055 MHz spanning a total
spectrum of 10 MHz. For each discrete carrier frequency, the transmitter traversed a distance of
2.5 meters along a prescribed path dictated by the position and orientation of the track. For each
complete traversal of the transmitter on the track, signals were collected by all eight receiving
antenna elements and the envelope information was stored on the host PC. This collection of
data was repeated for all the carrier frequencies and resulted in a database of information from

two different antenna arrays for each traversal of the transmitter.
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5.4.2.2 Results

The collected data was processed offline to generate fading envelopes as a function of three
parameters. antenna elements, distance and frequency. Due to the large volume of the database,
it is not possible to display the collected data over the required bandwidth for all eight elements.
Figure 5.15 shows a three-dimensional plot of the fading envelope as a function of distance and
frequency for antenna element 1. Along the distance dimension, the received signal envelope
exhibits the usual fading characteristics that are encountered in an indoor channel. Along the
frequency axisfor a given location of the transmitter (i.e., for a given value on the distance axis),
the envelope is nearly flat showing very little variation in the amplitude. That shows the relative
insensitivity of the channel with respect to the spectrum of the signal. This conclusion also holds
true for other antenna elements except for element 2. The plot for element 2 is shown in Figure
5.16. The plot reveas some frequency selective fading across the total span of the band. This
behavior is unclear at this moment and may be attributed to the components in the RF chain for
this antenna element.
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Figure 5.15. Three-Dimensional plot for element 1.
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Figure 5.16. Three-Dimensional plot for element 2.

The envelope correlation coefficient was studied for the received signals on different antenna
elements. For a specific antenna element, the correlation coefficient was calculated as a function
of the frequency separation. This quantifies spectral coherence or the degree of “flatness’ of the
complete spectrum of the signal and thus indicates the nature and extent of flatness of a flat
fading channel. Figure 5.17 shows such a frequency dependent correlation coefficient for all
eight elements of the two different arrays.
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Figure 5.17. Envelope correlation coefficients as a function of frequency for all the elements
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From the figure, it can be seen that for all the elements except element 2 of the two-element

array, the correlation coefficient decreases only slightly from 1.0 to 0.6. For element two, which

is a dipole antenna, the correlation drops noticeably as separation of frequency increases. This

behavior, which is different from other elements, may be attributed to the RF chain connected to

it because the bandpass RF filter component may have degraded over time. Excluding element

two, the correlation curves indicate that the indoor channel provides aflat fading channel over 10

MHz bandwidth. If the coherence bandwidth is defined as the bandwidth over which the

envelope cross-correlation is 0.6 or greater, then the value of coherence bandwidth can be found

from the plots as presented in Table 5.5 below.

Table 5.5. Coherence bandwidth for different antenna elements

Element number (#)

Coherence Bandwidth (MHz)

1

=10

5

>10

10

>10

>10

>10

| Nl o gaf M W N
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Table 5.5 shows that in most elements, the bandwidth is 10 MHz or greater, and thisis typical of
an indoor channel. Thus conventional diversity combining techniques can be easily applied to
existing narrowband systems (i.e., GSM, PHS, and PACS) as well as the proposed wideband W-
CDMA systems.

Figure 5.18 shows the correlation curve as a function of frequency between element 1 and other
elements. A particular value of correlation coefficient was evaluated at a specific frequency by
taking the cross-correlation between the fading envelopes of two elements. All the plots show a
low value of correlation across the spectrum of 10 MHz and the amount of change is also small.
This shows that the signals on different antenna elements are weakly correlated in the frequency
domain, and coupled with the fact that large coherence bandwidth implies very small delay-
spread, conventional narrowband diversity techniques can be effectively used on a wideband

signal in such an environment.
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Figure 5.18. Cross-correlation between antenna elements as a function of frequency

5.4.3 Outdoor to Indoor Channel

5.4.3.1 Description

This experiment follows the same general principle as in the indoor measurement case. Here due
to difficulty in setup, the receiver is comprised of a single antenna (rather than an array) moving
on the linear track. A signal generator located on the roof of Whittemore Hall transmitted a
signa with a power of approximately 30 dBm from a vertical dipole antenna. The receiver was
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located in the MPRG DSP lab in the new engineering building (NEB), which is next to
Whittemore Hall (see Figure 5.19). For this experiment, one channel of the recelver was

connected to a single vertical monopole antenna that was moved along a 2.8 m linear track.

Whittemore (rooftop) NEB (41" floor)
X I
Transmitter v ¢

Receiver
Figure 5.19. The floor plan of the measurement scenario.

The same RF parameters were used as in the indoor case. A total of 10 MHz bandwidth was
spanned by performing the measurements at 500 kHz intervals from 2.050 to 2.060 GHz. Each
measurement lasted approximately five minutes. The measurement at one frequency was

repeated to determine whether the channel varied with time.

5.4.3.2 Results

The approximate coherence bandwidth was determined by calculating the envelope cross-
correlation of signa envelopes measured at different frequency offsets. For repeated
measurements at a single frequency, the envelope cross-correlation was approximately 0.89,

indicating some variability in the channel from one measurement to the next.

Figure 5.20 shows a 3D plot of fading envelopes as a function of frequency offset and receiver
displacement on the track. Compared to Figure 5.15, which shows the 3D plot for antenna 1 in
indoor case, the spectral variations at a particular location are quite large. A visual inspection of

the figure reveal s the overall frequency selective nature of the channel.

82



: -ﬁ&'*&&

) "\.h f _LI*, J{]'. 1

Jaa }."r.‘%_'i't,;-." ‘.\.* -1
i ; L |

X055 -
1

T ejimccy [BHE| LR Fhar et diapdaca mas| |n

Figure 5.20. 3D plot of signal strength for outdoor-to-indoor channel.

A scatter plot of the cross-correlation valuesis shown in Figure 5.21. As shown in the figure, for
this experiment the coherence bandwidth appears to be between 500 kHz and 1 MHz. The
measurements conducted were sufficient to determine that the coherence bandwidth of this
channel was much less than the 5 MHz bandwidth planned for W-CDMA of 3G wireless
systems. The measured coherence bandwidth exceeds the bandwidth of systems such as GSM,
PHS, and PACS. This indicates that narrowband measurements could be used to estimate the
diversity or adaptive combining performance of such systems in this channel. Otherwise, some
temporal processing (equalization) is needed to remove the spectral distortion arising out of
small coherence bandwidth.
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Figure 5.21. Frequency dependent envel ope cross-correlation coefficients for outdoor-to-indoor channel.
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5.5 Transmit Diversity Measurements for an Indoor environment

5.5.1 Introduction

Measurements have been carried out for a two-element antenna array at the handset and reported
here. This section presents narrowband transmit diversity measurements conducted in an indoor
environment at a RF carrier of 2.05 GHz. A description of the measurement setup and data
collection methodology is presented, followed by post-processing of the data. A discussion of
the effect of different diversity schemes implemented on these measured channel envelopes is
also presented.

5.5.2 Experimental Setup

The experimenta setup was designed to carry out transmit diversity measurements in an indoor
environment. A two-element antenna array comprised of monopoles was used at the transmitter.
The inter-element spacing was 3/8 RF wavelength where the RF carrier was set at 2.05 GHz with
1 KHz offset. The transmitter was set a one side of the MPRG DSP Lab and receiver on the
other as shown in Figure 5.22.
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Figure 5.22. Measurement environment.
The antenna array at the transmitter was mounted on a platform on a linear track. The track
system helped to realize a controlled experiment where the array traversed a predefined distance
for all the test runs. The receiver was setup in such a way that an NLOS fading channel was
realized between the transmitter and the receiver. The measurements were taken by starting the
platform containing the antenna array from a starting point on the track and collecting data for a
certain duration of time. Datawas collected by connecting transmitter output port to one element
in the array while keeping the other open and moving the array across the track. Severa
measurements were taken with the same setup to examine the repeatability of the waveforms.

Then the transmitter connection was switched to the other element, keeping the former open, and



the measurements were repeated. The receiver stored only the magnitude information or the
envelope of the complex channel. In essence, the measurements represented indoor vector

channel measurements where the receiver was stationary and the transmitter was in motion.

5.5.3 Measurement Parameters

The RF carrier has been set to 2.05 GHz with 1 KHz offset. The receiver collected data at a 100
KHz sampling rate, and the collected samples were decimated by a factor of twenty. Since the
measurement setup was limited in storage capacity and to take data over a larger period of time,
decimation was performed. This resulted in collecting 30,000 samples within the duration of six
seconds. The array moved over the track at 11.5cm/sec and the time required to traverse one
wavelength was 1.272 sec. Hence 6000 samples are collected per wavelength, which is
sufficiently high since only twenty to thirty samples per wavelength is enough for proper

measurement.

5.5.4 Data Collection

As described in Section 5.3.2, two orientations were studied: inline and broadside. The leading
element is termed as element 2 while the lagging one is termed element 1 (see Figure 5.23). In
either case, only one element of the array was excited at a particular run.

Rev

Antenna T

Antenna

L LL

—

Direction of Motion of
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Rev 1
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j_ g

Setup (2)

Setup (1)

Figure 5.23. Different antenna array setups.
For a particular setup (inline or broadside), two different types of measurements were done: i)

one antenna el ement was excited while the other element was kept open, ii) one antenna element
was connected while the other element was removed from the array (only one element being
present). Six measurements were taken in each category resulting in a total of twenty-four
measurements for a particular setup. The purpose of the six measurements was to remove any

undesirable variability that may corrupt or distort a certain measurement. Three measurements
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were selected out of these six by studying the envelope cross-correlation coefficient (pe) between
the recorded waveforms. The selected waveforms had pe value 0.9 or higher as shown in Table
5.6.

Table 5.6. Cross-correlation coefficients of the measured waveforms

Setup Active Element Other Element P12 P13 P23
1 1 Present 0.95 0.97 0.96

1 Absent 0.98 0.95 0.97

2 Present 0.99 0.99 0.99

2 Absent 0.995 0.99 0.99

2 1 Present 0.97 0.91 0.90

1 Absent 0.98 0.98 0.98

2 Present 0.94 0.98 0.97

2 Absent 0.96 0.97 0.99

5.5.5 Results

Inline M easurements

Figures 5.24(a) and 5.24(b) present the average fading envelopes for element 1 and element 2 for
an inline motion of the array. Figure 5.24(a) shows the fading channel from element 1 with or
without the presence of the second element, and Figure 5.24(b) shows the same from element 2.
From the figures, it can be seen that the presence of an open-circuited antenna element acts as a
parasitic load on the active element and causes the average level to deviate from the single
element case. This may be caused by pattern distortion from the presence of the open-ended
second element. The effect of the distortion is different for the two antennas excited separately.

When element 1 is active, the effect of element 2 is to reduce the average level.

The receiver is amost in the direction of motion, and element 2, being the leading element, acts
as a load to reduce the received power level. On the other hand, when element 2 is active, the
presence of element 1 reinforces the average received power level. This has a significant impact
on selection transmit diversity operation: when the antenna element providing the best received
signal power is selected, the element facing the receiver in an inline orientation will almost be
selected (neglecting the body effects).
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Figure 5.24. Average fading envelope for inline motion.
Figure 5.25 shows the average fading envelope vector when both elements are present. The
difference in the average level of the two channel measurements is attributed to the pattern
distortion effect of the inactive element as discussed before.
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Figure 5.25. Fading envelope measurement for inline orientation.
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Broadside M easurements

This section presents the average fading channel envelope for broadside orientation. Figures
5.26 (a) and (b) represent the fading envelopes for channel 1 and channel 2 respectively. The
figures reveal that the presence of aparasitic or an inactive element in a broadside orientation has
aless prominent effect than in an inline orientation. Element 1 shows more or less the same kind
of behavior, but element 2, which was nearer to the wall reveals somewhat different fading
characteristics. The average level, in both the cases, is insignificantly affected by the inactive
element.

Signal Envelope in db (Ch. 1 & broadside )

—— Parasitic Element Absent
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. .
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(a) Element 1

Measured Signal Envelope in db (Ch. 2 & broadside)

—— Parasitic Element Absent
—e— Parasitic Element Present

-40 1 1 1
0 1 2 3 4 5 6

Time (sec.)

(b) Element 2
Figure 5.26. Average fading envelope for broadside motion.

Figure 5.27 presents the average vector channel measurements when both the elements are
present. The difference in the average level of the received signals is much smaller than in the

inline case.
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Figure 5.27. Vector channel measurement for broadside orientation.
The received envelope in both inline and broadside measurement can be explained with
reference to the pattern measurement [DIEO1] of an individual element as shown in Figure 5.28
(repeated here from Figure 5.13c).

Ant. patterns in dBi,0 d=0.5 wavelength

Measured
Modeled

Figure 5.28 Individual pattern measurement [DIEQ1].
Figure 5.28 is the radiation of a dipole antenna element, and it is assumed that the same general
pattern would hold for a monopole on the ground plane. The plot indicates the pattern distortion
on an element resulting from the presence of another element at a distance of 0.5A. The pattern
would be otherwise isotropic if there were no closely spaced antenna element. The resulting
pattern distortion in turn would affect propagation characteristics and consequently diversity

performance of an antenna array. The effect of pattern distortion on the diversity performance of
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the two-element array placed in an inline orientation can be described with reference to Figure
5.29.

Figure 5.29 Signal propagation from each element with pattern distortion for inline orientation

Figure 5.29 shows the antenna array in an inline orientation with a rough sketch of radiation
patterns around the individual elements. The figure also shows the placement of the receiver
behind the column that is blocking LOS propagation. The signal is propagated by reflecting off
the local scatterers. Signal propagation with respect to the radiation pattern of the elements show
that element 2 has a larger gain in the direction of the receiver than element 1. Thus
measurement of signal strength will reveal that element 2 provides asignal level that has a higher
mean level than that does element 1. This is verified by the recorded waveforms as shown in
Figures 5.24 and 5.25.

Figure 5.30 Signal propagation from each element with pattern distortion for broadside orientation
Figure 5.30 shows the antenna array in broadside orientation with the resultant radiation pattern

from the individual elements. From the figure, it can be seen that now both elements have close
gains from the radiation patterns and mainly the local scatterersin the environment dominate the

channel gains in individual paths. Thus it is expected that the difference in received signal
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strength for each element will not be as diverse as in the inline case. This is aso verified in
Figures 5.26 and 5.27.

Table 5.7 summarizes the vector channel measurements in terms of the cross-correlation
coefficient and average received signal power. For an inline orientation, the value of o. between
the two elements is around 0.28, which is much smaller than the value predicted by classical
theory. The difference in mean received signal strength is about 10 dB. The value of o for

broadside motion is about 0.5 and the difference in received signal strength islessthan 4 dB.

Table5.7. Summary of measurements

Setup Envelope Cross-Correlation | Mean Power, Element 1 (dB) | Mean Power, Element 2 (dB)
Inline 0.28 -16.16 -5.99
Broadside 0.49 -9.78 -13.48

5.5.6 Diversity Gain
The measured fading envelopes can be processed for diversity implementation. Figure 5.31

shows the schematic setup that is intended for atransmit diversity operation.

Figure 5.31. Transmit diversity implementation.

In the setup above, the received signal ey can be expressed in terms of input signal g as

& =(wg, +W,g,)8 (5:2)
where, g; and g, represent individual complex channel gains (from element 1 and 2) and w; and
W, constitute the weight or scaling vector at the transmitter. Channel measurements as described
in the previous sections could substitute for the channel gains (g; and gy), and it is assumed that
these measurements are available at the transmitter. It is also assumed that the signal at the

transmitter is unity power signal, i.e., |e[*= 1.
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In this section, the diversity gain that can be obtained from transmit diversity operation will be
assessed with the measurements of the waveforms. This computation of diversity gain
incorporates the underlying assumption of perfect channel knowledge and instantaneous
feedback from the receiver. Thisindicates the ideal transmit diversity gain that is possible for a
narrowband system.  Three diversity schemes are studied here: selection, equal gain and
maximal ratio. The necessary formulations for the three schemes are presented below.

1) Selection: The received power in thiscaseis
e =lalf or g, (5.3
2) Equal gain combining: The weight vector w =[w; Ws] is so chosen that the transmitted signals

are co-phased at the receiver and w is normalized to unity. The received power can be expressed

as
1
|e0|2 =E|:|gl|+|92|:|2 (54)

3) Maximal Ratio: In this case the weight vector is chosen as the complex conjugate of the
channel gain. The received signal power then becomes

& =10l +lg.| (55)
Using the above expressions for diversity operation, the received waveforms have been
generated for different diversity schemes at the transmitter. The diversity gain achieved from

different schemes is assessed in terms of CDF of the received power level. The CDF plots for
inline and broadside orientation are shown in Figures 5.32 and 5.33.
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Figure 5.32. CDF plot for inline orientation.
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Figure 5.33. CDF plot for broadside orientation.
For inline orientation, the combined received signal is amost always the stronger signal (element

2) for the selection diversity scheme because of the difference in the mean level of the channel
envelopes. The diversity gain mainly stems from the stronger channel envelope. For broadside
orientation, the difference between the mean received powers from the two elements is reduced
and the diversity gain is higher than the inline orientation. The diversity gain with the maximal
ratio scheme for the measured waveforms is computed with respect to both channels at a CDF
level of 10% is presented in Table 5.8.

Table 5.8. Diversity Gains for different orientations

Orientation | Diversity gain from element 1(dB) | Diversity gain from element 2 (dB)
Inline 18 1
Broadside 7.8 3.3

The results in Table 5.8 show the effect of unbalance in mean signal power between different
antenna elements on the achievable diversity gain from the measurement system. In inline
orientation, this unbalance is about 10 dB (see Table 5.5), and thus a single antenna system based
on the stronger element (element 2 in this case) is as good as the diversity system. In broadside
orientation, the unbalance is much smaller (about 4 dB) and the diversity output is better than the
best single antenna system (element 2 in this case) by alarger margin than for inline orientation.
The power unbalance is mainly caused by array orientation, individual antenna pattern, and
pattern distortion resulting from the effect of mutual coupling. Note that the diversity
measurements are limited to the azimuth plane only and are based on perfect and instantaneous
feedback from the receiver.
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5.6 Conclusions

This chapter presented diversity measurements for a mobile terminal in an indoor environment.
The measurements were carried out to address three basic propagation related issues: i) channel
reciprocity at the mobile terminal, ii) effect of antenna spacing on signal correlation, and iii)
wideband diversity measurements. Channel reciprocity was verified for a single antenna system
and subsequently, for an antenna array system. Fading envelopes were generated and recorded
by moving a single antenna system on a linear track. The diversity performances based on the
measurements show that both receive and transmit diversity systems exhibit similar behavior.
Thus, an existing receive diversity system can be employed to infer the performance of a similar
transmit diversity system without building new systems and designing new experiments.

The effect of inter-element spacing on the mutual coupling behavior was measured for a mobile
termina. The inter-element spacing was varied and fading envelopes were recorded for two
different orientations of the handset. Measurements show that at 0.1\ spacing, the correlation is
0.64 for inline orientation and for broadside orientation, this value is 0.16 at the same spacing.
For inline orientation, the value of correlation increased from 0.41 to 0.64 and diversity gain
(selection) decreased from 10 to 2 as spacing was decreased from 0.5\ to 0.1A. For the
broadside case, both correlation and diversity gain were relatively insensitive to variation in
gpacing. The impact of element spacing on the average receive SNR from some of the proposed
transmit diversity techniques was studied. Low values of correlation coefficients indicate that the
elements can be tightly spaced at the handset without significantly degrading diversity
performance. This would alow implementation of diversity operation efficiently at the SWT
without widely spaced arrays.

The wideband measurement was performed by adjusting the RF carrier frequency to span atota
bandwidth of 10 MHz while keeping the IF signal frequency at a fixed value. Two different
environments, indoor and outdoor-to-indoor, were investigated. For the indoor channel, a mobile
transmitter was employed and the received signal was collected with two different antenna array
subsystems. For the outdoor channel, the transmitter location was fixed and data was collected
by a single antenna receiver moving on the track. During the course of the measurements, only

the envelope information of the received signals was stored. The signals collected over all the
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different elements reveal the relative flat fading nature of the indoor channel. The coherence
bandwidth was found to be about 10 MHz. Such a large coherence bandwidth for an indoor
channel suggests that conventional diversity combining schemes may still be useful as such a
channel minimally affects the temporal features of the signals. Outdoor-to-indoor measurements
showed that the channel possesses some frequency selective characteristics. Coherence
bandwidth was between 0.5MHz and 1 MHz for this channel. It can be concluded that
conventional diversity schemes still apply for existing narrowband systems but may not apply for
the proposed W-CDMA system.

A direct measurement of narrowband transmit diversity at the mobile terminal. Fading
envelopes have been measured for two different orientations of the transmitter array. The
presence of an adjacent element in the array is found to produce a difference in mean received
power level and is mainly attributed to the pattern distortion effect. The inline orientation of the
transmitter array is sensitive to this distortion effect. This in turn affects the diversity

performance. The broadside orientation has been found to be relatively insensitive to this effect.
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Chapter 6
Hardware Demonstration of Transmit Diversity

6.1 Introduction

This chapter presents hardware implementations of both narrowband and wideband diversity
systems. These implementations provide direct and practical assessments of performance of a
given diversity system. Diversity performance can be predicted from simulations or can be
estimated indirectly from vector channel measurements, but a hardware implementation provides
the actual performance that is achieved by a system in a given environment. This chapter
presents the implementation of a narrowband transmit diversity system first, followed by the

same for a wideband system.

6.2 Narrowband Transmit Diversity Implementation

6.2.1 Introduction

A narrowband transmit diversity system has been implemented and demonstrated for an indoor
channel. The demonstration was developed and tested in the MPRG DSP lab. Later on, the
implementation was demonstrated at the 1999 MPRG/Virginia Tech Symposium on Wireless
Personal Communications. The performance demonstration involved transmitting an audio
signal (playback from an audio tape) through the transmit diversity system and observing the

quality at the output of a single antennareceiver.

6.2.2 Measurement Setup

A two-element antenna array was used as the transmitter array and a single el ement system as the
receiving system (see Figure 6.1). The diversity system operated on a simple switching
algorithm where only one antenna was transmitting at any given instant. The receiver measured
the signal power from the elements and provided the antenna sel ection message through a wired
feedback channel.
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Figure 6.1. Demonstration setup for narrowband transmit diversity.

The transmitter section consisted of an audio source, an FM modulator, and a RF switch. The
audio signal was modulated in FM, and the modulated RF carrier of 2.05 GHz was provided to
the RF switch. The RF switch connected the modulated signal to either of the antenna elements

depending upon the feedback signal from the receiver.

The receiver system consisted of an RF front end and a digital downconverter (DDC). The DDC
had an on-board FM demodulator that was used to demodul ate the received signal. The received
signal was collected in blocks of N symbols by a DSP (TI TMS320C541) and was transferred to
the host PC. A switching agorithm, implemented on Matlab platform, processed the data. The
algorithm measured the signal power of a block of N received signal samples and computed the
average as Eag. The average was compared to a preset threshold Eth and a switching command
was issued accordingly. The threshold was estimated by observing the average signal strength

below which the audio quality was considered unacceptable. The algorithm is explained as

follows.

Switch to any arbitrary antenna element.
If (Eavg < Eth) then
switch to the next element
else
continue with the current active element.
End.
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The feedback system was implemented by running a cable from the parallel port of the host PC
to an RF switch. The feedback signal was two different voltage levels that corresponded to the
switching voltages of the RF switch.

6.2.3 Discussions

In this set up, the audio quality of the received signal provided a qualitative assessment of the
diversity system. The locations of the transmitter and the receiver were varied and both direct
LOS and NLOS propagation were studied. For a slowly varying channel (moving the receiver
antenna at a slow walking pace), the diversity system almost always provided better performance
than a single element system. This was also verified by looking at the received signal strengths
that were higher due to diversity operation. But as the relative motion between the transmitter
and the receiver was increased, the diversity performance decreased because the receiver, in
collecting the data and running the algorithm, was not able to keep up with the dynamic nature of
the channel. The time coherence of the channel was not long enough to permit reliable diversity
operation at high relative motion.

The RF switching at the transmitter introduces phase discontinuity of the modulated audio signal,
and this is translated in the receiver output signal as a clicking sound. This switching effect
needs to be minimized as it causes a major source of disturbance in an audio application. The
threshold level and the block size of data along with the mobile speed determine the switching
frequency. These parameters need to be dynamically optimized to reduce the amount of

switching and provide a performance improvement.

6.3 Wideband Transmit Diversity Implementation

6.3.1 Introduction

This section presents a hardware demonstration of transmit diversity at the mobile terminal in an
indoor channel. The bandwidth of signal transmission was 5 MHz, which is similar to the one
proposed for W-CDMA. A closed-loop transmit diversity technique based on simple phase

scanning between the antenna elements was implemented.
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6.3.2 Overview of Phase Scanning Technique
)

0710, G; -+ Ol
s, o N> Y
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T— Feedback

Figure 6.2. Block diagram of atransmitter diversity system

The phase scanning technique can be described with reference to Figure 6.2. A flat fading
channel is assumed. The received signal can be expressed as

Yo =W |g,[e* +w,|g,|e*]s, +7,, (6.1)
where, the symbols have the usual conventions (presented earlier in Chapter 2). When equal gain
weights are used at the transmitter, an overall gain G can be expressed as

G= [| 91| +|92| ei(e—w)]eiel , (6.2)

where, 6 = 6, - 6; and A@ is the phase difference or phase setting of the weight vector. The gain,
G, is seen to be maximized when the phase setting at the transmitter is equal to the phase
difference of the channel gain vector. One way to estimate this phase difference is to employ a
simple phase scanning technique. Considering a two-element array at the transmitter, the
transmitter fixes the gain of the weights and adjusts the phase of one weight while keeping the
phase of the other weight constant. The phase adjustment occurs in discrete steps of Ad, where
A¢ denotes the step-size of a uniform phase quantization between 0 and 21t This results in a

guantized search in the phase space where the granularity is defined by the step size.

The receiver measures the power level for each discrete phase setting and identifies the setting
with the maximum power and its associated index. Thisindex isthen fed back to the transmitter.
The transmitter then selects this phase index and keeps it for data transmission before resuming a
fresh search. This periodic search helps to track channel variation. Reliable power or SNR
estimate is important for this technique. The presence of noise and interference may degrade
power estimate and thus may degrade the performance of the diversity scheme.
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6.3.3 Measurement Setup

The setup for the hardware demonstration is shown in Figure 6.3. The figure shows different

components associated with the setup: the transmitter, antenna array, receiver, and feedback

12 bits
I
Q MRC 1
5 MHz BW at Digitizing

system.

12 bits 2.05 GHz Oscilloscope
Altera Board .
12 bits
! MRC 2
Q
12 bits
Computer -
/ [Parallel Port
Feedback Loop

Figure 6.3. Setup for hardware demonstration
Transmitter setup

The transmitter setup includes a data generation module and an RF front-end to support array
operation. The data generation module is based on an complex programmable logic device
(CPLD) board based on Altera 10K. Miniature Radio Codecs (MRC) from Rockwell-Collins
were used as the RF front-ends. The Altera board interfaces to the digital to analog converters
on the MRC modules. It provides a 12-bit | and Q word to each MRC radio. The MRCs take
these digital words and convert them to a corresponding RF signal with BPSK modulation
centered at a 2.05 GHz with a bandwidth of 5 MHz.

The transmitter sends an initial set of training symbols each with different antenna weights as
depicted in Figure 6.4. For the first eight symbols, the weight on antenna 1 is held constant (at
W11) while the phase on the second element is varied in increments of 45° (e.g. Wo1,Wao, ...Wag)
while maintaining the same amplitude as antenna 1. The set of | and Q levels that are used for
each antenna element is shown in Figure 6.4. Table 6.1 lists the values of both antenna weights

that are used when transmitting the training symbols.
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Individually

Figure 6.4. Constellation diagram of the weights applied to the individual antenna elements
aswell asthetraining symbol protocol used with the transmit diversity testbed.
Table 6.1. Antenna weights that were used for each of the training symbols

Symbol Weight on | Weight on
Antenna 1 Antenna 2

S Wy Wy

S Wiy W,

S Wis Was

S Wy Wa4

S Wy Wos

S Wi Wos

S Wiy Wo7

S Wis Wog

W, Wi Wao

W, Wio W,

The 9™ symbol corresponds to the event with just the first antenna transmitting (Wa= Wa, Wo=
W=0) and the 10" symbol is transmitted with just the second antenna on (wi= W= 0, Wo=
W,). The 9" and 10" symbol are transmitted to compare the performance of a single element
antenna to the two-element transmit array configuration. In order to make a fair comparison
between a single antenna system and one that uses a two-element phase scanning system both
systems are calibrated to transmit with equal power. Thisresultsin

1
|W11| :|VV21| =R :|VV28| :ﬁ' |VV1| :|VV2| =1
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Receiver Setup

The Vector ImPulsE Response (VIPER) measurement system was used as the receiver. The
system consisted of an oscilloscope and a PC.  The multi-channel receiver consists of multiple
RF/IF front ends driving a multi-channel analog-to-digital converter (ADC). A four-channel
high-bandwidth oscilloscope serves as the high-speed ADC and memory storage device. The PC
controls the system as well as stores the received signal data. The VIPER receiver is capable of

receiving signals up to 400 MHz in bandwidth and processing these signalsin software.

For the transmit diversity experiment, only a single channel of the VIPER receiver was used.
Data was collected over al training symbols and the PC was used to evaluate the transmit
antenna weight combination that produced the highest received signa-to-noise ratio at the
receiver. The receiver displays instantaneous received signal power and generates plots of the
cumulative distribution function (CDF) values. The plots display the instantaneous performance
of the diversity system compared to a single-antenna system. As stated earlier, the single-
antenna system transmits with twice the power as the individual elements of the two-antenna
transmit diversity system to obtain fair comparisons.

Feedback System
The feedback system is comprised of a parallel port cable connection from the PC to the Altera
board. The weight combination that produces that highest received SNR is sent back to the

transmitter.

The receiver controls the phase stepping at the transmitter by sending appropriate control words
to the CPLD board. Upon receiving the control word, the transmitter transmits with the proper
weight combination for that control word. The receiver has await period of about 0.5 seconds to
ensure that the transmitter has received the feedback signal and has started with the new weight
vector. This helps the receiver resolve the weight vector and the corresponding received power.
This process is iterated until the transmitter has stepped through all the phase settings. Once
phase scanning is compl ete, the transmitter transmits on one antenna at a time to compare phase
scanning technique with a single-antenna operation. After single-antenna performances are
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measured, the transmitter reverts back to transmission with training sequence and the cycle starts
al over again.

The recelver examines the received signal-to-noise ratio of the first eight transmitted symbols
and transmits the value of the symbol that is received with the highest SNR back to the
transmitter through the feedback loop. The transmitter receives the optimal phase index and uses
the appropriate weight combination to transmit the data through the channel.

6.3.4 Environment Description

[ Desk H Desk ] Workbench \<

Receiver \Workbench

>

Figure 6.5. Demonstration environment
Figure 6.5 shows the indoor environment in which the demonstration was performed. The whole
system was set up in room 618 of Whittemore Hall at Virginia Tech. The transmitter was set so
that there was a line of sight (LOS) with the receiver. The channel provided a direct path as well
as different multipaths bouncing off the walls, metallic objects, and other sources of scattering.
The transmitter/receiver separation was about six feet. Figure 6.6(a) shows the transmitter
hardware and 6.6(b) shows the complete setup.
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(b) Complete setup
Figure 6.6 Pictures of measurement setup.

Measurement was also carried in a different indoor environment. This system was demonstrated
in abig hall room with people moving around. This resulted in an indoor channel that provided
some fading along with NLOS propagation.

6.3.5 Results

Power measurements were taken on the received signal for both the diversity system and single-
antenna systems and CDF plots were generated from these measurements. Figure 6.7 shows the
instantaneous received power plots and the corresponding CDF plots for a particular setting of
the measurement system.
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Figure 6.7. Instantaneous power plots and CDF plot for one data collection
Figure 6.7 shows that the diversity system provides better instantaneous performance than either
of the two single-antenna systems. The received power goes through small-scale changes due to
the lack of a strict static channel. The CDF plot reveals that the diversity system is also better in
astatistical sense. At 10% outage level, the diversity system provides close to 2 dB of gain with
respect to antenna 1 and about 3 dB of gain with respect to antenna 1.

M easurements were repeated by changing the location of the transmitter within a small area and
by collecting data at each location. The received data was aggregated over several such
repetitions. The mean and the standard deviation of aggregated data are presented in Table 6.2.
From Table 6.2, the diversity system on the average provides again of 1 dB and 2 dB compared
to antenna 2 and antenna 1, respectively. The small improvement is due to the fact that the
measurements were carried out in LOS conditions where diversity gains tend to be small. NLOS
environments were also studied, but the power amplifier of the transmitter was not strong enough

to overcome propagation losses caused by blocking.

Table 6.2. Diversity gain from phase scanning technique

Transmission Scheme Mean Received power Std. Dev. of Power

(dB) (dB)
Phase Scanning -37.3 -40.5
Antenna 1 -39.2 -42.1

Antenna 2 -38.6 -40.4
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The composite CDF plot from the aggregated data is shown in Figure 6.8. At the 1% outage
level, the gain from the diversity system is about 2 dB compared to antenna 1 and about 6 dB
compared to antenna 2 because although antenna 2 has higher average signal value than antenna
1 most of the time, it encountered some deep fades relative to antenna 1. Thisisreflected in the

tails of the CDF curve.
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Figure 6.8. CDF plot of the aggregate data
A second set of measurements were taken in the second environment in the large hall room. The

experiments were carried out for a relatively large number of iterations (> 120) to study the
diversity gain. Figure 6.9 shows the diversity performance at a particular transmitter location.
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Figure 6.9. CDF plot of the aggregate data
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The plots in Figure 6.9 reveal that the instantaneous behavior of the diversity may degrade at
times, but the diversity system is better than either system in a fading environment from a
statistical sense. At the 1% outage level, the diversity system provides a gain of more than 10
dB. However, it should be mentioned that, to assess the performance in a fading channel, a
longer collect time and alarge amount of dataiis required.

6.4 Conclusions

This chapter presented both narrowband and wideband transmit diversity implementations and
demonstration carried out at Virginia Tech. The narrowband implementation provided a
gualitative assessment of a transmit diversity system. The diversity system was based on a
switched combining technique. The system was observed to offer better performance than a
single-element system for a slow varying indoor fading channel.

For wideband implementation, a testbed was designed to provide a signal bandwidth of 5 MHz
that was comparable to the W-CDMA standard. Measurements have been carried out in indoor
environments. Results reveal that the transmit diversity system is better than the single-antenna
system. For an LOS channel, the gain is at least about 2 dB at the 1% outage level compared to
the best single-antenna case. Experiments also revealed a substantial gain when compared to a
single-antenna system for an indoor channel with NLOS propagation and fading.
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Chapter 7
MIMO Systems for flat fading and frequency-selective

channel

This chapter provides an extension of the proposed TD techniques in Chapters 3 and 4 to a
communications system that uses antenna array at both ends of the link. Using antenna arrays at
transmitter and receiver generate a multiple-input-multiple-output (MIMO) system. Recently,
MIMO systems are gaining popularity among researchers for their promise of enhanced receive
SNR and throughput [FOS98]. The first part of the chapter presents proposed MIMO techniques
for aflat-fading channel while the remainder is devoted to extension of DSNR solution (eg. 4.11,
Chapter 4) to MIMO systems.

7.1 Flat fading channel

7.1.1 Introduction

This section proposes and evaluates a simple MIMO agorithm to enhance SNR at a handheld
wireless device. The proposed agorithm combines classical phase scanning technique at the
transmitter array with maximal ratio combining (MRC) at the receiver array. The operating
environment is assumed to be indoor channels that experience flat fading. A 2x2 system is
assumed in the study but an extension to a higher-order system is possible. The salient features
of the proposed algorithm are: 1) minimal processing burden at both the transmitter and the
receiver, 2) nomina feedback payload, and 3) novel combination of simple and proven

techniques at both ends of the link for SNR enhancement.

Tt
h12
21
h

22

7.1.2 Principle

Figure 7.1. Setup for the proposed MIMO technique.
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Figure 7.1 presents the setup for the proposed agorithm. The transmitter employs phase
scanning technique by changing the phase of the individual elements in the weight vector, w, for

successive symbols.  The transmitted symbols are scaed by the channel matrix,

H={h}:i,j {12}, and combined linearly by v to generate received signals a each antenna
element at the receiver. The magnitudes of the individual channel gains h; (ith transmit antenna

to jth receive antenna) are assumed to be i.i.d. Rayleigh distributed and moreover, there is
negligible signal correlation between antenna elements at both ends of the link. The wireless
channel is assumed to be flat fading and quasi-stationary with time coherence that ensures proper
closed loop operation. The recelver combines the signals in the different branches in a MRC
fashion. It then stores the combined outputs for different weight vectors and finds the strongest
output along with itsindex. This index is fed back to the transmitter to inform of it the phase
setting that provides the maximum combined output. The transmitter transmits with this phase
value for a certain period of time before engaging in periodic phase scanning. This periodic
search provides re-initialization and helps to track slow fading in the channel.

7.1.3 Algorithm Development
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Figure 7.2. Functional block diagram of the proposed MIMO technique.
The functional block diagram of the proposed algorithm is shown in Figure 7.2. The phase
scanning at the transmitter is performed by choosing discrete phase values from a set of

uniformly spaced phase settings along a unit circle. For each phase setting, 4, the

corresponding weight vector w, is computed as
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The weight vector is normalized for maintaining a constant transmit power. A block of K

symbols, d, is transmitted for each w, to generate a block of receive signal vectors, expressed
collectively by amatrix R, asfollows

R z{:k} };kD{LZ,m,K} (72)
r, =w,/Hd, +n, =G d, +n,

where, ‘ T’ denotes hermitian transpose. The noise at the receiver, n,, is assumed to be white
additive gaussian, uncorrelated to the received signals. The gain vector G, for the I-th block
needs to be estimated before MRC can be performed on R,. Given R,and d, G,can be
estimated by least-squares (LS) based estimation technique as follows

R,'d
d'd

G, = (7.3)

By setting the receive weight vector as v, = (A;l*, the combined received signal can be expressed

as
Y = (éTG| ) d, +é|Tnk (7.4)
The resulting SNR for the I-th block is thus expressed as
G'G,[
Vi=——F=k (7.5)
GT

where, y,isthe SNR per antenna element at the receiver.
The receiver stores the different ), and finds the maximum from the stored set after one

complete scan of the weight vector at the transmitter. The index corresponding to the maximum
SNR is fed back to the transmitter in the feedback channel. If L is set at eight, which is usually
sufficient for a two-element array, only three bits are required to accommodate the feedback
index.
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Optima Solutions

If perfect channel estimate is assumed, i.e., G =G, the received SNR isgiven by
y= |G|2 78 (7.6)
The received combined SNR can be maximized with respect to G. From it is evident that
this maximization process involves choosing an optimal w. Writing y interms of w, we get
y=w' (hlh‘; +h2h1)wyO =w' (HHT)W ¥% - (7.7)
The optimal choice for w is the eigenvector of HH' corresponding to the maximum eigenvalue.
In this case, the optimal SNR is given by,
V= AeaVo (7.8)
where A__ is the maximum eigenvalue of HH'. The proposed MIMO scheme is an equa-gain
(EG) based search agorithm (at the transmitter) which aims to attain optimal performance in

Since the optimal weight vector does not in general belong to EG weight vector, the
performance from the proposed scheme is expected fall short of the optimal performance.

The solution in assumes perfect estimate of G at the receiver and the optimal eigenvector of

HH' at the transmitter. However, a more general optimal solution can be derived for the given
MIMO system. The received signal vector in this case is written as

r=w'Hd +n. (7.9
The combined output can be expressed as
y=w'Hvd +nv. (7.10)
The expression above shows that the combined receive SNR is maximized when w and v are
chosen as the singular vectors of H that correspond to the maximum singular value.
Additionally, v can be normalized to unity so that the filtered noise power does not change.
Then optimum SNR is given by
y=0’ y,, (7.11)
which is equivalent to the expression in @from the property )I(HH*):JZ(H). This
indicates that the optimal solution in is indeed the optimal solution for a given channel

matrix H. Thus the proposed scheme aims at achieving the true optimal solution.
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We can compare the optimal solutions to the one derived as a MRT solution proposed by Lo
[LO99] as

Yo (7.12)

where, K and L are the number of antenna elements at the transmitter and receiver, respectively,
and hy is the channel from transmit antenna k to receive antenna p. The MRT solution assumes
EG combining at the receiver and transmit weight vector that is matched to the composite of
channel matrix and the receive weight vector. The computation and application of transmit
weight vector assumes perfect channel estimation and feedback of K complex vaues from the
receiver to the transmitter which may not be feasible form practical implementation point of
view. The SNR improvement from the proposed scheme has been compared with the MRT

solution by simulation and is presented in the results section.

7.1.4 Open loop variations

Some open loop variations are possible with the proposed MIMO scheme. The combining
scheme at the receiver can be based on selecting the antenna with the stronger signal for each
packet received. Another possibility is the continuation of using phase scanning on the rest of the
packet in addition to pilot symbols. The receiver can extract the estimate of channel gains from
the received pilot symbols and use these estimated gains for MRC combining on the remaining,
phase scanned symbols of the packet. A slow fading channel with large time coherence assures
that the estimated gains are valid for the remainder of the packet. Both the selection and MRC
schemes need not feed the optimal index back to the transmitter. This implies a system that is
immune to mobility in the propagation media, and in addition to this, a simpler receiver design
for the selection scheme. Since the transmitter does not have information on the optimal phase
setting, and, thus, does not transmit with this setting, the performance improvement for the open
loop system is expected to be lower than the close loop system.

There's an additional advantage with the selection scheme that the transmitter need not scan
through alarge number of phase settings; in fact, it need not scan at all. This can be shown be as
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follows. Let the gain vector at index |, G, be expressed in terms of the channel and the transmit

weight vector as

h
G =[gl} = Hw, { W } (7.13)
g, h,w,
The expect value of the SNR at any antenna element, say 1, at index | can be expressed as
=l |1 =w'E[nh, Jw (7.14)

The expected operation E|h'h |can be shown to yield an identity matrix multiplied by the

channel variance when the MIMO channel matrix elements are i.i.d. according to a fading
distribution profile. With the norm of transmit weight vector held at unity, the expected SNR
then becomes

v=E[n ] 5, (7.15)

which is the independent of the number of phase settings used at the transmitter. Thus, unless,
lmax @mong L indices is identified and fed back to the transmitter, any arbitrary phase setting
suffices for the whole packet for open loop selection scheme.

7.1.5 Results

The algorithm has been tested in a Rayleigh channel, and the performance from gain estimation
[7.3)]and the resulting SNR [7.5)]has been assessed and compared with optimal solutions in[(7.8)]
and in terms of outage probability.

Simulations have been performed for a 2x2-system operating in a stationary and i.i.d. Rayleigh
channel. Each channel gain is composed of complex gaussian random variable with 0.5 variance
per dimension. L, the total number of discrete phase values, is set at eight and the number of
training symbols for each phase setting, K, is chosen as five. The operating SNR ), is 15 dB.
First, we assess the performance from channel estimation and compare that to the performance
with perfect channel knowledge. Figure 7.3 shows cumulative distribution function (CDF) or
outage probability curves for combined SNR for ), =0,5,10and15dB. From the plotsit can be

seen that the difference between the performances from the estimate and perfect channel
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knowledge is insignificant for ), >5dB and there is small performance degradation for
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Figure 7.3 Outage probability plots of output SNR to compare channel estimate with perfect channel knowledge.
Figure 7.4 shows the outage probability curves from the computed SNR for the proposed
algorithm. Single antenna case is provided as a benchmark while the ideal STBC technique is

presented for comparison with the proposed technique.
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Figure 7.4 Outage probability plots for the proposed MIMO technique.
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The proposed technique shows substantial diversity gain over the single antenna system. For
example, at an outage probability of 107, the proposed technique is better than the single antenna
system by about 15 dB. The plots illustrate that the proposed MIMO scheme is within less than
a dB of the optimal performance, and, it aso essentialy provides the same performance as the
optimal MRT solution. The output from STBC technique with perfect channel estimate is aso
shown here for comparing with the proposed technique. Note that the proposed MIMO
technique outperforms the STBC technique; e.g., at outage probability of 10? the proposed
MIMO technique is better by about 2 dB compared to the STBC technique.

The performance improvement from the open-loop variations of the proposed MIMO technique

is shown in Figure 7.5 Outage probability curves have been generated at two different y, for the

selection and MRC techniques along with single antenna and optimal technique.
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Figure 7.5. Outage probability plots for the selection and MRC technique for two different Y.
The plots show that the open-loop techniques provide SNR improvement over the single antenna
case (e.g., again of about 15 dB for both the techniques for Y,= 15 dB), and the improvement is

lower than the proposed closed-loop technique, when compared to Figure 7.4, because of the
absence of the feedback. The plots also reveal the contrast between the selection and the MRC

techniques as a function of Y,. The MRC technique is slightly better than the selection for higher
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Yo, but when Y, is lower (severe fading situation) the selection technique provides better

performance at lower outage probability. This is mainly due to the channel estimation in the
MRC case, which suffers when the operating SNR is degraded. This shows that the selection
technique is robust to SNR variations compared to MRC and although its performance is slightly
lower, it may provide a better choice between the two because of its ssmple implementation and
its robustness.

The effect of L on the performance has been evaluated for the proposed closed-loop technique
and the results are shown in Figure 7.6. Outage probability curves for different L revea that the
technique is relatively insensitive to changes in L. Choosing L = 2 will result in a small

performance loss but will provide asimpler system design.
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Fig. 7.6. Outage probability plots for different L.
A more robust identification of pilot bits can be achieved by using selection technique on the

received signals from both the antenna elements during the phase scanning process (exact
structure shown in Figure 8.16, Chapter 8). Thisis verified by studying the BER performance of
the signal from one antenna and selection from both antenna elements as shown in Figure 7.7.
For any operating SNR, the selection process enhances pilot symbol identification and thus may
reduce the retransmission of previous packet.
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Figure 7.7. BER plots for comparing pilot symbol identification process from selection technique with single
antenna systems.

7.2 Frequency selective channel

7.2.1 Introduction

There has been research reported on joint optimization of transmit and receive filters. Berger
and Tufts presented joint transmitter-receiver design for a single-input-single-output (SISO)
system in [BER67]. Their approach involves minimizing distortion with constant transmit power
constraint and relies on iterative search over parametric curves of transmit power and minimum
distortion. Thereis not a closed form solution and the channel characteristics have to be known
a priori. The work in [YAN94a] follows the genera pattern of [BER67] and provides an
extension to multiple-input-multiple-output (MIMO) system. It discusses joint optimization of
both transmit and receive filters subject to a power constraint. The scenario hereisafully cross-
coupled transmitter and receiver systems, and the optimized transmitter-receiver system alows
reliable estimates of transmitted data by reducing MSE. The authors provide an iterative
solution similar to [BER67]. They extend their work to include a decision feedback receiver and
provide a joint optimization over the transmitter and receiver [Y AN94b]. Sampath and Paulrg
[HEM99] addresses joint design of transmit and receive transfer matrices (i.e., zero-order filters)

in anarrowband channel. Their result is similar to Berger and Y ang in that the MIMO channel is
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shown to decouple into parallel sub-channels. Choi et. al. [CHOQQ] propose ajoint transmitter-
receiver filter design scheme based on optimizing SINR for a CDMA system. Their technique
incorporates multi-user scenario and requires iterative solution for optimizing the transmit and
receive MIMO equalizers. Choi and Cioffi [CHO99] combine ST-BC with a MIMO system to
implement transmit diversity in a frequency selective channel. They propose a linear MSE
equalizer at the receiver and provide optimal solutions for it. The ST-BC scheme is similar to
the one proposed by Alamouti [ALA9S].

7.2.2 Derivation of DSNR Solution

For a frequency selective channel, the channel is represented by an NxM size C matrix as

C(t)={c, (1)} for an M-element transmit array and N-element receive array where individual
channel components (delayed multipaths) are c; (t)=c’(t) +c (t-7,) +---- (jth transmit antenna
to ith receive antenna). In frequency domain, the representation becomes C(f)={c,j (f)} . The

setup is an extension of the proposed transmitter and receiver structure in Chapter 4 where the
receiver also employs an antenna array. The resulting structure is a MIMO space-time (MIMO-
ST) one where the transmitter and the receiver pulse shaping filters are optimized regarding
certain performance metrics. The usual performance metrics include DSNR or MMSE as
mentioned in Chapter 4 and only the DSNR metric is addressed in this chapter. From Chapter 4,
the DSNR optimization problem for the MIMO case can be formulated as

-1

2 2T df
max DSNR = max — TSJ 5
g(f) g(f) T, ! i o i j
TTSZJ:H (f +Tjd)n (f +TJH(f +J (7.16)
1
1 7 J ?
st. — g(f+—j g(f)df =R,

Here ®, represents the noise covariance matrix at the receiver, and g(f)=[g,(f) g,(f )]T
Since H(f)=C(f)G(f), the optimization problem can be rearranged with the substitution of

C (1)@ (f)c(f)=0(t)asfollows

n
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(7.17)

The optimal form of g(f) is of the form g(f)=p(f)y(f) where y(f)is the singular vector
corresponding to the maximum singular value o, (f)of the matrix o(f)=C (f)®.*(f)C(f).
With this form of solution for the transmit filters, DSNR needs to be maximized with respect to

the scalar p( ) and the resulting optimization problem becomes

(7.18)

The constraint in the above equation can be simplified by restricting the norm of y( f)to unity as

()Zp(f+ jdf—

17
T

mﬁ"ﬂ'—.q‘p

Following the same procedures to derive (B-13) in the Appendix, it can be shown that the
maximum DSNR is expressed as

-2

J/ZTS ®, (f)/d>df

T | . _ .
v, Zj:\/mlax o—,iax{c*(f +Tjjq>;1(f +T‘jc(f +Tjj}

If the receiver noise is assumed white and uncorrelated across the antenna branches, one can

DINR,,, =P, T (7.19)

write @, (f)=N,I where N, is the noise variance in each receive antenna and I is an identity

matrix. In this case, the maximum DSNR can be simplified as

119



12T, [ 2
DSNRW:M T, a(f)/d7dl . (7.20)

N, ]/LTSZj:\/m?X JM{C*(f +Tjjc(f +Tjj}

From the property of singular vector, the terms under the square root can be further simplified to
MaX 02, {c( f +ij} :
] T

One can validate the above expression for aflat fading MIMO channel. For aflat fading channel

and additive white gaussian noise at the receiver, c(f)=cC |f|s% and @ (f)=NI, the
expression under the sguare root in the denominator becomes

mjax T ox {C* ( f +le®;1(f +?jjc( f +le} =Nia,ﬁax (C). (7.21)

0

Assuming the signal PSD ¢ ( f) =d?, it can be shown that

DS\R_, =%a§ax (C) =y, (C), (7.22)

0

where, y,is the average SNR per receive antenna branch. This is the expression for optimal

SNRin aflat fading environment (MRT solution for MIMO system).

7.2.3. Results
The solution in has been evaluated for WCDMA indoor channel (type-A) for a 2x2

system. Each multipath component undergoes Rayleigh fading and a bandwidth expansion factor
of 5 isassumed in this case. An outage probability (CDF) plot of the resulting SNR is shown in
Figure 7.8 for y, =15 dB. Compared to the single antenna system, the MIMO system provides a

diversity gain of about 20 dB at 102 outage level.
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Figure 7.8. Outage probability plots from the 2X2 MIMO system and a single antenna system.
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Chapter 8
Transmit Diversity in W-CDMA and WLAN

8.1 Introduction

Transmit diversity techniques have been proposed and their performance investigated in the
previous chapters. Implementation for the W-CDMA standard was discussed briefly at the end
of Chapter 2, and this chapter provides a concise description of this new standard and discusses
the details of implementation of the proposed techniques in W-CDMA uplink (transmit diversity
a the handset). The feasibility of diversity systems in Wireless Local Area Network (WLAN)
standard is presented with regards to the framing structure of the common air interface.

8.2 W-CDMA

8.2.1. Background

The pursuit of extending the present-day mobile communications by including multimedia
capabilities and global standardization has given rise to new a class of wireless standard. First-
generation mobile communications, such as AMPS, TACS supported analog voice service.
Second-generation systems were introduced to include digital voice and circuit-switched low rate
data services. With the emergence of Internet, the vision for future mobile communication
systems is to include multimedia service and provide seamless coverage across the globe. The
International Telecommunications Union (ITU) and other standards bodies have been focusing
on developing the next generation or “Third Generation (3G)” system standards. In Europe, the
European Commission has been quite active in carrying out research to develop this new
standard and their research has produced the Universal Mobile Telecommunications System
(UMTS)/International Mobile Telecommunications in the year 2000 (IMT-2000) [DAH9g].
Collaboration to define the standards for IMT-2000 drew participation from different standards
bodies from around the world: European Telecommunications Standards Institute (ETSI) in
Europe, Association of Radio Industries and Business (ARIB) in Japan, Telecommunications
Industry Association (TIA) and T1P1 in USA, and Telecommunication Technology Association
(TTA) in South Korea. This new standard supports both CDMA and TDMA systems. The
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CDMA standard known as the W-CDMA system has both FDD and time division CDMA (TD-
CDMA) in TDD implementation.

8.2.2 Brief Overview of Physical Layer

W-CDMA operates with a constant chip rate of 3.84 Mchips/sec and supports variable bit-rate
services. Thisimplies that the spreading gain varies with different services so that the resulting
chip rate is dways the same. The baseband signal bandwidth is about 5 MHz. Channels belong
to a code-frequency grid of 200 KHz raster while the RF carrier spacing is 5 MHz. The RF
carriers are limited to 1920-1980 MHz in the uplink (UL) and 2110-2170 MHz in the downlink
(DL) according to one specification and 1850-1910 MHz (UL) and 1930-1990 MHz (DL)
according to another specification.

Network Layer:
Call control, mobility management,

Layer 3| Ragio resource management ﬁ

Logical channels

Link Access Control Layer
Layer 2

Medium Access Control Layer
Tran t] anels

Physical Layer
Spreading & modulation
Physical channels Power control, cell search

To another Handover, random access
b M

Figure 8.1. Radio Layer Architecture showing Layers1, 2 and 3.

Layer1

The basic structure of communications in W-CDMA follows a layered architecture as shown in
Figure 8.1. The services required by a user are handled at the application layer, and the required
processing, mapping onto physical layer, and transmitting to the air-interface are managed by
different layers in the architecture. Data from the higher layers enters the layer 2 (link access
control and MAC) by logical channels and then the physical layer by transport channels. The
physical layer provides spreading and modulation, packaging the data into frames, power
control, etc., to generate physical channels and subsequent transmission of physical channels
onto the wireless medium. A detailed discussion of the different layers and their functions would
be quite overwhelming and for the purpose of discussing transmit diversity, the relevant
components of the physical layer will be given main focus.
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The physical layer generates and transmits physical channels according to the instructions
provided by the higher layers. A physical channel is characterized by the following parameters:
specific carrier frequency, specific code, and relative phase (0 or 172) in the uplink. A physical
channel in the uplink or downlink can be divided into common and dedicated channels. The
common channels usualy carry system specific information and thus are available to al the
users in the system. The dedicated channel carries information to a specific user and thus is
dedicated to that user only. A dedicated physica channel (DPCH) contains both control
information and user data. In the uplink the dedicated channels include DPCH and the common
channel includes random access channel (RACH) and common packet channel (CPCH). In the
downlink the dedicated channels include DPCH and dedicated shared channel (DSCH), and the
common channels include primary and secondary common control physical channel (PCCPCH
and SCCPCH), common pilot channel (CPICH), and synchronization channel (SCH). Among
these, the DPCH and DSCH will be of importance in this chapter.

The basic structure of a physical channel is a 10 ms frame that contains fifteen dots. The

structure of aDPCH in the uplink is shown in Figure 8.2.

DPDCH Data: Ny, bits

2560 chips, 10* 2k bits; k(1{0,1,..,6}

DPCCH | Pilot: Ny bits | TFCI: Ny bits| FBI: Neg, bits [TPC: Nip bits

< »
< >

2560 chips, 10 bits

Slot | Slot Slot Slot
_ #0 #1 #i #14 |
) Tirame = 10Ms i

Figure 8.2. Frame structure for Uplink DPCH.
From Figure 8.2, a DPCH in the uplink is seen to contain two separate sub-channels, one for data
(dedicated physical data channel, DPDCH) and one for control (dedicated physical control
channel, DPCCH) respectively. The control channel contains pilot, transmit frame control
indicator (TFCI), feedback information (FBI), and transmit power control (TPC) bits. The
number of bits allotted for each of these categories can vary and is given in [ETS00a]. The pilot
bits provide channel estimation and coherent demodulation, the FBI bits provide feedback
information for a closed-loop transmit diversity system at the base station, and the TPC bits
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provide power control at the base station. It is interesting to see that the standard in its ongoing
upgrading process has accommodated space for feedback information for implementing transmit

diversity at the base station.

DPCCH
« DPDCH | PCC y« DPDCH . DPCCH

Datal:Ngys bitg TPC: Nype bits | TFI: Nyg bits|Data2: Ny bits | N bits

< >
>

h 2560 chips, 10* 2 bits; k{0,1,..,7}

Slot #0 | Slot #1 Slot # Slot #14

< >

Toare=10ms

Figure 8.3. Frame structure for Downlink DPCH.
Figure 8.3 shows the structure of a DPCH in the downlink. Here unlike in the uplink, the data
and control information are arranged in a single channel. User datais split into segments and
placed at different locations in a slot. The control information contains Transmit Format
Indicator (TFI), TPC, and pilot bits, and these are placed at different locations as well. The
frame structure above indicates that the present standard cannot explicitly support a closed-loop
transmit diversity at the handset, as there is no provision for feedback information in the

downlink DPCH.

Data Data: Ny, bits
) 2560 chips, 20* 2k bits; k1{0,1,.. i
Slot | Slot Slot Slot
#0 | # # #14
b Tirame = 10 Ms -

Figure 8.4. Frame structure for Downlink DSCH.
Figure 8.4 shows the frame structure of a DSCH. Several users usualy share a DSCH through
code multiplexing. A DSCH is aways associated with one or severad DCHs. A downlink
channel can send additional information by using this shared channel, making it a good candidate
for providing feedback to the mobile to support closed-loop transmit diversity at the handset.
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8.3 Existing transmit diversity schemes in WCDMA

Transmit diversity techniques have been investigated for CDMA systems in [JAL99] and
[HOT98]. Paper [JAL99] compares between Orthogonal Transmit Diversity (OTD) and Space-
Time Transmit Diversity (STTD) and shows that the two techniques provide nearly the same
level of performance. A selection-based technique that includes coherent multipath combining is
proposed in [HOT98] and compared with Code Division Transmit Diversity (CDTD) and Time
Division Transmit Diversity (TDTD). Simulation results show that the proposed sel ection-based
technique is better than the other two in a two-path Rayleigh channel. Some authors have
reported transmit diversity schemes for CDMA-2000 in [RAJ99], [CHE99] and present a
simulation study of simple diversity techniques such as OTD, Phase Sweeping Transmit
Diversity (PSTD), STD, and Time Switched Transmit Diversity (TSTD). Transmit diversity has
been proposed in [HOTOOQ], [RAI99] for W-CDMA systems to improve capacity and coverage
without increasing the complexity of the receiver design at the mobile station (MS), i.e., without
employing a secondary receiver chain to implement diversity reception. All the proposed
transmit diversity schemes for W-CDMA require an antenna array at the BS and the MS with a
single receive chain. OTD, TSTD and STTD belong to the open-loop category while STD and
feedback mode transmit diversity (FBTD) belong to the closed-loop category.

The proposed transmit diversity technigues have an evolution associated with them. Transmit
diversity techniques were first proposed in 1998 [ETS98] and contained OTD, TSTD and STD.
Texas Instruments (TI1) investigated the STTD techniques in 1999 [3GP99a]. The feedback
mode transmit diversity also appeared in 1999 [3GP99b]. The proposed TSTD and STD are
evaluated by simulation and results are reported in [3GP99c]. It is not clear from the Third
Generation Project Partner (3GPP) documents whether the previously proposed transmit
diversity techniques (OTD, TSTD and STD) have been completely replaced by the newly
proposed techniques (STTD and FBTD).

8.4. Brief Descriptions of the Proposed Transmit Diversity Schemes

In the proposed techniques, it is ensured that orthogonality is maintained between the transmit
antenna elements. The orthogonality can be maintained by using either code division or time
division techniques. The transmit diversity techniques that employ delay transmit diversity are
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not proposed because of the self-interfering nature of the delayed signals and the requirement of
rake fingers at the receiver.

OTD [ETS98]

When orthogonality is maintained by code, the technique is known as OTD. The orthogonality
is maintained by employing orthogonal channelization codes for different antenna elements. The
coded bits are split into separate data streams and provided to separate antenna elements.
Orthogonal channelization codes are applied to antenna elements for spreading the data bits. Itis
noted that the effective number of channelization codes per user is the same as in the case
without OTD since the coded data bits are split into separate data streams. The proposed
structure is flexible and can be extended to antenna arrays having more than two antenna
elements. OTD is seen as an optional feature that can be turned on as needed. It isalso assumed

that the system can support a mixture of mobiles with and without the OTD processing
capability.

TSID [ETS9g|

The implementation of TSTD is shown in Figure 85. TSTD is implemented by transmitting
successive dots through different antenna elements. The baseband signal is spread and
scrambled and switched to different RF chains where up-conversion takes place. TSTD is
intended to operate on DPCH, and all other downlink physical channels are transmitted in non-
diversity mode, i.e, through a single antenna. The switching pattern for different users
employing TSTD should aim to reduce peak transmit power and peak-to-average-power ratio in

each RF amplifier.

] ]

Spreading > Switch

Figure 8.5. TSTD implementation
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STD [ETS98]

STD offers an improved or more sophisticated version of TSTD by employing a selective
switching mechanism. The switching occurs in accordance with a feedback signal from the MS.
In the case of hard handover, antenna element selection is performed on a fast closed-loop
control using an antenna selection (AS) signa from the MS. The MS performs signal quality
measurements on individual antenna elements through antenna-specific PCCPCH. The pilot
sequences on different antenna elements are chosen to be orthogonal to assist in antenna
verification at the MS. Figure 8.6 shows a STD implementation.

Antenna Select (AS)

FIR —» RF J

Spreading | Switch

Y
FIR —» RF J

Figure 8.6. STD implementation

STTD:

The STTD mode is incorporated by employing Alamouti’s scheme [ALA98]. The
implementation of STTD [3GP994a] is shown for a downlink physical channel in Figure 8.7 (a)
and the STTD encoding is shown in Figure 8.7 (b).

Pilot 1
Channelization/scrambling > Ant. 1

Encoded data, O
TPCTR — | STTD

-y

Channelization/scrambling Ant. 2

Pilot 2

Figure 8.7(a). Implementation of STTD.
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—» STTD

—>

'Sz* Sl*
Figure 8.7 (b). STTD Encoding.

From the figures, it is seen that data, TFI and TPC bits are multiplexed and STTD encoded.

There are two different pilot sequences, one for each antenna element. After the pilot
information is multiplexed, the symbols are spread and scrambled. The receiver at the MS needs
channel estimation from each of the elements to the MS to decode the encoded transmitted
symbols.

EBTD [3GP99D]
The FBTD employs weighting on the transmitted signal and the weight vector is determined
from power measurement at the receiver. The weight vector W is given by

JR

where P; and P, are the power settings on the antenna elements and ¢ is the phase difference

W=

between the antenna elements. Clearly this representation of the weight vector corresponds to

egual gain combining from atransmit diversity point of view.
The receiver, based upon the SINR measurement, determines the required weight vector and

transmits the information back to the transmitter. The block diagram implementation of FBTD

for adownlink DCH is shown in Figure 8.8.

129



Data/Pilot/ TPC/TFI Wy

>

W,

[ ]

Weight vector computation
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Figure 8.8. FBTD for a Downlink Channel.
The uplink feedback is provided in the FBI field of the DPCCH channel. The feedback is carried

by the D sub-field within the FBI field as a feedback signaling message (FSM). Each FSM is
comprised of Ny, bits made up of Ny, (power) and Ny, (phase) bits.

The FBIp can have length belonging to the set {0,1,2}, and the length and arrangement of FSM
bits can be determined according to different feedback modes. At present, there are two
feedback modes available that define different bit allocations to the power and phase fields of a
FSM.

For feedback mode 1, the Ny, bits can be either O or 1 referring to the value of the phase
difference of 180° and 0°. For feedback mode 2, the power settings and the phase settings are
given in [ETS00Db].

8.5 Implementation of TD Techniques in Flat Fading Channel

This section discusses implementation in aflat fading scenario of the transmit diversity schemes
proposed in Chapter 2. Transmit diversity at the handset is implemented with a two-element
array. The uplink channel is designated as a=[a; a;]. The principle of implementation is that the
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mobile transmits with the array and the base station receives the DPCH and decodes the pilot bits
in the DPCCH to generate the required feedback information. It then places the feedback
information in the DSCH. The mobile demodulates and decodes the DSCH to retrieve the
feedback information. Since feedback information is carried by the DSCH, the system needs to
establish alink for this channel whenever the mobile indicates the use of transmit diversity in the
reverse link.

8.5.1 Bisection Method

Channel
e sl |
UplinkII I |P”0t| l T T
w | Mobile
Unit
DPCH| | Downlink T

DSCH Feedback: Index 3, |

Figure 8.9. Bisection method in WCDMA uplink.
The operating principle as shown in Figure 8.9 is the same as in the phase scanning method. The

pilot bits undergo three different weightings with three phase values corresponding to A, G1.
and S (see Section 2.3.1). If more than six pilot bits are employed, then there will be at least
two bits for signal strength measurement for each phase and this will result in a better estimation
of SNR and subsequently, a more reliable phase estimate () for feedback to the mobile. The
feedback will be just an integer indicating the phase index corresponding to maximum SNR.

8.5.2 Early-Late Method

Channel
sl |
UplinkII I |P”0t| l T T
w | Mobile
Unit
DPCH | Downlink T

DSCHI F%dback:l [ ndmtlﬁnew l

Figure 8.10. Early-Late Method in W-CDMA Uplink.
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The implementation of the early-late method is the same as the previous two techniques in
principle (Figure 8.10). Here the pilot bits undergo two phase variations corresponding to 1= S«
and SB=L4+A40 (see Section 2.3.2). The SNR estimation for each phase value is better in this
case since half the pilot bits are assigned to one phase (/) and the rest are assigned to the other
phase (£3). The feedback information now consists of the index of the phase that is going to
change (1 or 2) and the value of the new phase S.av aswell. Thiswill require some quantization
of Grew t0 accommodate the computed value in a finite number of bits and there may be some
finite precision effects. If the number of bitsin the DSCH is moderately large, the quantization
error should be negligible.

8.5.3 Least Squares (LS) Method

Channel
e el |
UplinkII I |Pi|0t| l T T
w | Mobile
Unit
DPCH| | Downlink T

DSCH  Feedback: 2 |

Figure 8.11. Least Squares Method in W-CDMA Uplink.
Figure 8.11 illustrates the least square method of transmit diversity at the handset. During the

pilot bit sequence, the weight vector will be dithered according to some predefined sequence.
This dithering sequence is known at the base station, and the base station will perform channel
estimation from the pilot sequence with dithering. The estimated channel will be fed back to the
mobile in the DSCH. Since the channel vector is a complex vector, each channel gain in the
vector will be associated with areal and imaginary number and both numbers for each channel
gain need to quantized. The DSCH is assumed to accommodate the quantized channel vector.

An alternative approach would be to transmit with a single antenna for half the duration of pilot
bits and estimate the individual channel gain. This means that for haf the total pilot bits, the
mobile transmits with any one antenna, and for the other half, the mobile uses the other antenna.
The base station processes these two halves of the pilot bits to estimate the channel
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independently. The quality of the channel estimates will depend upon the correlation properties
of the spreading code and the amount of uplink interference at the base station. The attractive
feature of this approach is that the pilot bits as well as the DPDCH do not undergo signal
strength variations that may arise from weight dithering.

8.5.4 Subspace and LMS Method

Channel
| |
UplinkII I |P“0t| l T T
w | Mobile
Unit
DPCH| | Downlink T

DSCH_ Feedback: W |

Figure 8.12. Subspace and LMS method in W-CDMA Uplink.
Both the subspace and the LMS methods require an estimate of the gradient of signal strength

with respect to the weight vector at the transmitter. The estimate of the gradient provides the
optimal weight vector in the subspace method and the new weight vector for the next iteration in
the LMS method. Both these methods thus have the same principle of operation. The
implementation for these two methods is shown in Figure 8.12. For a 2-element array, atotal of
five SNR measurements are needed to estimate the gradient. After the gradient is estimated, the
optimal weight vector (subspace) or the updated weight vector (LMYS) is fed back to the mobile.
For a two-element complex weight vector, a total of four components need to be accommodated
in the DSCH frame. This again requires some quantization and may introduce error.

8.6 Implementation of Frequency Selective Techniques

The transmit diversity techniques for a frequency selective channel involve filters at each
antenna element at the transmitter as well as at the recelver. The filter coefficients are
determined at the receiver from knowledge of the vector channel impulse response. The discrete
time filter implementation or the sub-optimal implementations (see Section 4.3) can be designed
once the base station has acquired the estimate of channel response from both the antenna
elements at the transmitter. The computation of the filter coefficients may involve some
iteration, but these iterations are carried out solely at the receiver and do not involve a closed-
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loop. Once the coefficients are determined, the base station feeds them back to the mobile.
Figure 8.13 shows the implementation for transmit diversity when the channel is frequency
selective.

Mobile
Unit

DPCH| | Downlink T

G = {91(”)} DSCH  Feedback |
" o)
Figure 8.13. Transmit diversity in a frequency selective channel in W-CDMA Uplink.
The individual channel impulse responses ¢;[n] and c,[n] need to be estimated at the base station.
This estimation can be done by the least square technique or by assigning two different pilot
sequences in the DPCCH to the two antenna elements. Once the estimates are available, the base
station can run the transmit diversity algorithm to generate the coefficients, G,. The amount of
feedback information will depend directly on the length of the transmit filters g;[n] and g,[n]. It
may take more than one slot in the DSCH to accommodate the complete feedback information.

This may limit the use of transmit diversity to low mobility environment.

8.7 WLAN

8.7.1 Introduction

WLAN is becoming increasingly popular for providing high data rate Internet services to low
mobility users in indoor environments. The low infrastructure cost make it an attractive
aternative to existing cellular systems in providing broadband services in places like coffee
shops, airports and other public places. WLAN systems provide a vantage point for
implementing smart antenna system because of its low-mobility and low-range environment. In
the following subsections, a brief overview of this standard is provided with special emphasis on
the version that is used in the USA. Antenna array systems have been studied for their
applications in indoor wireless communications, e.g., in WLAN systems. They have been
proposed for near-fixed indoor wireless systems under certain operating assumptions [MOC99]
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and sector-antenna base station in the forward link of a WLAN system [LEEOQO]. Near-field
distortion for antenna arrays in WLAN applications has been addressed in [ABROQ], and smart
antenna at the mobile terminal has been proposed in [FUJOO]. With rapid progress in developing
miniaturized RF components, faster and power efficient processors, antenna arrays can be quite
feasible at mobile terminals, thus paving the way for the use of multiple antenna elements at both
ends of the link.

The IEEE approved 802.11 standard for WLAN in June 1997 and the IEEE 802.11 was chosen
as an International Standards Organization (1SO) in July 1997. The standard accommodates three
different options for the physical layer: Frequency hopping spread spectrum (FHSS) with
Gaussian frequency shift keying (GFSK), direct sequence spread spectrum (DSSS) with
differential BPSK (DBPSK) and DSSS with DQPSK modulation. The IEEE 802.11 offers
several data rates. 1, 2 5.5 and 11 MBPS operating in the 2.4 GHz industrial, scientific and
medical (1ISM) band. Between the two variations of 802.11a and 802.11b, the latter one is widely
deployed in the USA.

8.7.2 Physical layer description

The physical layer (PHY) functionality is based on two basic protocol functions: physical layer
convergence protocol (PLCP) and physical medium dependent protocol (PMD). The PLCP maps
the MAC protocol data units (MPDU) into a framing format suitable for transmission in the
channel using the associated PMD system. The MPDU is contained in the PLCP service data unit
(PSDU) that is carried in the PHY protocol data unit (PPDU) of the PLCP frame. The PPDU is
constructed from PLCP preamble, PLCP header and the PSDU. The preamble and the header
contain control information and are transmitted at 1 MBPS with DBPSK modulation. The PSDU
block operates at 1,2, 5.5 or 11 MBPS with DBPSK or DQPSK modulation.

SYNC SFD SIGNAL | SERVICE | LENGTH CRC
128 bits 16 bits 8 bits 8 bits 16 bits 16 bits

PLCP Preamble PLCP Header
144 bits 48 bits PSDU

PPDU

Figure 8.14. PLCP format
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The PLCP preamble contain the following fields (see Figure 8.14):
1. Synchronization (SYNC): The SYNC field contains a 128-bit synchronization word

created with a shift register with the scrambler polynomia G(z)=z"" +z™ +1 operating on

the seed sequence[1101100] .

2. Start frame delimiter (SFD): This field indicates the start of the PHY -dependent
parameters within the PLCP preamble.
The PLCP header consists of the following four blocks:
1. Signal (SIGNAL): The 8-bit field indicates the type of modulation (along with rate) that
is to be used with the PSDU. The date rate is derived by multiplying the SERVICE field
value with 100 KBPS:

a

b.

C.

d.

XO0A (msb to Isb) = 1 MBPS
X14 (msb to Isb) = 2 MBPS
X37 (msb to Ish) = 5.5 MBPS
X6E (msb to Isb) = 11 MBPS

2. Service (SERVICE): Three bits (by, bs and by) of this 8-bit field are defined to support the

high rate extension (Figure 8.15). The other bits are reserved for future use.

by | by | by | by | by | bg| b | b

Figure 8.15. SERVICE field of PLCP frame.

3. Length (LENGTH): This field provides on the required transmission time (in

microseconds) for the PSDU.

4. CRC:

CRC is used to protect information in the SIGNAL, SERVICE and LENGTH

fieldsusing CCITT CRC-16 frame check sequence (FCS).

The 802.11 standard uses a data exchange mechanism between devices that is related to dotted-

ALOHA. This is based on carrier sense multiple access with collision avoidance (CSMA-CA)

where each device ‘listens for the presence of other devices through carrier sensing and

transmits at given time slots only when the channel is free (no other device transmitting). If a

collision occurs, retransmission occurs. A device sends a request-to-send (RTS) packet to the

destination device and the destination device sends a clear-to-send (CTS) packet when it is ready
to receive data. The RTS and CTS packets are derived from the PLCP frame (PCLP without
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PSDU). When the source device receives CTS it starts transmission of the data packets (PCLP
with PSDU).

This physical layer framing structure is suitable for supporting diversity applications. For
example, the SYNC field is known to al the users and thus, can act as pilot or training sequence.
Since the data exchange between the devices take place in dotted fashion in this protocol, the
EGT agorithms or iterative algorithms in the MRT section (e.g., LMS or the subspace method)
will take longer to converge depending upon traffic in the system. The higher the traffic, the
longer it will take for one complete packet transmission (i.e., PLCP frame) because of collisions
in the system. In such a case, mobility becomes more critical than in cellular type of systems.
Fortunately, WLAN systems operate in quasi-stationary environment (people using their laptops
or PDA) and convergence may not pose a big problem. These issues are less benign for LS
algorithms since the channel can be estimated with the SYNC bits within one PLCP frame.

Feedback is not as straightforward in the 802.11 standard. The only place that can support
feedback information is the reserved bits in the SERVICE field. These five bits can support
phase index feedback in phase scanning or Bisection technique. These are inadequate for
transmitting complex weight vector and some modifications may be needed in the PSDU to

accommodate the feedback payload in this case.

This section treats the implementation of the proposed MIMO scheme (Chapter 7) in as much
transparent manner as possible onto the IEEE 802.11b standardEl. The PLCP frame is used to
address the followings: i) utilization of bits from certain fields as pilot/training bits, ii) placement
of feedback information, and iii) signaling method to incorporate the algorithm in this standard.

i) Pilot Bits: Two options are possible for choosing the pilots bits: use of SYNC field in the
PLCP preamble or the use of address fields in the PSDU frame in the MAC layer. Assuming L =
8, phase scanning is applied on the synch word during the transmission of request to send (RTS)
packet by arranging the 128 bits in to eight groups of 16 bits each and assigning each phase to

! This section is being worked as a full paper submission with Robert Max and Dr. Reed.
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each of these of groups. Fig. 8.16 shows the required processing at the receiver to estimate the

gain vector and thus 4, from the phase-scanned synch word. Even though only one receiver

chain can be used to synchronize with the synch word, the presence of another antenna provides
amore robust synchronization process through sel ection between the two antennas (thisis in fact
verified in Chapter 7). The receiver uses information from both the antenna elements to select the
received bits with higher signal strength, and, drives the synch correlator with this selected synch
word. Meanwhile, the whole RTS packet received from the antenna elements are saved in a
buffer for post-processing and computation of the optimal phase value. Once the correlator
identifies the synch word it signals the buffer stage to process the stored synch word and derive
the phase index associated with 6,,,. The phase index is then converted to three equivalent bit

representation and fed back to the transmitter in the clear to send (CTS) packet.

RTS -
SYNC ;
Selection Correlator
—
—
—> A —»
Buffer | |G’ M[)] G
CTS

<+«— Feedback

Fig 8.16. Processing at the receiver to derive feedback information.
The other option of deriving the optimal phase index is through the use of MAC PDU (MPDU)
as shown in Fig. 8.17. The format of MPDU and the processing of this data unit at the receiver
are illustrated in Figures 8.17a and 8.17b, respectively. The training bits are derived from the
destination address in the address fields since the intended receiver knows the destination
information in that field.
< MPDU Header

»
< »

Frame \Duralion| agdress| Address| Address| SSIUENCE| A yress| Frame| g
Control| /ID 1 2 3 | Control 4 Body

#bits. 16 16 48 48 48 16 48 0-18496 32
MAC Protocol Data Unit (MPDU)

Figure 8.17a. |EEE 802.11b MAC PDU
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RTS ' ?_O
DA i
Selection Decoder
—
——
—pr — "T —
Buffer [ JG" V[ G

CTS
< Feedback |«

Figure 8.17b. Processing at the receiver to derive feedback information.

The transmitter employs phase scanning on the destination address bits by assigning each phase
index to a group of 6 bits (assuming L = 8). The receiver generates soft decisions of the address
fields in each antenna branch and a selection is made in favor of the decisions that have the
higher signal strength. The selected address field information is decoded to generate the
destination address information. Once the receiver validates that the MPDU is intended for it
through the destination address, it signals post processing of the stored information to derive the
gain vector estimate and subsequent estimation of the optimal phase index. The optimal phase
index isthen fed back to the transmitter.

ii) Feedback payload: In order to provide alevel of transaction transparency, it is not possible to

include the reply as part of the data payload transmitted by the devices. Furthermore, some
packets contain no data, making this transport in both directions of the link difficult. The
placement that was selected for this data is the service field in the PPDU as shown in Figure
8.18. Bits 4, 5, and 6, which are currently reserved on the IEEE 802.11b specifications, can be

used to signal the correct phase to be used on the transmitter section of the MIMO system.
[ 1 Recommended Change

Locked | Mod. Res. Res. Res. Length

Res. | Res: | Ciocks | Select Bit Ext.

Figure 8.18. EEE 802.11b PLCP PPDU Service Field
iii) Signaling method: While the modifications are limited to the PLCP, the packets that were

selected as the ones that would implement this algorithm were the RTS/CTS packets. The reason

for the selection of these packets is that they signify the beginning of a data exchange between
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two devices, which would require the use of long packets. Once proper phase setting is
identified through these packets, the trailing packets will benefit from the SNR improvement
offered by the MIMO system. The signaling method that is suggested to provide the transparent
implementation of the MIMO agorithm on an IEEE 802.11b device is as follows. Note that
Device 1isthe MIMO “transmitter” and Device 2 isthe MIMO “receiver”.

» Upon creation of RTS packet, modify the synchronization word of the PPDU such that eight separate blocks

of 16 bits are transmitted with a separate phase. (Device 1)

»  Upon receipt of the RTS packet, identify the phase index associated with the highest SNR. (Device 2)

e Create CTS packet with the PPDU service field bits 4 through 6 modified to signal the phase index value.
(Device 2)

¢ Upon receipt of CTS, generate weight vector with feedback phase and apply it on the subsequent data packets.
(Device 1)

» Upon receipt of CTS, generate weight vector with feedback phase and apply it on the subsequent data packets.
Also, for every subsequent packet, modify the PPDU service field bits 4 through 6 to signal the phase index

value that is desired for transmissions from Device 2. (Device 1)

* Upon correct receipt of the next data packet from Device 1, read the triplet in bits 4 through 6 of the service
field of the PLCP PPDU and modify all subsequent acknowledgements to transmit at the corresponding
phase. (Device 2)

8.8 Conclusions

This chapter has studied the common air interface of the third generation W-CDMA standard and
WLAN for implementation of the proposed diversity techniques. The implementations in
WCDMA were discussed for transmit diversity techniques for both flat fading and frequency
selective channels. The existing channel structure of the W-CDMA standard was found to be
adequate to support the proposed schemes. The issues here are the length of pilot bits that act as
the training sequence and the alowable number of bits in the DSCH that act as the source for
accommodating feedback information. The amount of feedback required in the frequency
selective channel case might limit transmit diversity application to low mobility environments.
The physical layer of the WLAN standard allows long pilot sequence but feedback payload is
limited. This implies that the proposed techniques can be feasible if the indoor channel is quasi-
stationary, which is usually the case. The implementation of the proposed MIMO system is such
a standard has been addressed in details.
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Chapter 9
Selective nulling of dominant interferers (SNDI)

This chapter develops an analytical framework for characterizing the average symbol error rate
and outage performance of a smart antenna system in cellular mobile radio environments.
Specifically, the carrier to interference ratio statistics with N remaining (un-cancelled) “weakest”
co-channel interference (CCI) signals from atotal of N, signals are derived given that both the
desired user signal and the CCI signal amplitudes are subjected to Rayleigh, Rice, Nakagami-m
or Nakagami-q fading. Genera expressions for the outage probability and the average symbol
error rate performance of different digital modulation schemes in the presence of CCI signals are
derived. Selected numerical results are presented to demonstrate the utility of the analysis in

assessing the selective interference nulling performance in different fading environments.

9.1 Introduction

Smart antenna operations can be implemented either through adaptive beamforming or adaptive
null steering. In the former approach, a beam is formed by shaping the antenna radiation pattern
such that most of the energy is received from the desired user while steering nulls towards the
co-channel interference (CCl) signals. Whereas in the adaptive null steering technique, the
antenna gain pattern is shaped by placing deep nulls towards the CCI signals without
significantly attenuating the desired user signal. Obviously, the objective of these two strategies
is to improve the received carrier-to-interference ratio (CIR). These methods, however, place
some constraints on the adaptive array with linear array processing algorithmsin that an adaptive
array with D elements can only effectively suppress at most (D-1) CCI signals. Often times,
there may be residua interference signals as the number of CCI sources can be larger than the
number of antenna elements for a practical array system. CCl suppression becomes even more
challenging, as the antenna array needs to be small in size to conform to the form factor of a
present day handset or mobile terminals. While some researchers are actively developing
overloaded array processing algorithms [HICO1l] to cope up with the above problems,
computational complexity of the state-of-art algorithm may <till be prohibitive for handset
applications. In this paper, we study the theoretical performance of cellular radio networks that
deploy an adaptive array to suppress a few dominant CCl signals using a linear array-processing
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algorithm. A mathematical framework is developed for deriving key statistical parameters such
as the probability density function (pdf) and cumulative distribution function (cdf) of CIR aswell
as performance metrics including outage probability and average symbol error rate (ASER) of
different digital modulation schemes.

Related studies on selective nulling of dominant interferers (SNDI) using smart antennas include
[RAN95a], [RAN95Sb], [ALO99], [HASOO0] and [ANNO2]. The capacity of a narrowband TDMA
system in which only the strongest CCl signa is cancelled is simulated in [RAN95a] and
[RAN95D]. In [ALO99] and [HASOOQ], closed form expressions for the outage probability and
average bit error rate of DPSK are derived with the assumption of independent and identically
distributed (i.i.d) Rayleigh faded CCI signals, respectively. In [ALO99], the authors resort to the
knowledge of the pdf of a sum ordered exponential random variables in closed-form [LIK62] in
order to derive the outage probability of cellular mobile radio in interference-limited and
minimum signal power constraint cases. While in [HASO0], they resort to the well-established
result involving the sum of ordered exponential random variables as a linear combination of
unordered exponential random variables [SUH37]-[ARN92]. In [ANNO2], the authors extended
the outage probability analysis in [ALO99] to i.i.d Nakagami-m faded CCI signals. Different
from [ANNO2], the main contribution of this paper is the derivation of generic formulas and
closed-from expressions for the CIR statistics and their utility in the ASER and outage
probability calculations in different fading environments. It is further noted that the analysis
presented in [ANNO2] does not facilitate ASER analysis of different digital modulation schemes.
9.2 CIR statistics

Consider a cellular mobile radio environment where a desired user cell is surrounded by total of
N; co-channel interfering cells in the first tier. Suppose the CCl signals are modeled as i.i.d.
random variables p,, p,,......, Py, » €ach with pdf f(x) and cdf F(x), and the receiver is able to
selectively cancel out a few dominant interferers (i.e.,(N; -N) strongest CCl signals) using an
antenna array with (N, -N+1) elements. As such, the resulting performance will be dictated by
the sum of the remaining N “weakest” CCI signals, viz.,

I =i Pin, (9.0
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where p, denotes the i-th order statistic (obtained by arranging the CCl signal powers in

ascending order of magnitude as p,y < Py, <---.- < Py, )-

Notice that, in contrast to previous studies (JALO99]- [HAS0Q]), both the desired user signal and
the CCI signals can assume any common fading distributions. The only restriction that we
impose here is that the CCl signals need to be i.i.d. for analytica tractability. Let us further
denote the instantaneous received power for the desired user and interfering signals by pq and p;

{i=1,2,..,Ni} with the average values being p, and P, respectively ( p being the same for all the
CCl signals).

Suppose the CIR vy is defined as the ratio of p, /1, service outage occurs when the operating

CIR fals below a specified threshold or a protection ratio q, viz,
P

out

=Pr{y<dq} =Pr{p, —ql <0} . Inthefollowing, we will derive the pdf of CIR by utilizing a

generic expression for themgf ¢ (.) derived in [ANNOZ2].

A. Generic Solution for f, (.)

It is shown in [ANNO1a] that calculating the outage probability of mobile cellular radio systems
with a random number of interfering signals requires only the knowledge of the mgf of | and the
desired user signal. Since a closed-form formula for the mgf of the desired signa is available
when the signal amplitude is subject to flat Rayleigh, Rice, Nakagami-m or Nakagami-q fading
(see Table9.1), it isimperative to derive the mgf of | to compute the statistics of y.
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Table 9.1. pdf and n-th order derivative of the mgf of the signal power, k 0{d, i} [ANNO14]

Channel Model pdf and the n-th order derivative of the mgf of the signal power
fk(x):ﬁiexp[%xj,xzo
Rayleigh T
“)(s) (-p)"n!
K (1+Sr)k)1+n
fk(x):(lJ;_)K")exp{ a gk)X}{ K (1+K) } >0,K, 20
Rician X X
(9= CBLON ), 5 K (1+K,) |
“ (1+K, +spk)l+n 1+K +S;_) = ( 1+K, +p,
_ L (M) e TMX) isom s L
Nakagami-m fk(X)_r(m)(ﬁkj ” exp( Pk J,x_o,m(zz
n) =(_F_)k)n mr(m +n)
#"(s) ()T (m)
_ 1 X b x
fo(x)= ———— |, ~— |, x20 |b|<1
) ﬁle—TfeXp! (1—bK)pJ {(1—bK)pk]X> <
Nakagami-q ¢(n)(S): n! |: ~Px (1+Q<) }n
k 22”\/[1+Sﬁk(1+bk)][1+sr’k(1_bx)] 1+ (1+h)

X

n (2W)![2(n—w)]!l:(l—bK)[1+sﬁk (1+q)]}w
= (w)!(n-w)! | (1+b)[1+sp, (1-b)]

Notice that the computation of the mgf of I, ¢ (.), in [ANNO14] is relatively easy because the

problem reduces to computing the mgf of unordered CCI signals. In our case, we need to

compute the sum of Py, Poy, seeeeee Py, for N <N, , which are not independent. Fortunately,

simple solution for thisis available for the specia case of i.i.d. CCI signals[ANNO02], viz.,

x>

@(5)= N e fer (1 1 ) €% () [ (1) ok,

=N (:' jIe‘SXN [1-F ()] ™ F (G )[H(sX)] dx,

0 (9.2)
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where 0<x <X, <...... < oo, and the marginal mgf for each of the CCl signal powersis defined

y

H(s,y):J'e’sxf(x)dx.

0
In arriving to[(9.2)] we have made use of the integral identity,

XN

SXN-1 4 — 1 —SX "
je f ( je f ( )d)(ldxz...dx,\,_l—m[];e f(x)dx] N =2(9.3)

A proof of using the principle of mathematical induction is provided in the Appendix C1. It
is evident from the second line of [9.2)]that ¢ (s) can be computed easily by evaluating a single

integral point-by-point wise instead of an N-fold nested integral. The net result is a significant
reduction in the computational complexity for ¢ (s), and this is attributed to and to the

availability of a closed-form formula for the marginal mgf of signal power for al common
fading distributions. The closed-form expressions for H (s, x) in different fading environments
are summarized in Appendix C2 for completeness. Furthermore, the cdf F in @ may be
computed directly from the marginal mgf as F (x) =H (0,x).

It will be shown in Section 9.2B that the pdf of I, f,(x), is also needed to facilitate the
derivation CIR statistics. Using [BEU90, eqg. (37)], we obtain the desired pdf as

f, ]2 -jwe’dw

5 o (12m)en{ 227

where | =/-1, the coefficient T is selected sufficiently large such that Pr(x >T) <& and £can

(9.4)

be set arelatively small value.
Before concluding this subsection, we would like to point out that can be evaluated in

closed-form if p,p,,...... , Py, @re i.i.d. exponential or Gamma variates. Assuming that the

amplitudes of the CCl signals are subject to Nakagami-m fading with a positive integer fading
severity index m, it is not difficult to show that reducesto [ANNOZ]:
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T Bl G A T R o

r m) n=0 ] v=0 \ k=0
I'(m+n+k) (9.5)
X m(N-1)-k m +n+k
[s+gj {s(vﬂ) + (N, =N+ +1)}
where the coefficients 4.,.,..) may be computed as
2 B(ik-1c ,
B(zk.c)= i:;ﬂﬁ o (k-t)(c-1)] (i) (9.6)
. 1 a<isb 1
h I = = k,c) = == k,c)=k.A
where, 11, (i) {0 =1=D  p(0.0.0)=8(0k0) =1 Azc) =L, and ALk

closed-form expression for f, (x) can also be obtained from k9.5)by first expanding ¢ (s) using

partial fractions and then performing an inverse Laplace transformation of the resultant terms.

These results are omitted here for brevity. Nevertheless, they are also reported in [ANNO2].

B. Derivation of pdf of CIR, f, ()

In this subsection, we will derive an infinite series as well as closed-form formulas for the pdf of

CIR. Since y=p,/1,itfollowsdirectly that

T 1% u
fy(y)zjxfd(yx) f, (x)dx =—jufd (u) f, (—]du (9.7)
0 y: 0 14
where, f,(.) deontesthe pdf of the desired user signal.
B.1 Generic Solution for f,(.)
Substituting [9.4)|into [9.7)} we obtain
4 —j2my o j2m
f — > Re 9.8
(V)02 M = jcél(wﬂ (98)
nodd
where ¢’ (Ji_’m) :dis @ (s)|_j2m denotes the first-order derivative of the mgf of the desired
y Ty
signal power with respect to s, and then evaluated at (Ji—m) . Closed-form formulas for qﬂsl) )
y

are available for al common fading channel models and they are also summarized in Tablel.
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B.2 Closed-Form Expression for f,(.)
By exploiting the closed-form expressions for f, (x) derived in [ANNO2] while the signals are

i.i.d. exponential or Nakagami-m distributed (positive integer fading index), it is possible to
simplify [9.7)]into a closed-form formula. These results are summarized below:

el ()

£ () :L(N'i""”w[_%]m (,émm)(m_'\‘l} N=1  (9.10)

rm) = Py
_ N (N - ﬂjmm >[N F(m+n+k)
f(r)=- [Nj A(n.N, N’m)[n 2| l)( v )g Alkvm) (v+)™™ (9.11)
x{m(w_ki(—l)r o) [ﬂ]ffk B_(-1) ;éw(m (N =N +v +1)J} 1<N <N
4| — r ’ I

=) (I’) y p (V+ 1) y

A= mN+n-r-1) (=1)""H
m+n+k_1 |:m(N _N)j|"\N+n—r

P\ vl
_(mIN+n—r—1 j (—1)'”('“_1)_k
CoAm(N-D) k-1 T oy o) T

20

To the best of our knowledge, all of the above results are new.

9.3 Outage probability

The outage probability is an important metric in analyzing the performance of cellular mobile
radio systems. The outage probability can be obtained by ssmply computing the cdf of yat a
specified threshold y:

Vin

Pu(N,N) = [ £, (y)dy=F, (1) (9.12)

0

Alternatively, the outage probability can be evaluated as
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P (NN ) =Priy =P <y b= [ £, (py) [ 1, () dyd, (9.13)
0 Py

Z pi:N,
i=1

A. Generic Solution for the Outage Probability

o s _j2mx
Substituting (9.4) into (9.13) and noting that F, (x):%—%Z%Im{m( Jiﬂnje T } we
hodd

obtain a generic infinite series expression for computing the outage probability, viz.,

Pa(NN) O 23 2 [ (“f’mj@(jzmﬂ (9.14)

n=1 T .

nodd

B. Closed-Form Solutions for the Outage Probability

It is also possible to derive a closed-form formula for the probability of outage when the i.i.d
CCI signals are subject to Nakagami-m fading (positive integer fading index). Substituting
(9.10)land |(9.11)]into [(9.12)] we obtain the following expressions:

P (NN Y (Lj N =N (9.15)
() =B g l
N (e r(m+n)m*”11[ mN J [mN J
P (LNy) = N, - Wl o N=t (810)
ut(l' |) r m) ard ﬂ(n lm) N‘mJrn o k! F_JiVm qé P Vi
LN (N )N ) mYy

Fo (N N')_I'—m)[N] 2, AN N'M)(E] (0.17)
N-1 J(N =1\ V=D |'(m+n+k) 917
. _1 k: 1 T, Am+n+k
V:O( ) [ ] = IB( Vm) (V+1)m+n+k

m(Tij A [%j Z:%[_ raT/thjz %Z)(ﬁ?]%hj
. +"‘+z"+k5r( 5 (v+1) ] rz'll(_m (_N| N +V+1)]de2)(m(i\ll ~N +v +1)]

m(N, =N +v+1) ] = 2! P (V+1) W P (V+1) %,

J1<N <N,

It isimportant to note that above expressions are obtained at once (by observation) using identity

o ey o 5

o kI B B
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where integer r >1. In contrast, identical results were obtained in [ANNO2] by exploiting the
fact that F, (.)is of the form 1->" y“e™, and therefore P,, (N, N, )is expressed in terms of the

out

derivatives of ¢, (s) through the use of the Laplace derivative formula

[y o= Lla(] =4 ¢'(a)

s=a

As a sanity check, the accuracies of the derivations for |(9.15)[(9.16)|(9.17) |have been verified
with and the results are in perfect agreement.

9.4 ASER Analysis
In this section we develop the analytical expressions for computing the ASER of cellular radio
systems equipped with smart antennas (to suppress a few dominant interferers). In general, the

ASER of a digital modulation scheme in wireless channels can be evaluated by averaging its

conditional error probability PS( y) (i.e., performance in AWGN channel) over the pdf of fy(.),

viz.,

R=[R( T (ndy (9.18)

Now, substituting [(9.8)|into (9.18)| we obtain

N —j2m j2m
g (3] o

Further simplifications of for the most general fading environments do not appear

possible. However, when P,()) takes the form of Ae™ (A and B are scalars) and the desired
user signal is subject to Rayleigh or Nakagami-m faded, can be simplified as:

_ —2Ar(m, +1) Zw 1 (—jZnnj j27mBp,

P =" - _I U )Ol 9'20

® m a'n m{qg T m Tm (9:20)
d

Besides routine mathematical manipulations, we have aso made use of the identity

0 X 01 |
J‘epxq F(q) [q q+1-v; j[ABR?O] to arive at Q where U(ab,z) is the
O 1+ax a’

confluent hypergeometric function defines as U (a,b, ~2t27 (141)° " dt . This special

149



function can be evaluated efficiently using the generalized hypergeometric function as

U(ab,z)=27,F(al+a-b;;-1/z) or via its finite range integral representation as

3
U(ab,z)= 2 je’zrng(tan@)za_l(secé?)z(b_a)d¢9.
0

Moreover, when both the desired user and the CCI signals are subject to Rayleigh or Nakagami-

m fading (positive integer my and real my = 0.5), it is possible to derive a closed-form formulafor

the mgf of y by taking the Laplace transformation of (9.9)] (9.10)|or [9.11)|and using identity

[ABR70, (13.2.5)]. The resulting expressions are summarized below:

_r(md+mN|) ( mysj _
=" 10y m,1-mN,, L2 | N =N, 9.21
S s TN My 1mmN, (9.21)
_ N OO B(N, —Lm) M) =
q)y(s)—l_—m) 2, e r(my+m+nU| m,1-m -n——= m , N =1(9.22)
—L N, (N =N)(m -2) _ m M N N =1\ ¥m-D (m+n+k)
0=l % A nm) B Sy (NS aum) )
WA (B 0 (mar T
3 W(m?)’r(m" r)U(m,,l r,EsJ (9.23)
x +m+n+k B (I—Dd)' .\ ( ~ m(N|_N +v+1)f/ ] ,I<N <N,
= M) (m (N, -N+v+1)p im o] mator m (1)
")
where 17:@
P

It is interesting to note that the above expressions can be used for ASER analysis of a broad
range of digital modulation schemes using the mgf approach [SIM98]- [ANNO1b]. For example,

the ASER performance of coherent M-ary PSK modulation scheme in conjunction of a SNDI

5=l j (Sn %)J (9.22)

receiver is given by

sin’ @
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It is also straightforward to extend this to other binary and M-ary modulation schemes. They are
omitted here for brevity. It is also validated that the ASER curves generated using

and are in good agreement.

9.5 Computational Results

In this section, selected numerical results are presented to highlight the benefits of SNDI in
cellular mobile radio systems. These results include a study on the dependence of CIR statistics
on N and fading distributions as well as the assessment of outage probability and ASER of digital
modulation schemes in the presence of CCI signals. Throughout this section we have assumed
that the total number of CCl signals from the first tier is Ny = 6. Clearly the use of cell

sectorization will reduce N;; for example, with 120° sectorization, N; becomes 2.
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Figure 9.1. Statistics of CIR for different values of N (&) pdf plots, (b) cdf plots.
A family of curvesfor the pdf and cdf of ywith N as a parameter is plotted in Figures 9.1 (a) and
1(b), respectively. Figure 9.1(a) reveals that with an increase in number of antenna el ements (or
a corresponding decrease in N), the pdf curves become less skewed and flatter, which translates
into an improvement in the mean CIR value. Figure 9.1(b) depicts the benefits of SNDI in the

outage probability performance. Itis clear that the outage probability F, ( Vm) drops significantly

as more dominant interferers are suppressed.
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Figure 9.2. Plots of ASER for coherent BPSK signal for N =2, 4 and 6; my =2 and m{ {1,2}.
Figure 9.2 shows the ASER plots for a coherent BPSK case for N= 2, 4, and 6 with my =2 and m
[({1,2}. Two important observations can be made from the plots: (a) substantial performance
gain can be achieved with nulling of dominant CCI signals; and (b) the influence of CCI fading
index on the system performance becomes more prominent when more interferers are cancelled.
For example, at ASER =107, the gain achieved is at least 8 dB when four out of six interferers
are cancelled. Even canceling out two interferers (N = 4) provides about 3 dB gain over the no-
cancellation scenario. The effect of m on the ASER performance becomes more prominent with
decreasing N as can be seen from the larger spread between the curves corresponding to different
fading indices. This in turn suggests that the fading distributions do influence the ASER
performance of a cellular mobile radio system equipped with smart antenna. When the CCI
signals are subject to Rayleigh fading (m = 1), the ASER performance with SNDI is the most
improved compared to the other values of m. This is expected, since higher values of my are
associated with less severe fading on the CCI signals and the net result being a more adverse

interference on the desired signal.
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Figure 9.3. Plots of ASER for QPSK signal for N =1to 6; my=2 and m {1,2}.
Figure 9.3 demonstrates the ASER performance for QPSK (M-ary constellation) modulation in a
Nakagami-m channel with my = 2 and my [0{ 1,2} for different values of N. The trends observed

in Fig. 2 are a'so apparent in this figure.

ASER for DPSK Modulation

10°

y (B)
Figure 9.4. ASER performance plots for DPSK modulation for different N, O {6,2}, m [0 {1,3}
Figure 9.4 shows a family of ASER curves for DPSK modulation assuming Nakagami-m faded
desired user and CCI signals. The fading indices for the desired user and the CCI signals are
chosen as my =2 and my [0{ 1,3} . The benefits of SNDI are evident even when the dominant CCl
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signal (at any given instant) is cancelled (N;= 6, N=5) compared to a system where a CCI signal
is cancelled in random (N, = 5, N=5). The benefits become more prominent as more dominant
interferers are suppressed (N, = 6, N= 2) compared to arbitrarily canceling the CCl signals (N, =
2, N=2). However, the relative improvement (i.e., discrepancy between these curves) diminishes

asthe fading index m gets larger.

In Section 9.3, we have derived analytical expressions for computing the probability of outage by
assuming that all of the co-channel interferers N, are active all the time, and thereforeL = N, is
fixed, where L denotes the number of active CCl signals. In practice, however, not all the CCl
signals will be active at any given time. Thisis particularly true if the offered traffic load in the
co-channel cells is not heavy or when a discontinuous transmission scheme is implemented to
improve the spectral efficiency. Outage calculation in these situations can be shown to be

[STU96],
L=D

NN L ER
R)ut:Z(L'jBN{l—BMJ P,(L-D+LL) (9.25)

where D denotes the number of antenna elements and N is different frequency voice channels

with blocking probability B.

Outage probebility

Normalized J/ (dB)

Figure 9.5(a). Outage probability plots with J7/ Vi, for random number of CCI signals. Desired user Rician
distributed with K4 =0, interferers Nakagami-m with m = 2.
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Figure 9.5(b). Outage probability plots with 7/ W, for random number of CCl signals. Desired user Rician
distributed with Ky = 5, interferers Nakagami-m with m = 2.

Using (9.15)H(9.17)]and (9.25)| a family of curvesis plotted in Figs. 5 (a) and (b) that show the
effect of blocking probability on the outage probability performance. We have assumed that the
desired signal amplitude is Rayleigh (K4 = 0) or Rician (K4 = 5) faded and the CCI signals are
Nakagami-m faded with my = 2. The impact of B is negligible when the system is interference

limited and its effect becomes more prominent as more dominant interferers are suppressed.
However the spread between the different blocking probability curves tend to be relatively

insensitive to the fading parameter of the desired user.
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Figure 9.6. Plots of outage probability vs. spectral efficiency for different values of N and m.
Figure 9.6 shows the effect of spectral efficiency on the outage probability of a cellular system
employing SNDI. Spectra efficiency is of primary concern to cellular system planners, and is
measured in terms of the spatial traffic density per unit bandwidth. In a cellular system with a
uniform deployment of hexagonal cells, the spectral efficiency is given by [PRA98]

_G Erlang/MHz/km? (9.26)

T NweA,

where G is defined as the offered traffic per cell, N corresponds to the number of channels per
cell, W is the bandwidth per channel (MHz), C denotes the cluster size and A IS the area per

cell (km?). Using geometric arguments, we can show that Ay =3J3R?/2 and the co-channel

reuse factor R is related to the cluster sizeCas R, =D/R =+/3C for aregular hexagonal cell
deployment while R is the distance from the center to the corner of acell (i.e., cell radius) and D
denotes the co-channel reuse distance (distance between the centers of the nearest neighboring
co-channel cells). Considering a two-slope path loss model, [PRA98] has shown that p, /B, in

the worst-case scenario (in which the desired user is near the edge of its cell and the interfering

users are on the cell edges closest to the desired user cell) is given by

EZ(D—RT(“(D ‘R)/gjb -(R _1)3[9/R+—Rf_1jb (9.27)

o) R 1+R/g g/R+1
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wherea andb are the path loss exponents, and parameter g denotes the breakpoint range
(typically, in the range of 150-300 meters). Substituting [(9.27)| into [(9.15)l{(9.17)|and using the
definition of spectral efficiency in we can study the outage probability as a function of the
reuse distance and spectral efficiency, respectively. Figure 9.6 shows the variation of outage

probability with spectral efficiency with Kg = 3.5 and my [0{1,2}. The improvement in spectral
efficiency is apparent as the strongest CCI signals are suppressed and the effect of my on the

curves follows the trend observed in the earlier figures.

ge Probability

Outa

Reuse factor, Rf

Figure 9.7. Plots of outage probability vs. reuse distance for different values of N, m with Ky =5.
Figure 9.7 presents outage probability curves as a function of reuse distance when the desired

user is Rician distributed with Kg = 5 and the CCI signals are Nakagami-m distributed my [0{ 1,3} .
The plots show that reuse distance decreases as more interferers are cancelled, i.e., as N
decreases. The benefits of reducing the reuse distance is significantly impacted by the fading

index of CCI signals m.

9.6 Conclusions

In this chapter, a mathematical framework for studying the performance of a smart antenna
system is outlined that employs selective nulling of dominant CCI signals in a mobile radio
environment. Generic formulas for computing the outage probability and the average symbol
error rate are also derived. For the special case of Rayleigh and Nakagami-m fading, severa new

closed-form formulas are derived. Numerical results show that the fading distributions of CCI
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signals can play a significant role in the performance assessment of a cellular radio system
equipped with a SNDI receiver, especialy as more interferers are suppressed. This observation
contrasts the general assumption that the outage performance is insensitive to fading distributions
of the CCIl signals, and emphasizes the need to model both the desired user signal and CCI

signals accurately for reliable performance prediction.
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Chapter 10
Conclusions

This chapter provides a summary of the research contributions and accomplishments as
presented in this dissertation. Section 10.1 touches upon the key aspects of different chapters
and summarizes the contents in succeeding paragraphs. Section 10.2 discusses possible future

work.

10.1 Review of the dissertation

Closed-loop transmit diversity techniques have been developed for both flat fading and
frequency selective channels. The techniques were developed to provide fast convergence and
simplicity in operation and implementation. The proposed techniques for flat fading channel are
classified into two groups: EGT and MRT. For EGT category, the feedback information is either
phase index or phase value and with quantization, the amount of feedback is expected to be small
compared to the amount of information. For MRT, the amount of feedback is usually a complex
weight vector the size of which depends on the number of antenna elements. The EGT
techniques provide substantial improvement over a single antenna system, and the bisection
method among the EGT category provided the best performance both in terms of convergence
and SNR, coming almost within a dB of the optima value (ideal MRT). The supervised LS
technique among the MRT provides the best performance and almost achieves the performance
from an ideal MRT technique. The EGT techniques offer the advantage of having fast
convergence and requiring small feedback compared to the MRT techniques, except for the LS
technique. Implementation issues that include quantization, latency and reverse channel
impairment (feedback error) have been addressed. For a W-CDMA signa structure, the LS
technique has been shown to be quite robust to channel dynamics for an indoor channel.
Relatively coarse quantization (to accommodate feedback information) has been found to have

small impact on the SNR performance of the LS technique.
Large signal strength fluctuation may occur during training period from weight perturbation and

this may cause the signal fall close to the receiver noise floor. One suggestion to overcome this

problem is to transmit at higher power during the training period for proper detection and
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estimation of the optimal weight vector and then reduce the transmit power to normal level

during information transmission with the optimal weight vector.

For a frequency selective channel, optimal solution was derived in frequency domain for signals
with excess bandwidth. Optimal and sub-optimal solutions were derived to maximize DSNR and
a lower bound was derived for the minimum MSE case. All these solutions were expressed in
terms of channel parameters. For example, the analysis shows that the optimal solution reduces
to aMRC solution when the channel becomes frequency non-selective. Analysis was carried out
in discrete time to come up with finite length filters that optimize the SINR performance.
Several sub-optimal structures were proposed and they all performed better than a single antenna
system. Simulation studies show that spatia processing at the transmitter and temporal
processing at the receiver (structure 3) may provide a good compromise between performance
and feedback bandwidth. Perfect channel knowledge was assumed at the receiver. The amount
of feedback required to track a dynamic wireless channel may restrict the use of these techniques

to low mobility or fixed point-to-point applications.

Several vector channel propagation measurements, mostly indoor, were made to assess transmit
diversity at the SWT. Goals of these measurements include: i) showing channel reciprocity at
the SWT, ii) determining the effect of antenna spacing on signal correlation, and iii)
understanding wideband diversity. Measurements show that there is a strong reciprocal behavior
between the transmitter and receiver implying that the performance of a transmit diversity
system can be inferred from an existing receive diversity system. The study of inter-element
spacing variation and its effect on diversity performance was done on the receive side. Low
measured values of correlation coefficients indicate that the elements can be tightly spaced at the
SWT without significantly hurting diversity performance. This is a promising result for
implementing a smart antenna at the SWT. Wideband channel measurements spanning a
bandwidth of 10 MHz showed that an indoor channel does not exhibit frequency selectivity and
the coherence bandwidth was found to be about 10 MHz. Outdoor-to-indoor measurements
showed that the coherence bandwidth is between 0.5 MHz and 1 MHZ. A direct measurement of

narrowband transmit diversity was carried out for a two-element array at the handset.
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Orientation of the transmitter with respect to the receiver was found to have impact on the

diversity performance and this was explained in terms of antenna pattern distortion.

Results of hardware-based experiments of transmit diversity were presented in this report. For
wideband experiments, a transmitter array testbed was designed to provide a signal bandwidth of
5 MHz to make the system comparable to the W-CDMA standard. The wideband measurements
demonstrated that a statistical diversity gain in excess of 10 dB is possible for a slow fading,
NLOS indoor channel.

MIMO structures were developed as an extension to the proposed diversity techniques for flat
fading and frequency-sel ective channel. The reduced complexity structure for flat fading channel
offered simplicity in implementation and significant performance gain.

The implementation of the proposed transmit diversity techniques in the next generation W-
CDMA standard and WLAN IEEE802.1b was presented. The existing physical layer of W-
CDMA standard was found to be adequate to support the proposed schemes. The issues here are
the sufficient length of pilot bits for use as a training sequence and the needed number of bitsin

the DSCH that act as the source for accommodating feedback information.

The SNDI approach promises performance improvement for a SWT operating in an interference-
limited environment. Results indicate often the nulling of one or two dominant interferers in

enough to improve the performance.

10.2 Future work
The research presented in this dissertation can be extended to include the following:
1. Designing diversity algorithms in a multi-user ad-hoc networks.
2. Studying the impact of channel coding on the performance of the proposed algorithms.
3. Studying the impact of transmit beamforming in an IEEE802.11 system regarding user
isolation and throughput enhancement.
4. Studying the physical layer of future high-data rate communications systems (e.g., 4G or
Hiperlan) for implementing smart antenna.
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5. Theimpact of the proposed scheme on the MAC layer performance.
6. Using the SDR-3000 testbed to perform wideband MIMO measurements and analyze the
data to generate channel models and post-process it with proposed algorithms.
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Appendix
Appendix Al: Optimal LS Solution

The problem statement given in equation (2.2) is a constrained optimization problem. Utilizing
the method of LaGrange's multipliers converts the constrained optimization problem into an

unconstrained optimization problem with cost function
L(w,A)=w"a"aw +A(-w"w +1) . (A1-1)
Taking the gradient with respect to w" and A results in the following set of equations:
0 ,l= a'aw Aw= 0
v (A1-2)
O,l=- w'w E 0.

The second equation results in the expression for power constraint. However, the first equation is
recognized as an eigenvalue problem:

a‘aw = Aw

(A1-3)
Aw = Aw

Thus, (A1-3) is maximized for the largest eigenvalue A of the matrix A. The vector w is the

eigenvector corresponding to A. In the following, the detailed solution for a two-element array is

given; the extension to any arbitrary number of antennas s straightforward.
2 *

& aa,

* | |2 '

SH

The eigenvalues of A can be found by solving the following characteristic polynomial
det(A-A1) =A (2 ~(|a +Jaf))
A =0 (A1-5)
2 =[al +laf"

Eventually, the corresponding eigenvector can be found from

(Al1-4)

& aa,

! - lw=0 (A1-6)
aa, -|a

(A—)II)W =0 >

where now A is a matrix of rank one and therefore singular. The solution for this class of

matrices is known to be simply the Hermitian of a.

W, =a. (A1-7)

opt
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It can be shown that this choice of optimal weight solves the eigenvalue problem. (A1-7) can be
substituted into (A1-6) to generate

o aa,
az, -[af

The expression in (A1-8) is expanded to show that it indeed solves the eigenvalue problem:

Aw__ =

opt

{ai} : (A1-8)
&

(fauf)ai +aiJa" =0

2. 2\ (A1-9)
& & +(af)a; =0.

Due to the power constraint, the optimum weight vector still needs to be scaled by the 2-norm of

the channel. Thus, the final solution for the optimum weigh vector is

Wont = m . (Al-lO)

Appendix A2: Vector Channel Estimation by LS Technique
With reference to Figure 2.1, the output observed over a period of N symbolsis
[yl y2 ...... yN] :[ aWﬁ_ awzsz ...... aWNSN] -|-[ /71 /72 ...... ,7N] . (AZ-]_)

Here a is arow vector of size M, the number of antenna elements, and w is a column vector of

the same size. This can be written in acompact form as
y=aWS+[7, 17,17, (A2-2)
where yis the vector containing all yx and the noise samples, W is a MxN matrix and S is an

NxN diagonal matrix comprising of the individual s.. The problem of LS channel identification
can be expressed as

min[[y -awsf. (A2-3)

For the ease of implementation, it is assumed that the input signal is BPSK-modulated and
therefore has a finite alphabet structure, that is, s O{% 1} . Exploiting this property, formula

(A2-3) can be rearranged as
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2

i h —aW A2-4
rr:lsn [s1 sN] o o- a ( )
0 0 vy, )
or as
[y, 0 o
0.
0 0.
' ) A2-5
min [ss, | --ay] 00y, ( )
- _W 2
Interchanging the row and column vector leads to
s T
min [Y|—W:|;1N . (A2-6)
LA I,

Defining the concatenated matrix as A and the column vector as x, the expression above can be

written as
min | Ax]; (A2-7)
The LS problem formulation with respect to a is
a= ayg mianf{ —aWHi : (A2-8)
Formulating the cost function resultsin
J= (sf{ —aW) (s\? —aW)H
=(s§~{—aW)(S~{HsH —WHaH) (A2-9)
=sYY"s" —sYW"a" —awy"s" +taww"a".

Taking the gradient of formula (A2-9) with respect to a" leads to
0,3k~ sYW™ aWW"= 0. (A2-10)

Eventually the solution for a can be found with
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a= sYW" (Ww")", (A2-11)
The inverse exists (because the weight vectors are dithered with random variations). Thus, if s

and W are known and Y is available from observations, then the channel can be estimated. The
knowledge of s can be established by transmitting a known training sequence. If s is unknown to

the receiver, then the channel estimation can be modified to incorporate symbol estimation as
well.
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Appendix B1: Optimal Solution for DSNR

Let the transmit filters and channel filters be defined as vectors as
f C(f
g(f){Gl( )}; c(f)= At( ) . (B1-1)
Gz(f) Cz(f)

The problem now becomes to minimize the reciprocal of SNR defined as

a1,
Tsf;_;’W T o (B1-2)
1 n
) Hlf+_—
with respect to g(f) subject to the power constraint written in terms of vector notation as
1
1% ?
T jlz (f+—j (F)df =P, (B1-3)
o

These equations indicate that the optimal choice for g(f) will be a vector that is aligned with ¢(f)
so that H(f) is maximized for al f. The form for g(f) can be expressed as g(f)= p(f)c(f) where

p(f) is a positive scalar weighting function of frequency. The minimization problem now can be
written as

T.oW T df
P d? ! n n )’
D Pz(f +J c(f +TJ (B1-4)
1
27Ts 2
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I PR —
v(i d? * n n
_ZTsZa(f T Jv(f T (B1-5)

Let k be the smallest integer greater than or equal to (WTs1)/2, and let the following k-
dimensional vectors be defined as

X(f):Mf _TLJ """ v(f) V[H%j ...... V[f +%HH

(B1-6)
1
A(f)=lal f —|------ alf) al f+=1------ al f+—
= it o )
With this change in notation, the minimization problem reduces to
1
min T.oW zf
«nd® ZA
e (B1-7)

st. o, (f)|x(f)] df =P,

ER
T

N
Bl

From the properties of 1-norm, the optima x(f) will have the form
x(f)=2z(f)[0-- 01 0 0" where z(f) is a positive scalar weighting function of

frequency and the “1” occurs in the ith position where i is a function of frequency expressed as
i(f)=arg max a f+2 |, Now let a(f)= max a t +™L | The minimization problem takes
nf kK] TS n kK] '|'S

theform
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o, (B1-8)

The constrained optimization problem stated above can be transformed into an unconstrained

problem through the use of Lagrange’s multiplier as
Jﬁhkb,(f)z(f)df (B1-9)

where A is the Lagrange multiplier that is chosen to satisfy the power constraint. Using the

calculus of variations, the optimal z(f) can be found as the one that satisfies

—————~+tAP, () =0. B1-10
ZOEOM e
This provides with the optimal z(f) as
)= 1 (B1-11)
JA®, (t)a(f)
The multiplier A can be solved from the power constraint equation as
L 2
1=l j (g | (B1-12)
PT. %\ a(f)
With the value of optimum z(f) and A, the minimization process yields
. oAWT? = 1
o {-[z(f)é(f) J de{f J
kS (B1-13)
Y2, 2
oW/ ¢ o, (f)/a%df

2 2

(D:l(f +_Pj

The optimum DSNR can be found by simply inverting this expression.

+%22(f +_?j
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Appendix B2: Sub-optimal Solution for Sub-opt,
Let

X = 1 T(D'(f)df. (B2-1)

Then the optimization problem becomes

2
max —2|a'l+a'2|2
o

@ .a; (B2-2)
st. |aof" % +|a,| X =1.

Following the guidelines asin Appendix B1, this optimization problem can be solved to yield the

sub-optimal SNR.

Appendix B3: Sub-optimal Solution for Sub-opt
Let the following definitions hold (asin Appendix B1):
f C (f
g(f):|:Gl( )}; c(f)= f*( ) . (B3-1)
G,(f) C.(f)
The optimization problem in this case can be stated as to maximize the DSNR subject to the

following constraints:

I
—~
-+
~
1
(<]
—~
—h
~
)]
—~
—h
~
1
Q

(B3-2)

av*

e (f)] @, (f)df =P

s
— =~

=~

=M

Plugging the expression for H(f) in the expression for DSNR (B1-2 ), one can show that the
2
DSNR istightly upper-bounded by %|a|2 (with equality holding when WTsis an integer). This

value is maximized when g(f) is aligned with c(f) (asin appendix B1) so that the following form
holds for g(f):

o(f)=a-<1) (B3-3)
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This expression for g(f) can be substituted in (B1-3) and the resulting expression can be solved
for a. Thisfollows the same guidelines asin Appendix B1to solve for A and for optimum SNR.

After solving for a, the corresponding expression can be found.

Appendix B4: Lower Bound on MMSE Solution

The proof for this section is analogous to the proof in Appendix B1. Assuming the same

definitions as in Appendix B1, the problem can be stated as

(f)df

s f
min ToW|T [ o Ja(1)+T.oW
m (B4-1)

P,
(

St.

- @ (f)

AP, (f f)df |- B4-2
W | L e a4 (1) (842
where A has the same interpretation. By invoking the calculus of variations, one can show that

the optimal z(f) satisfies

(B4-3a)

(B4-3b)

Solving for A gives

(B4-4)
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Solving for z(f) and substituting in (B4-2) yields the desired lower bound for the MMSE. Thisis
alower bound, not an exact expression for the MM SE, because the solution for z(f) in the above

expression may not be non-negative asis required in the definition.

Appendix B5: Evaluation from CT Model to DT Model

Proposition 1

Lety, = y(kj-

W
Then y(t) =)y, sincnvv(t —%j :
Proof

The channel output y(t) can be written asy(t) = > 1,h(t -kT) where the equivalent channel h(t) is

sampled at arate of T*. The band-limited nature of g(t) imposes band-limited characteristics on
h(t). Thisimplies that

w
H(f)=0, |f]>—.
2

With h(t) being band-limited to W, its impulse response can be described as

h(t) =Zthinan(t—%j where h = h(%) Now the expression for h(t) can be substituted in

k

the expression for y(t) toyield y(t)=> > 1,h Smcnw(t - kﬁ\:\: nj '
k n

Now y(t) can be sampled at arate of Wto generate the samplesy; as
y; = > > 1h sinerr(j —km-n)
k n
= Zlkhrkm

It can be shown that y(t) can be reconstructed from these samples as shown below:
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W
. j
:ZK:ZIKh]manMN(t—wj
km+n
= I.h sncrwW| t -
ZK:Z h sinc ( W )
= y(t).

Y, =2 sincnvv(t —l)
]

Proposition 2

Channel output yi is given by the system shown in Figure B5.1

I, — Tm » Oy > ék — Y,

Figure B5.1: The Discrete Time Output y at the Receiver.
Proof

The system is shown in Figure B5.1. The pulse shaping filter g(t) and the channel can be

combined into asingle filter h(t) by using convolution operation. h(t) can be further expanded as
(1) = [o(r) g, sinomw (t - r-kT.)dr
=0, [c(r)sncmw (1 - r-KT ) dr
=i9ké(t -kT).
Then h(t) can be sampled at arate of Wto yield
h, :Zk:gkéj_k =g, [E,.
Now let up-sampling be defined as
I, if

STy = m
0 : ese

is an integer

Thisimplies Ix= skm. Now the sampled version of y(t) can be expressed as
yJ = z I khl*km
=28

= > sh

n j-n*
n
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It can be seen from the expression above that y, is a convolution of the sequences s and the filter
h,. Thusit follows that

y,=s,0h=s0Og0C¢C .

Proposition 3

The receiver noiseis expressed as

n(t):zk:nksincnw(t—ij.

w

Proof

Let the following expression hold true:

A(t) =Zk:nksincnvv(t—%j

One can show from [PRO95] that n(t) and fi(t) are equal in the mean square sense. Since both
of them belong to Gaussian distribution, equality in the mean sguare sense implies exact

equality.

Proposition 4

Thereceived signal is given by
k
t) = incaw| t-— |.
r(t) Zk:rksmc ( W)

Proof
The propositions presented previously can be invoked to show that the expression above istrue.

Proposition 5

The estimated symbol 1, is given as shown in Figure B5.2

Y

h— d,

Figure B5.2: System for Down-sampling and Estimating Transmitted Symbol.
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Proof

It can be seen that a(t) is given by

a(t) :Ir(r) p(t-r)dr.

If a(t) is sampled, then the sampled values can be expressed as

a,=a(krt) =[r(7) p(kT -7)dr .
The expression above can be expanded as follows:

a, :_[r (7) p(KT -7)dr
:J' p (KT —T)ZrnsinCﬂVV(r—l)d T
n w
:Zl’nj p(kT —r)sinan(r—i)dr
o w
=Zrnﬁ(kT—£).
n W
Here p(t)isthe band-limited version of p(t) and is obtained by smoothing the original p(t) with a
sinc function of appropriate bandwidth. In other words,

p(t) =_[ p(t)sincaw (t - 7)dz

=

1 .
o =— | P(f)e*"df.
— ] (1)

n |z —w

With this, ax is expressed by

a=yrp,.,

where p, = f;(i).

w

Thuswe havethat Ik is given by Figure B5.3 or equivalently, in Figure B5.4.

r—>» ﬁk D{ ...... , fj_l’ po’ ﬁl’ ..... } 4>.ak—> & D{ ...... ,€.,1,6),6, } -

Figure B5.3 Discrete Time Filter at the Receiver.
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Equivalent discrete timefilter, d,

Figure B5.4 Equivalent Discrete Time Filter

Derivation of Discrete Time Model for the Channel

L et the continuous time description of a multipath channel be given as
M
c(t)=> ad(t-t).
i=1
Then
c(t) = Jc(r)sincnw(t -7)dr

=é:aijd(r—ti)§ncnw(t ~2)dr

=§:ai sinczw (t -t,).

Therefore in the discrete time model, the sampled channel gains become

¢, =iai sincw (k-Wt, ) .
In the specia case that the multipath delays t; are some multiple of the sampling time (1/W),
ti=yi/W where the ) is an integer and O<y, <y, <. <y, . In this case, the sampled channel

gains can be written as

¢, =iaisincnw(k—Wti)

= Zaié'k_yi.

Thus given a continuous time model for a multipath channel, the discrete time model can be

derived with the proper sampling rate as given by expressions for ¢, .

Appendix B6: DSNR for a Finite Length Receive Filter
The orthogonal projection of xo onto X defined as a vector a can be expressed as [DAY 00]
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a=X(XX)" Xx,. (B6-1)

The inverse exists, as X is a full rank matrix. The expression for b can be written as the
component of xq orthogonal to X:

b=x,-a =[I —(XEX)’IX‘]}X0 : (B6-2)
Now go can be written as
q,=xb=x [1-(x%)"X [x,. (B6-3)
The square of thenormof b is
bb=x [1 -x(x'x)" X }[1 -x(x x)"x ]xo

(B6-4)

0

=x [I —2x(xx) X’ +x(X'x)" X :|x

X [I —X(XEX)_lXD]x

The SNR can now be written as

d’|q|
E[Iv[]

_ d’ x*obbjxo

NR =

2

g’ bd

:d_z(x: [I—(XEX)*XD}XD)(X: [1 -(xx)"x :|x0)
o’ (x‘u [1 -(xx)” XDJXO)
:d—zx*o [I —(XEX)_lXD}xo.

ag

(B6-5)

Appendix B7: Sub-optimal SINR Solution for Structure 1
The optimization problem described in (4.27) is repeated here:

g"popo g
ToXg (B7-1)

st. glg=T

max

where the matrix X is given by (4.28). Let USU" be the singular value decomposition of X.

Defining the vector gwith g = ¥"?U"g and expressing g in terms of gleadsto
u" )‘1 s U2 =z

=gUs"%

g (B7-2)
éH
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Substituting (B7-2) into (B7-1) changes the problem formulation to

-1/2~

~H s -1/2yTH H
max g X U A[;OPO UX g
g'g (B7-3)

st. g"xlg=T.

By defining a vector y" asy" =p{'UL™? the problem in Equation (B7-3) becomes an

eigenvalue problem

g"yy"g
g
st. g'zg=T.

max (B7-4)

Clearly the maximum of (B7-4) is reached if vector y" is digned with g. Thus the optimal

solution for g hasthe form
g =kz™?U"p, (B7-5)

where the scalar constant k is used to meet the power constraint. The scalar k is determined by
substituting Equation (B7-5) into the formulation for the power constraint in formula (B7-3):
2 _ T
pg‘ UE_ZUHPO (B7-6)
JT

|u="u"p],

Incorporating (B7-6) and (B7-5) into (B7-2) givesthe optimal vector gop:

. E—l/ZUHpo
”UE_lUHpo“z (B7-7)

T Uz U"p, T Xp, .

T oz N

Substituting the vector gy into the original problem formulation stated in Equation (B7-1)
eventually gives the SINR for the optimum filters used:

SNR = goHpti_[l)opoH Sopt - T “X_]poui (ZPOHX_JPOPOH X_lpo)
(e

_ poH X_]popg X_]po —pHX-
- [wp— =Po ]po-
po X lpo
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Appendix B8: Sub-optimal SINR Solution for Structure 3
Let the weight vector be denoted by wy at any given time instant k. Then from Figure 4.8, the
weight vector and the channel vector can be composed into a composite channel. Then with this
given composite channel, the receive filter can be designed to provide optimum SNR
improvement at the output of the receiver. The overall channel can be expressed as
h =wg” 0+ we?0d,
=w . d.cl, +w, > d.g, (B8-1)
= (wel, +we?)d,.
Proceeding as in the previous derivations, hy can be written as
h =p;d (B8-2)

where the vectors px and d are defined appropriately. The expression for SNR or the cost
function in this case becomes

____ d"ppgd (B8-3)
wo d"y ppld+oidid

k#0

J(d) = NR(d)

Now the optimization problem can be defined as

_ d"pp,d
mdax ‘J(d)_ H HO 5 2 1H
d") ppid+o’dd (B8-4)

P
st. ) =1.

This optimization problem is similar to the problem described and solved in Appendix B7. The

solution to this problem can thus be written as

-1
_ {ZPkPkH "“721} Po (B8-5)

k#0

-1 "
{Zpkpﬁ' + JZI} Po

k#0
2

opt —

After solving for optimal d, optimization is carried out for the weight vector. The receive filter
now can be merged with the channel to form the composite channel. The overall channel gain at
time k can be written as
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h =we Od,+ wa?0d,
= 1ctHg +chi'Hg
o[£ =

12 cing
= quk.
In the above expression, different vectors are defined as

e?={c%} for1=-L,,0,.L

{W; } (B8-7)

2

As before, the optimum SNR can be expressed as
re N
2N+ |dd

kz0 k#0

_ whaeqw
W' qq'w+o%d"d’

k#0

(B8-8)

Now the SNR or the cost function can be written as (norm of d set to unity)
H H
I(w)=— % ALW (B8-9)

wh [z q4 + Uzl} w

kz0

The optimization problem for the weight vector can be expressed as

Ho  H
W qoq, W

max J(w)=
" wh [quq:' +0'ZI:|W (B8-10)

k#0

2
st. | w], =1.
The optimization problem with respect to the weight vector has the same form for the problem

with respect to the receive filter. The optimal solution in this case can be written directly as

kz0

-1 N
{quqf +021} qo

k#0
2

[quq? +UZI} % (B8-11)

w opt
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Appendix C1: Proof of equation (3) in Chapter 9
In this appendix, a proof for the identity using the principles of mathematical induction is
provided.

Define I (s,%,) as
Iy (S’ XN) = JN e f (XN—l) """ J.e_Sle (Xl)dx'l”'dXN—l’ N=2 (C1)
0

We will prove that the above multivariate nested integral can be transformed into a power of a

univariate integral, viz.,

(H(sx))" N=22 (C2)

where H (s, x) :J'e‘s/f (y)dyisthe marginal mgf of aCCl signal power.
0

Let N= 2 in[C.1)]and we obtain

1,(s,%)=H(sx,) (C.3)
implying that [[C.2)]holds for N=2.
Assume that [(C.2)| holds for N= D-1. Thisimplies that

(H(s:%04)) " (C.4)

o (S %4) = (D-2)!

Using the definition of @and the assumption of |(_C_.£L)l we can write | (s, xD) as

H (s, %) o
: (D—2)!:| d

Xp-1 (C.5)

Ip (S' XD) = j e (x,.,)
0

Since

5 H (s %5.,) =€ f (x,,)dX,_, wecan simplify@into
XD 1

I (5% ) = 1 .[H (s, xD):|D_1 (C.6)

using the integral identity

jj[g(x)]” [ig(x)} dx = [f (b):|'1+ —[f (a)]”+ o
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Equation is identical to implying that holds for N=D. Therefore, by
mathematical induction,holdsfor arbitrary integer N > 2.

Appendix C2: Summary of common channel models

In this appendix, we provide a brief description of four different channel models as well as
summarize the marginal mgf of signal power for each channel model, respectively.

A. Rayleigh channel model

Faded signal amplitudes in macro-cellular mobile radio environments, in the absence of a direct
line of sight (LOS) component, are usualy modeled as Rayleigh distribution [RAP96].
Tropospheric and ionospheric propagation based on reflection and refraction are also modeled by
thisdistribution [SUG95]. The marginal mgf for an exponential distribution is expressed as

[1—e'x(s%)} (C.8)

H(S'X):1+sp.

where P, denotes the average signal power.

B. Rice channel model

In microcellular environments, including urban and suburban land mobile, and indoor (picocell),
there exists a dominant LOS propagation path in addition to numerous diffused multipath
components between the transmitter and the receiver. The fade coefficients in this case are
modeled with Rician distributions with the Rice factor K; that indicates the ratio between the
specular and the diffused components [BUL89]. For the limiting case of Ki = 0, Ricean
distribution reduces to Rayleigh distribution. The marginal mgf for a non-central chi-square
distribution is given by

H ()= 1K s {1_Q!\/2Ki(1+Ki)\/2(1+Ki_+sﬁl)xﬂ c9)

C1+K, +sp 1+K, +5p i

00

where, Q V2a,+/2b) = [, (2+/at ) dt denotes the first-order Marcum Q-function and K; is
0

b

the Rice factor of the CCI signals.
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C. Nakagami-m channel model

Indoor mobile propagation environments are best modeled as Nakagami-m distribution [AUL81]
-[DER91]. This distribution includes other important fading distributions via the fading index
m, e.g., m = 1 refers to Rayleigh distribution while my = o indicates no fading. In this case, the
margina mgf of agamma variate is given by

oyo(—m ) _rImx(m+s)/p ]
e

where I'(a, x): I e't*dt is the complementary incomplete Gamma function. If the fading

index m assumes a positive integer value, may be ssimplified as

H(s,x)z( m _jm ll—esxn;ri;[ m/?,+s)] ] (C.11)

m +sp,

D. Nakagami-q channel model
Satellite links subject to strong ionospheric scintillation tend to follow Nakagami-q distribution
(also known as Hoyt distribution).  The limiting values of the fading parameter

Q‘LEI (0<q <) include Rayleigh (b =0) and one-sided Gaussian distribution

(b =1). Themarginal mgf for Nakagami-q fading is as follows

10 b s(1-b7)p
s(1-b7)p +1 °( s(1-7)p +1's(1-?)p 4

H (s x)= X (C.12)

where |b|<1 and Rice's le-function is expressed as |, (k, x) :je‘tlo (kt)dt

0
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