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ABSTRACT

Emerging wireless networks are foreseen as an integration of heterogeneous spectrum bands, wireless ac-
cess technologies, and backhaul solutions, as well as a large-scale interconnection of devices, people, and
vehicles. Such a heterogeneity will range from the proliferation of multi-tasking user devices such as smart-
phones and tablets to the deployment of multi-mode access points that can operate over heterogeneous
frequency bands spanning both sub-6 GHz microwave (µW) and high-frequency millimeter wave (mmW)
frequencies. This heterogeneous ecosystem will yield new challenges and opportunities for wireless re-
source management. On the one hand, resource management can exploit user and network-specific context
information, such as application type, social metrics, or operator pricing, to develop application-driven,
context-aware networks. Similarly, multiple frequency bands can be leveraged to meet the stringent quality-
of-service (QoS) requirements of the new wireless services such as video streaming and interactive gaming.
On the other hand, resource management in such heterogeneous, multi-band, and large-scale wireless sys-
tems requires distributed and low-complexity frameworks that can effectively utilize all available resources.
The key goal of this dissertation is therefore to develop novel, self-organizing, and low-complexity resource
management protocols – using techniques from matching theory, optimization, and machine learning – to
address critical resource allocation problems for emerging heterogeneous wireless systems while explicitly
modeling and factoring diverse network context information.

Towards achieving this goal, this dissertation makes a number of key contributions. First, a novel context-
aware scheduling framework is developed for enabling dual-mode base stations to efficiently and jointly uti-
lize mmW and µW frequency resources while maximizing the number of user applications whose stringent
delay requirements are satisfied. The results show that the proposed approach will be able to significantly
improve the QoS per application and decrease the outage probability. Second, novel solutions are proposed
to address both network formation and resource allocation problems in multi-hop wireless backhaul net-
works that operate at mmW frequencies. The proposed framework motivates collaboration among multiple
network operators by resource sharing to reduce the cost of backhauling, while jointly accounting for both
wireless channel characteristics and economic factors. Third, a novel framework is proposed to exploit high-
capacity mmW communications and device-level caching to minimize handover failures as well as energy
consumption by inter-frequency measurements, and to provide seamless mobility in dense heterogeneous
mmW-µW small cell networks (SCNs). Fourth, a new cell association algorithm is proposed, based on
matching theory with minimum quota constraints, to optimize load balancing in integrated mmW-µW net-
works. Fifth, a novel medium access control (MAC) protocol is proposed to dynamically manage the wire-
less local area network (WLAN) traffic jointly over the unlicensed 60 GHz mmW and sub-6 GHz bands to
maximize the saturation throughput and minimize the delay experienced by users. Finally, a novel resource
management approach is proposed to optimize device-to-device (D2D) communications and improve traffic
offload in heterogeneous wireless SCNs by leveraging social context information that is dynamically learned
by the network. In a nutshell, by providing novel, context-aware, and self-organizing frameworks, this dis-
sertation addresses fundamentally challenging resource management problems that mainly stem from large
scale, stringent service requirements, and heterogeneity of next-generation wireless networks.



Context-Aware Resource Management and Performance Analysis of Millimeter
Wave and Sub-6 GHz Wireless Networks

Omid Semiari

General Audience Abstract

The emergence of bandwidth-intensive applications along with vast proliferation of smart, multi-tasking
handhelds have strained the capacity of wireless networks. Furthermore, the landscape of wireless commu-
nications is shifting towards providing connectivity, not only to humans, but also to automated cars, drones,
and robots, among other critical applications. These new technologies will enable devices, machines, and
things to be more intuitive, while being more capable, in order to improve the quality of life for human. For
example, in future networked life, smartphones will predict our needs and help us with providing timely and
relevant information from our surrounding. As an another example, autonomous vehicles and smart trans-
portation systems with large number of connected safety features will minimize road incidents and yield a
safe and joyful driving experience.

Turning such emerging services into reality will require new technology innovations that provide high
efficiency and substantial levels of scalability. To this end, wireless communication is the key candidate to
provide large-scale and ubiquitous connectivity. However, existing wireless networks operate at congested
microwave (µW) frequency bands and cannot manage the exponential growth in wireless data traffic or sup-
port low latency and ultra-high reliability communications, required by many emerging critical applications.
Therefore, the goal of this dissertation is to develop novel network resource utilization frameworks to effi-
ciently manage the heterogeneous traffic in next-generation wireless networks, while meeting their stringent
quality-of-service (QoS) requirements.

This transformative, fundamental research will expedite the deployment of communications at very high
frequencies, at the millimeter wave (mmW) frequency bands, in next-generation wireless networks. The
developed frameworks will advance new concepts from matching theory and machine learning for resource
management in cellular networks, wireless local area networks (WLANs), and the intersection of these sys-
tems at both mmW and µW unlicensed frequency bands. This multi-band networking will leverage the
synergies between mmW and µW wireless networks to provide robust and cost-effective solutions that en-
able the support of heterogeneous traffic from future wireless services. The anticipated results will transform
the way in which spectral and time resources are used in both cellular networks and WLANs.
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Chapter 1

Introduction and Background

The exponential proliferation of new, highly-capable mobile wireless devices such as smartphones
and tablets has significantly increased the growth in the demand for pervasive wireless access [1].
This rapid increase in the number of devices, combined with the emergence of advanced wireless
networking technologies and systems will lead to a widespread adoption of bandwidth-intensive
wireless services, such as social networking, interactive gaming, and multimedia streaming. This
new breed of wireless services will effectively strain the capacity of existing wireless cellular sys-
tems and impose strict quality-of-service (QoS) requirements, in terms of the required data rates
and tolerable application-specific delays. Naturally, existing wireless standards and network ar-
chitectures, which have been originally designed primarily for voice services, will not be able to
handle such stringent traffic and QoS requirements. Therefore, a substantial amount of research
has recently emerged, in both industry and academia, with a focus on deriving a new generation
of wireless networks that can properly cope with such emerging trends. In this chapter, we will
overview the outcomes of these efforts and emerging technologies while outlining their accompa-
nying research challenges and opportunities.

This chapter is organized as follows. In Section 1.1, key concepts of emerging wireless cellular
networks and their challenges are discussed. The main contributions of this dissertation are pre-
sented in Section 1.2. Section 1.3 provides the list of publications and Section 1.4 presents the
outline of this dissertation.

1.1 Emerging Wireless Heterogeneous Networks: Opportuni-
ties and Challenges

First, we briefly overview a number of key concepts 1 and technologies that are expected to shape
the next generation of wireless networks and prove the platform within which the aforementioned,

1Here, we note that emerging future wireless techniques, such as massive MIMO and spectrum sharing will also
play a key role in future cellular networks, but are not within the scope of this dissertation.

1
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bandwidth-intensive wireless services will operate.

1.1.1 Small cell networks

Over the past decade, wireless cellular networks were typically reliant on high-power macrocel-
lular base stations (MBSs) that provide coverage for large geographical areas (few kilometers).
However, such a conventional deployment of base stations (BSs) may not be spectrally efficient
and has been shown to be ineffective in catering for bandwidth-intensive wireless applications [2].
In addition, cell splitting gains are significantly limited by severe inter-cell interference as more
MBSs are deployed. To overcome these challenges, one promising concept is to reduce the cell
sizes by deploying low-power small base stations (SBSs) [3–6]. Such small cell networks (SCNs),
composed of densely deployed SBSs, such as picocells and femtocells, allow reducing the cover-
age holes and substantially increasing the spectral efficiency. Compared with conventional cellular
networks, some of main challenges of SCNs include: [5]

• Density: A dense deployment of SCNs will introduce new challenges in terms of interfer-
ence management and resource allocation. These challenges stem from the key features
of SCNs such as the unplanned SBSs distribution, limited coverage, and limited backhaul
capacities [3–6].

• Cell association: Conventional cell association approaches assign each user to the MBS
with maximum RSSI or maximum SINR. In SCNs, such association mechanisms may result
in unbalanced load distributions, since most of the users will be assigned to the SBSs with
higher transmit powers.

• Backhaul: Unlike conventional MBS-based cellular networks, in SCNs, providing a fiber
backhaul for connecting a dense number of SBSs to the core network will not be cost-
effective from an economic perspective, due to high cost of deployment and leasing of fiber
backhaul. In addition, fiber backhaul solution is not feasible for SBSs that are deployed in
adverse locations. Therefore, wireless backhaul solutions are being considered as a viable
solution for the SCNs as they can enable each SBS to connect to the core network via a
single-hop or a multi-hop wireless backhaul link. Supporting high capacity and reliable
wireless backhaul is one of the key challenges of SCNs deployment [7–16].

• Mobility management: Due to the reduced cell sizes in SCNs, handovers (HOs) happen more
frequently for mobile users, compared to the macro cellular networks [17–25]. Handover
introduces packet loss and latency which can be detrimental to the QoS of wireless data
communication. Conventional handover techniques which are based on the received signal
power will be inefficient in SCNs, since they can adversely increase the number of handovers
and degrade the performance.

In addition, we note that the capacity scales linearly with the number of cells. Hence, SCNs
alone will not be able to meet the required capacity to accommodate orders of magnitude increase
in mobile data traffic [26]. This, in turn, has led to the emergence of additional technologies, as
discussed in the following sections, which are expected to co-exist with SCNs.
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1.1.2 Millimeter wave communications

Most mobile communication systems today operate at the sub-6 GHz frequency bands, in particular
within the frequency spectrum range of 300 MHz- 3 GHz. One of the key problems of operating at
such frequency bands is that the transceivers and their RF components, including power amplifiers,
low noise amplifiers, mixers, and antennas, are bulky and often power inefficient [26]. In addition,
these frequency bands are very congested and expensive to lease. Moreover, low-frequency signals
can effectively penetrate the obstacles and reflect from the object. Although this is desired in gen-
eral, it makes the interference mitigation more challenging for dense SCNs. These challenges have
provided incentives for mobile network operators (MNOs) to consider the possibility of operating
cellular networks at higher frequency bands at which high bandwidth is readily available [26].

The millimeter wave (mmW) spectrum band, ranging from 30-300 GHz is an attractive solution
as it offers a significantly large available bandwidth that can reach, up to 1 GHz. Indeed, in the
past few years, mmW has been utilized in several industrial standards, such as IEEE 802.15.3c and
IEEE 802.11ad [27]. Operating at mmW frequencies allows the use of small-size antenna arrays
with large number of elements that can achieve high beamforming gains. In fact, the path loss
and rain attenuation at 28 GHz band can be compensated by using directional antennas. Recent
field measurements have shown that mmW transmission over distances up to 300 meters is feasible
which makes mmW a very natural solution for covering cell sizes in SCNs [28].

However, mmW signals are highly susceptible to the blockage. For example, metal-coated glass
walls can attenuate the mmW signal for up to 50 dB, while penetration loss for brick walls is even
much higher [29]. This characteristic of mmW frequencies will substantially reduce the inter-cell
interference, however, it can also be detrimental for the desired signals. Another practical challenge
for mmW communications is deafness. Deafness occurs whenever transceivers fail to align their
antenna beams in the desired direction. To perform beam alignment, mmW transceivers must
follow a process, called beam training, which essentially assists transceivers to find coefficients
that maximize the beamforming gain.

Unfortunately, blockage and deafness can frequently occur, due to the movements of user or
objects in the environment. Therefore, guaranteeing reliable transmissions for QoS-sensitive ap-
plications will be challenging for mmW networks [7, 26, 30–34]. To this end, mmW commu-
nication has to co-exist with conventional cellular networks operating at microwave (µW) fre-
quencies [26, 31, 35, 36]. For such integrated mmW-µW networks, novel protocol and resource
management approaches are required to efficiently allocate available resources at both frequency
bands to the users, while considering the QoS constraints.

1.1.3 Device-to-device communications and caching

One of the key enabling technologies to increase the spectral efficiency and decrease the transmis-
sion delay is to enable mobile devices to directly communicate with one another [37–43]. In fact,
device-to-device (D2D) over cellular communication is defined as a direct transmission between
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two mobile users without traversing the BSs or core network. Therefore, D2D communication can
be an effective technology for reducing the traffic from BSs and the backhaul. Moreover, D2D
communications have a high relevance to expedite the deployment of proximity-based applica-
tions, such as content distribution and location-aware advertisement. Nonetheless, D2D links may
interfere with the uplink and downlink cellular transmissions. In addition, at sub-6 GHz, D2D
communications require each UE to discover nearby devices, initialize a D2D link, and allocate
the resources for D2D and cellular link transmissions. Therefore, novel networking protocols and
resource management techniques must be developed for D2D-enabled cellular networks [37–40].

Along with D2D communications, a promising solution for reducing peak hour traffic is to store
viral data contents at users’ devices for future usage. This concept, referred to as caching, will
allow D2D-enabled SCNs to avoid redundant transmissions at the access network, if the required
content has been effectively cached in nearby devices [44–47]. Modern user devices benefit from
sufficiently large storage capacities which enables the network to store large amount of data at
each device. In addition, caching at SBSs will allow reducing the backhaul traffic which is one
the major bottlenecks of SCNs. The achievable gains of caching for offloading traffic from access
and backhaul networks depend on how much nearby users are interested in similar data contents.
Therefore, novel context-aware resource allocation approaches must be developed that leverage
similarities in users’ interests to increase traffic offloads via D2D communications.

1.1.4 Context-aware heterogeneous networks

Prior to the introduction of modern smart handhelds, mobile devices had limited capabilities and
typically were unable to carry out complicated tasks or run highly complex wireless applications.
Therefore, the majority of the network optimization has traditionally been done at the MBSs. In
fact, MBSs typically act as a centralized control centers that provide service to mobile devices.
Considering the capabilities of modern smart handhelds, they are able to run different applications
simultaneously and provide useful information such as user’s location, user’s trajectory, and among
other useful information [48–54]. Therefore, conventional resource allocation solutions may not
be optimal anymore, in the sense that they do not leverage the capabilities of smart devices. To
this end, new resource allocation approaches have recently been introduced that aim to exploit
useful information extracted from smart devices, which is known as context information (CI), in
the network optimization.

Context, as a research notion, has been introduced and exploited in many fields of informatics
since 1960s and refers to the idea that computers can sense, react and possibly adapt their func-
tionalities based on the information they acquire from their environment [55]. The term context
awareness was first explicitly introduced in the research area of pervasive computing in [56] and
refers, in general, to the ability of computing systems to acquire and reason about the CI and adapt
the corresponding applications accordingly.

In wireless networks, the term context-aware is used to describe the knowledge extracted from
the environment that can be jointly used with physical layer metrics, such as channel state informa-
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Figure 1.1: Context-aware heterogeneous network.

tion (CSI), to improve resource management and scheduling. In this sense, context-aware resource
management is defined as any scheduling scheme that exploits CI. Fig. 1.1 shows a high-level de-
scription of future context-aware heterogeneous networks (HetNets), enabled by the key concepts
introduced in previous subsections.

Although context-aware networks have been studied in computer science and other disciplines
for years, this literature is quite immature in wireless communications. Here, we fist develop a
classification for different types of CI for wireless-oriented problems. For each context category,
we overview the existing literature on context-aware resource allocation approaches.

In general, CI can be classified into two broad groups as follows:

Human-centric CI:
This CI category includes all the information that is extractable from user behavior in real life that
may directly or indirectly affect the wireless network, e.g. data usage patterns, mobility, or mmW
link blockage by a human body. In practice, human behavior is too complicated and cannot be
studied completely using formal analytical models. However, such complicated behavior can be
abstracted into some level of CI by using standard techniques including, monitoring, learning, and
predicting.

With this in mind, one can see that human-centric CI depends on the temporal and spatial corre-
lations of the people activities in real life and their impact on data traffic in wireless network. Based
on the existing works in the literature [51–54, 57–63], we introduce four different dimensions for
the user-centric CI, as defined in Table 1.1.
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Table 1.1: Dimensions of human-centric CI
Dimension Definition

Physical
Including the location of the user, user path and trajectory.
This also includes environmental location information such
as the obstacles, moving objects, and whether. [57–60]

Social
The relationship with, and the density, flow, type, and
behavior of, surrounding people. [51–54, 61]

Task
The functional relationship of the user with other people
and objects, and the benefits (e.g. resources available,
monitory incentives, etc.) or constraints. [62, 63]

Temporal

The temporal context is embedded within everything, and
is what gives a current situation meaning, based upon past
situations/occurrences, expected future events, and the
higher-level temporal context relating to the time of day,
week, month, or season. [57–61]

Our classification in Table 1.1 is in line with the classification presented in [64] for user-centric
and multidisciplinary context-aware frameworks. However, we mainly focus on the CI that can
be exploited in wireless resource allocation problems. Next, we review the body of work in the
literature that takes user driven CI into account.

In [57], a supervised learning algorithm is presented to predict the user’s mobility. Using long-
term handover information and short-term CSI, authors have formulated the prediction as a classi-
fication problem. In [58], authors presented an anticipatory resource allocation scheme for wireless
video streaming. The key assumption of this work is that the channel state can be predicted for
the upcoming time slots by tracking the pathloss of the user’s trajectory. In this regard, the authors
proposed an optimization problem to adjust the video requested rate per time slot to have enough
buffered video on the one hand while consuming the minimum spectrum on the other hand. Au-
thors in [59] extended the work in [58], but considered imperfect rate prediction. In addition,
in [60], authors presented a location-based adaptive video quality planning, content pre-fetching,
and long-term radio resource management.

The work in [51] adopts an analytical model for the epidemic information spreading among
mobile users of an ad hoc network. In [52], resource allocation in a wireless local area networks
(WLAN) is defined as an optimization problem while taking the notion of social distance into
account. The authors in [53] and [54] extend the work in [52] by introducing new utility functions
which again account for the social distance of users, extracted from the social graph.

In addition, the work in [62] considered the pricing as a key concept to provide seamless mobility
for mobile users in future wireless networks. In fact, authors outlined the major issues in designing
resource allocation and pricing in heterogeneous wireless access networks. Moreover, the authors
in [63] proposed a game theoretic analysis for service competition and pricing in heterogeneous
wireless access networks. As we discuss next, there is another CI category that mainly stems from
the network characteristics, rather than the user behavior.
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Table 1.2: Dimensions of Network-centric CI
Context Description

Power
Network may give higher priority and hence, more
resources to the device with a low battery state in order to
finish a task in a shorter time. [65, 66]

QoS
QoS requirements by different services impacts the
resource allocation. [65–69]

Traffic type
Based on the type of traffic, e.g. voice, video, etc., network
determines which frequency band (WiFi, LTE, mmW, etc.)
is suitable to serve the user. [67, 68, 70]

LCD size
Small screen sizes may not require high quality video
streaming. [68]

Storage capacity
User devices with more available storage capacity are able
to cache more content, thus, providing more opportunities
for device to device communications. [70]

Multi-band operation and
Radio interfaces

Based on the capability of the user devices to operate in
different frequency bands, network can manage vertical
handoffs and traffic offloads. [67, 71]

Network-centric CI:
This class of CI includes any information that is specified by network capabilities, the requirements
of the requested traffic, and any other information that is not directly impacted by the human
user. As we discuss later, it is often more convenient to adopt context-aware resource allocation
approaches based on this type of CI, compared with the human-centric CI. That is because network-
centric CI typically presents a wireless network metric, while it may not be straightforward to
translate human-centric CI, e.g. social interrelationships among users, directly into a quantitative
wireless metric.

In Table 1.2, we list some of the network-centric CI that are used in the literature. The work
in [67] proposes a radio access technology (RAT) selection scheme from which small cell base
stations autonomously offload delay-tolerant traffic into the unlicensed frequency band. In [71],
a load-aware user-centric RAT selection scheme is proposed that allows to offload traffic to WiFi
small cells, while minimizing feedback overhead and better accounting for user preferences.

In addition, the work in [68] adopts a context-aware user-cell association approach that takes the
QoS requirements of different traffics into account. The QoS requirements are determined based
on the context features, including application as well as the hardware in use. In [70], the authors
proposed a user-cell association and backhaul resource management by envisioning the popularity
of the cached content at the SBSs and the estimated incoming file requests.

In [69], the authors proposed a context-aware resource management approach that jointly opti-
mizes resource allocation at uplink and downlink. The approach of [69] processes the applications’
profile and traffic patterns in each of the cells to ensure that user requirements are satisfied while
guaranteeing the best network performance in terms of throughput. Moreover, the work presented
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in [65] considered power constraints of user devices for delay-optimal resource allocation in the
uplink. Furthermore, in [66], the authors surveyed different cross-layer resource allocation ap-
proaches in wireless networks that address delay-energy tradeoffs as well as lookahead scheduling
algorithms. Although the various approaches presented in [66] may not directly exploit UE driven
CI, they provide a useful guidelines to develop context-aware approaches for future wireless net-
works.

The body of work we overviewed in this section presents interesting context-aware concepts in
wireless networks. However, it is mostly focused on resource management for conventional cel-
lular networks and disregards specific challenges in heterogeneous networks (HetNets), discussed
in Section 1.1.1-1.1.3, such as resource allocation for integrated mmW-µW communications and
D2D-enabled SCNs. In this dissertation, our goal is to use the notion of context-awareness to
address some of the challenging problems in future HetNets, as outlined in the next section.

1.2 Contributions

The main contribution of this dissertation is to provide novel analytical frameworks that bring for-
ward new ideas from matching theory, machine learning, and optimization, to address some of the
fundamental challenges of future wireless networks by developing novel, context-aware resource
management algorithms and protocols, as well as providing performance analysis for various sce-
narios in both cellular and local area networks. In particular, in this dissertation, we provide a
comprehensive study for the following problems: 1) Traffic management for heterogeneous mmW-
µW cellular networks to increase users’ quality-of-experience (QoE), while considering the unique
constraints of mmW signal propagation, 2) Tractable analysis of joint network formation and re-
source allocation in multi-hop mmW backhaul networks, 3) Mobility management for integrated
mmW-µW networks, 4) Load balancing and cell association for heterogeneous mmW-µW cellular
networks, 5) Performance analysis of joint mmW-µW WLANs, and 6) Leveraging the synergies
between wireless and social networks to enhance the overall QoS delivered by small cell-based
cellular systems.

In fact, in this dissertation, we answer the following fundamental questions:

1) Subject to the intermittent nature of mmW signals, how can a cellular system maximize the
QoS for applications with stringent delay requirements, while leveraging the large band-
width at mmW frequencies?

To answer this question, in Chapter 3, we introduce the concept of integrating mmW com-
munications into µW systems at the medium access control (MAC) layer and we propose
a joint scheduler that dynamically manages the mmW-µW resources, while taking into ac-
count the constraints of each frequency band. The proposed framework is shown to effec-
tively leverage the large bandwidth at the mmW frequencies to maximize the number of
severed user applications, while achieving robustness against blockage and increasing the
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QoS by exploiting µW frequencies. To achieve this goal, the proposed scheduler employs
a set of context information, including the LoS probability per user, as well as the delay
requirement per user application. To learn this context information, we propose a novel Q-
learning model with fast convergence that finds the line-of-sight (LoS) probability per user
by exploring three states, including mmW LoS, mmW non-LoS (NLoS), and µW, over the
past transmissions. We solve this context-aware scheduling problem by proposing two novel
algorithms that run jointly over the mmW and µW frequency bands. The main outcomes of
this research direction can be summarized as follows:

– The proposed context-aware scheduling framework for integrated mmW-µW networks
is shown to significantly improve the QoS per user application.

– The proposed framework for QoS provisioning per user application is shown to maxi-
mize the QoE for the users that run multiple applications simultaneously.

– The results show that, compared with conventional scheduling schemes, such as a
proportional fair scheduler, the proposed approach significantly decreases the outage
probability. In addition, the proposed integrated mmW-µW network completely out-
performs the single-mode networks with only mmW or µW resources.

– We show that the beam-training overhead at the mmW frequency band substantially
affects the statistics of the outage.

– The complexity of the proposed approach is shown to be polynomial with respect to
the network size.

2) How can mmW frequencies be exploited to achieve a low-cost, yet reliable backhaul solution
for dense small cell networks, while considering the limitations of mmW communications?

MmW frequencies offer a large bandwidth which can be exploited to achieve high data rates
which makes them a promising candidate for supporting backhaul connectivity for dense
small cell networks. However, mmW links are limited in range and susceptible to blockage.
To address these challenges, in Chapter 4, we propose a framework that allows small cells
to connect to the core network over multi-hop mmW backhaul links. In addition, to achieve
robustness against blockage, we motivate cooperation among network operators, such that
a BS of one operator can support backhaul connections for another operator’s BS the ex-
perience blockage. Within the proposed framework, we develop two novel self-organizing
algorithms to solve backhaul network formation and resource allocation problems. The key
outcomes of this research are:

– We show that the conventional deferred acceptance algorithm fails to guarantee two-
sided stability for the backhaul resource allocation problem. On the other hand, we
prove that the proposed resource management algorithm yields a two-sided stable al-
location of mmW frequency resources to demanding small cells.

– We prove that the proposed algorithms converge in polynomial time with respect to
the network size, are distributed, guarantee two-sided stability, and thus, are suitable
to realize a self-organizing backhaul network with dense small cell deployments.

– The results show that the proposed cooperative scheme achieves a performance that is
close to the optimal solution found by the exhaustive search. In addition, the proposed
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scheme significantly outperforms the non-cooperative approach in which operators do
not share their resources.

– It is shown that cooperation among operators facilitates flexible mmW backhaul solu-
tions that are more immune against the blockage.

– We demonstrate that the proposed framework can effectively capture the economic as-
pects of cooperation among operators. In particular, our results provide a design guide-
line that subject to the resource price and budget constraints, determines the operation
region for the proposed cooperative backhaul network.

3) How to minimize the number of handovers, power consumption, and handover failure for
mobile users in emerging dense heterogeneous networks?

One of the critical challenges of future wireless networks is to provide seamless HO for mo-
bile users, without degrading the QoS. Considering the various coverage areas of each small
cell as well as their dense deployment, a mobile user may potentially be required to perform
frequent HOs which results in an excessive power consumption to perform inter-frequency
search, HO failures, and low QoS. To address this challenging problem, in Chapter 5, we
propose a novel mobility management framework that allows users to mute their HO and cell
search process, while traversing small cells. This scheme is realized in integrated mmW-µW
networks where high-speed mmW links can be leveraged, whenever available, to cache the
content at the mobile user device. Meanwhile, the control and paging information are han-
dled over the µW frequency band. We provide a comprehensive performance analysis for
the proposed mobility management scheme, using a geometric framework. Furthermore,
we propose a distributed HO mechanism, based on dynamic matching games, to associate
mobile users to the BSs. The major outcomes of this research are:

– Fundamental results on the caching capabilities, including caching probability, dura-
tion, and the average achievable rate of caching are derived for mobile users. Moreover,
the impact of caching on the number of HOs, energy consumption, and the average
handover failure (HOF) is analyzed.

– We propose a novel mobility management algorithm that finds the best HO policy for
a mobile user, i.e., to choose between: a) executing an HO to a target cell, b) being
connected to the macrocell base station, or c) perform a transparent HO by using the
cached content.

– The proposed dynamic matching algorithm is proved to converge to a dynamically
stable association between mobile users and BSs. This key result shows the merit of
proposed approach to realize future self-organizing networks.

– The results show that the proposed mobility management framework yields significant
performance gains, in terms of reducing the number of HO failures, energy consump-
tion, and the HO probability.

– The results also show that with low-complexity and overhead, the proposed distributed
algorithm is capable of offloading traffic from the macrocell base stations, even for the
users with relatively high speeds.

4) How to achieve a balanced load distribution in emerging wireless heterogeneous networks
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with both mmW and µW radio access technologies?

Future cellular networks will offer connectivity over multiple RATs using mmW and µW
frequencies. In Chapter 6, we show that the conventional cell association schemes, in-
cluding max-RSSI and max-SINR associations, will result in drastically unbalanced load
distribution across mmW and µW BSs. To alleviate this problem, we propose a novel dis-
tributed approach, based on matching games with minimum quota constraint, which yields
the following key results:

– We show that, for cell association problems with minimum quota constraints, the stan-
dard deferred acceptance algorithm may not admit a feasible solution.

– The proposed cell association algorithm is proved to converge to a feasible Pareto
optimal and stable matching between users and BSs.

– Simulation results show that, compared with conventional max-SINR and max-RSSI
with cell range expansion, the proposed approach achieves significant performance
gains in terms of maximizing the sum rate, while maintaining a balanced load across
mmW and µW RATs.

5) What are the performance gains that can be achieved by leveraging unlicensed 60 GHz
mmW band in WLANs?

Exploiting the large available bandwidth at the unlicensed 60 GHz mmW band, jointly with
the unlicensed µW frequencies, will be a key enabler to support bandwidth-intensive and
delay sensitive emerging applications such as virtual reality in WLANs. To enable such
an integrated mmW-µW WLAN, in Chapter 7, we propose a novel MAC protocol that en-
ables users to dynamically leverage the bandwidth available at the 60 GHz mmW band
and alleviate the excessive delay caused by the contention-based medium access over the
µW frequencies. To analyze the performance of the proposed MAC protocol, we adopt a
Markov chain model for backoff time and derive the probability of transmission over each
RAT, as well as the system’s saturation throughput. Next, the key findings of this research
are outlined.

– We introduce a novel MAC protocol that relies on dynamic fast session transfer be-
tween mmW and µW RATs, which is shown to be backward compatible with legacy
IEEE 802.11 WLANs.

– The proposed MAC protocol inherently captures the constraints of each mmW and µW
frequency bands, including the intermittent channel at the 60 GHz band, directional
mmW transmissions, and the level of congestion observed over the sub-6 GHz bands.

– Simulation results corroborate the analytical derivations and show that the proposed
integrated mmW-sub 6 GHz MAC protocol yields significant performance gains, in
terms of maximizing the saturation throughput.

– Both analytical and simulation results will show that the proposed MAC scheme ef-
fectively minimizes the delay experienced by the users and is suitable to support low-
latency communications in WLANs.

– The results also provide insights on the tradeoffs between the achievable gains and the
overhead introduced by the fast session transfer procedure.
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6) How to study the users’ common interests and exploit that context information to reduce the
backhaul traffic in heterogeneous cellular networks with D2D capabilities?

Next-generation wireless networks will support proximity services enabled with D2D com-
munications. In Chapter 8, we show that leveraging the D2D capability along with the
underlying correlation in users’ interests will results in substantial offloading gains for wire-
less backhaul networks. The key idea to achieve such offloading gains is to let users with
common interests to form D2D clusters, cache popular content (depending on the users’
interests within the cluster), and allow users to directly serve one another over D2D links.
This framework will decrease the number of users’ requests, submitted to SBSs for receiv-
ing popular content, and consequently reduce the backhaul traffic of small cells. The main
findings of this research are:

– We adopt a graphical learning approach that studies the common attributes from the
users’ profiles in social networks, and translates them into social tie strength among
users.

– Using this context information, we propose a novel resource allocation framework that
enables users with social ties to form social clusters, use the cached content within the
cluster, and avoid redundant requests for the popular content from BSs.

– The context-aware resource management problem is formulated as a one-to-many match-
ing game with externalities, capturing the impact of interdependent social ties on the
social cluster formation.

– We propose a novel distributed resource allocation algorithm that leverages the social
context in addition to the channel state information. We show that the complexity of
the proposed algorithm, in terms of signaling overhead, is polynomial with respect to
the network size.

– We prove that the proposed algorithm effectively handles the externalities observed in
the matching game and yields a two-sided stable allocation of resource blocks to the
users.

– The results show that with manageable complexity, the proposed context-aware ap-
proach can offload a large amount of traffic from the backhaul-constrained small cell
network.

1.3 List of Publications

As a byproduct of the above contributions, this dissertation has led to the following key publica-
tions:

1.3.1 Journal papers
[J1] O. Semiari, W. Saad, and M. Bennis “Context-Aware Scheduling of Joint Millimeter Wave

and Microwave Resources for Dual-Mode Base Stations,” IEEE Transactions on Wireless
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Communications, accepted and to appear, May. 2017. Available at http://arxiv.
org/abs/1606.08971.

[J2] O. Semiari, W. Saad, M. Bennis, and Z. Dawy “Inter-Operator Resource Management for
Millimeter Wave, Multi-Hop Backhaul Networks,” IEEE Transactions on Wireless Commu-
nications, accepted and to appear, May. 2017. Available at https://arxiv.org/pdf/
1704.03620.

[J3] O. Semiari, W. Saad, S. Valentin, M. Bennis, and H. V. Poor “Context-Aware Resource
Allocation in Small Cell Networks: How Social Metrics Improve Wireless Resource Allo-
cation,” IEEE Transactions on Wireless Communications, vol. 14, no. 11, pp. 5927-5940,
Nov. 2015. Available at https://arxiv.org/abs/1505.04220.

[J4] O. Semiari, W. Saad, M. Bennis, and B. Maham “Caching Meets Millimeter Wave Com-
munications for Enhanced Mobility Management in 5G Networks,” submitted to an IEEE
Transaction, March. 2017. Available at https://arxiv.org/abs/1701.05125.

1.3.2 Conference papers
[C1] O. Semiari, W. Saad, and M. Bennis, “Downlink Cell Association and Load Balancing for

Joint Millimeter Wave-Microwave Cellular Networks,” in Proc. of the IEEE Global Commu-
nications Conference (GLOBECOM’16), Mobile and Wireless Networks Symposium, Wash-
ington DC, USA, Dec. 2016.

[C2] O. Semiari, W. Saad, and M. Bennis, “Context-Aware Scheduling of Joint Millimeter Wave
and Microwave Resources for Dual-Mode Base Stations,” in Proc. of the IEEE Interna-
tional Conference on Communications (ICC’16), Mobile and Wireless Networks Sympo-
sium, Kuala lumpur, Malaysia, May 2016.

[C3] O. Semiari, W. Saad, Z. Dawy, and M. Bennis, “Matching Theory for Backhaul Manage-
ment in Small Cell Networks with mmWave Capabilities,” in Proc. of the IEEE International
Conference on Communications (ICC’15), Mobile and Wireless Networks Symposium, Lon-
don, UK, June 2015.

[C4] O. Semiari, W. Saad, S. Valentin, M. Bennis, and B. Maham, “Matching Theory for
Priority-based Cell Association in the Downlink of Wireless Small Cell Networks,” in Proc.
of the IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP’14),
Florence, Italy, May 2014.

[C5] O. Semiari, W. Saad, and S. Valentin, “On Self-Organizing Resource Allocation for Social
Context-Aware Small Cell Networks,” in Proc. of the 1st KuVS Workshop on Anticipatory
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Networks, Stuttgart, Germany, September 2014.

[C6] O. Semiari, W. Saad, M. Bennis, and B. Maham “Mobility Management for Heteroge-
neous Networks: Leveraging Millimeter Wave for Seamless Handover”, submitted to an
IEEE Conference, 2017.

[C7] O. Semiari, W. Saad, M. Bennis, and M. Debbah “Performance Analysis of Integrated Sub-
6 GHz-Millimeter Wave Wireless Local Area Networks”, submitted to an IEEE Conference,
2017.

[C8] T. Zeng, O. Semiari, and W. Saad, “Spatio-Temporal Motifs for Optimized Vehicle-to-
Vehicle (V2V) Communications”, submitted to an IEEE Conference, 2017.

[C9] T. Zeng, O. Semiari, and W. Saad, “Exploring Spatial Motifs for Device-to-Device Net-
work Analysis (DNA) in 5G Networks”, submitted to an IEEE Conference, 2017.

1.4 Outline of the Dissertation

The rest of this dissertation is organized as follows.

• Chapter 2 provides an overview on the framework of matching theory.
• Chapter 3 presents the proposed context-aware resource management scheduling scheme for

integrated mmW-µW cellular networks.
• Chapter 4 presents the proposed cost-effective and multi-hop backhaul solution for SCNs

that leverage mmW communications.
• In Chapter 5, the proposed mobility management framework for integrated mmW-µW SCNs

is presented and its performance is analyzed.
• Chapter 6 addresses the load balancing and cell association problems in heterogeneous SCNs

with both mmW and µW RATs.
• In Chapter 7, the proposed MAC protocol is presented for the integrated mmW-µW WLANs.

Moreover, the performance of the proposed framework is comprehensively studied.
• Chapter 8 presents the proposed context-aware resource management approach for D2D-

enabled SCNs that exploit user social context information.
• Chapter 9 concludes the dissertation.

Note: The notations used in the subsequent chapters will be specific to the chapter in which they
are introduced.



Chapter 2

Matching Theory

Prior to providing an in-depth discussion for each of the aforementioned problems in Section
1.2, we overview matching theory [72] as a powerful mathematical tool that will prove useful
in addressing the resource management problems studied in this dissertation. As we discussed in
Chapter 1, various emerging technologies such as dense SBS deployments, D2D communications,
caching, mmW communications, and others, will shape future wireless networks. Nonetheless,
a successful integration of these technologies in one unified system is contingent upon adopting
novel resource management techniques that can capture the following characteristics:

• Distributed implementation: Existing cellular networks use MBSs as coordination points
that can exchange resource allocation information among one another, manage inter-cell
interference, and allocate network resources (frequency channels, time slots, power) to
the users. However, such a conventional centralized resource management will not effec-
tively work in future wireless networks, due to the following reasons: 1) Dense deployment
of SBSs requires a substantial backhaul infrastructure to provide full coordination among
neighboring cells which may not be viable, 2) Emerging wireless networks are expected to
leverage the unlicensed spectrum (e.g. LTE-U), and thus, maintaining coordination among
cellular BSs and Wi-Fi access points (APs) may not be feasible, 3) Moving airborne BSs,
such as drones, along with terrestrial SBSs will change the conventional macrocell network
architectures and make the centralized network optimization more challenging.

• User-centric: D2D communication is one of the central components for emerging wireless
networks that can increase the spectral efficiency and reduce delay. In addition to these
benefits, D2D communication will be a key enabler for proximity services, such as smart-
home applications, that allows the direct communication among devices. In such ad-hoc
network scenarios, BSs/APs may provide minimum coordination and wireless devices must
perform critical tasks, such as nearby user discovery, channel estimation, as well as resource
allocation. [27].

• Fast convergence: Dense deployments of SBSs in HetNets, uplink/downlink decoupling,
and association of a single user to multiple SBSs are some of the new features of emerging

15
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wireless networks. These enabling techniques will clearly add to the complexity of cell
association, since each user has the flexibility to be associated to more number of BSs,
compared with the legacy cellular networks.

• Network heterogeneity support: Next-generation wireless networks will provide service by
using multiple RATs at the mmW and sub-6 GHz frequencies. As such, resource manage-
ment algorithms must take into account the heterogeneous characteristics of communication
over different frequency bands. In addition, new capabilities for performing vertical han-
dovers across RATs will further increase the complexity of resource management. [73].

• Context-awareness: As discussed in Chapter 1, advanced resource management algorithms
must enable users to extract CI, and act based on their local information. In fact, collect-
ing CI from all the users and providing network-wide information may results in a large
signaling overhead and latency.

Therefore, resource management algorithms for next-generation wireless systems have to be dis-
tributed, user-centric, fast, robust, context-aware, and consequently self-organizing [74]. In fact,
self-organization allows SBSs or even UEs to use some intelligence to make fast resource allo-
cation decisions [27]. To this end, new optimization schemes and game-theoretic solutions are
introduced in the literature to address the specific challenges of the future HetNets. However, opti-
mization problems are mostly suitable for centralized implementations provided with the network-
wide information, which may result in a significant overhead and complexity. This become even
more important when dealing with combinatorial integer programming problems such as channel
allocation [74].

During the past few years, matching theory is envisioned as a promising approach to solve the re-
source allocation problems in HetNets [74–76]. The rest of this chapter is organized as follows. In
2.1, we first review the fundamentals of matching theory. In Section 2.2, we elaborate the benefits
and challenges of using matching theory to solve resource allocation problems in context-aware
HetNets. Note that the various developments of matching algorithms are provided individually in
Chapters 3, 4, 5, 6, and 8.

2.1 Fundamentals of Matching Theory

Matching theory is a mathematical framework in economics and applied mathematics to study
the formation of mutual beneficial relationships and in particular to solve assignment problems.
In wireless communications literature, matching theory has recently become attractive to solve
resource allocation problems due to exhibiting useful properties, as we discuss in detail.

In wireless networks, we are interested in matching problems that assign network resources (e.g.
time slots, frequency channels, power, etc.) to the demanding entities (e.g. devices, stations).
The goal of the resource allocation matching problem is to optimally allocate the resources to the
users, given the constraints of the wireless network. Following, we define the key components and
terminologies of every matching problem in the context of wireless resource allocation:
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• Two disjoint sets of players: Matching problem µ assigns the players in one set (resources
r ∈ R) to the players of the other set (users m ∈ M). We denote µ(m) ⊆ R as the set of
all resources allocated to user m. Similarly, µ(r) ⊆ M denotes the set of all users that are
assigned to resource r.

• Quota: For each player, quota determines the maximum number of players with which it
can be matched. Let qm and qr be the quota of user m and resource r, respectively. Then,
|µ(m)| ≤ qm and |µ(r)| ≤ qr.

• Preference relation and strategy: A player uses the preference relation � to rank the
players of the other set. This ranking, which is called the strategy of the player, is based
on some metrics that are important for the player. Each player can quantify its preference
relation by assigning a utility U to each player of the other set. Let �m and Um(r) denote,
respectively, the preference relation of user m and the utility that user m gives to resource r.
Then, r1 �m r2 if and only if Um(r1) ≥ Um(r2).

• Utility function: Determines the utilities each player assigns to the players of the other set.
In wireless networks, Um(.) : R −→ Rn, where n = |R|. In essence, Um(.) is the objective
function of user m, thus, m tries to be matched to the resource r that maximizes Um(.).

• Solution of the matching problem: The solution of the matching problem is a function
µ :M−→ R, such that 1) ∀m ∈ M, µ(m) ⊆ R and |µ(m)| ≤ qm, 2) ∀r ∈ R, µ(r) ⊆M
and |µ(r)| ≤ qr, and 3) r ∈ µ(m) if and only if m ∈ µ(r). We denote (m, r) ∈ µ if m and r
are matched, and (m, r) /∈ µ otherwise.

• Two-sided stable matching solution: Consider (m, r) /∈ µ, such that ∃m′ ∈ µ(r),m �r m′
and ∃r′ ∈ µ(m), r �m r′, then m and r can block the matching µ by leaving their current
assigned player, r′ andm′, and creating a new matched pair (m, r). Matching µ∗ is two-sided
stable, if there exists no pair of players that blocks µ∗.

One common method to classify matching problems is based on the quota of the players. Match-
ing problem is one-to-one, if the quota of all players is one. In addition, matching problem is
many-to-one, if the quota of at least one player is greater than one, while for the players of the
other set quota is one. Finally, if there is at least one player per each set with a quota greater than
one, then the problem is called many-to-many matching. For one-to-one and many-to-one match-
ing problems, the deferred acceptance (DA) algorithm proposed in [72], the seminal work by Gale
and Shapely, is always guaranteed to converge to a two-sided stable matching.

In [77], a new wireless-oriented method for classifying matching problems is presented, as
shown in Fig. 2.1. This method classifies matching problems into three classes: 1) Canonical
matching, 2) Matching with externalities, and 3) Matching with dynamics. Simply stated, canoni-
cal matching represents the basic form of matching problems in which the preference of the players
do not vary within the timeframe of the resource allocation (i.e., fixed strategies). Moreover, class
II of matching problems includes scenarios in which preferences of players are interdependent.
Hence, players may change their preferences (i.e. varying strategies) within the timeframe of the
resource allocation. The third class, i.e. matching with dynamics, represents matching problems
in which the strategy of players in the current resource allocation may depend on the strategies in
the past resource allocations.
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Figure 2.1: Wireless-oriented classification of matching problems [77].

2.2 Matching Theory for Wireless Resource Allocation: Op-
portunities and Challenges

As we discussed earlier in this chapter, self-organizing frameworks must be developed to optimize
the resource management in dense, user-centric, and heterogeneous next-generation wireless net-
works. As such, wireless networks may need a fundamental paradigm shift from the conventional
centralized network optimization into robust, fast, and distributed resource management. In this
dissertation, we advance matching theory and prove it useful to solve various challenging resource
allocation problems for emerging wireless networks. In particular,

• In Chapter 3, we show how matching theory can be applied to solve an NP-hard scheduling
problem with minimum unsatisfied relations. We show that this problem belongs to a class
of matching games with externalities, and propose a novel algorithm to solve it. In addition,
we prove that the proposed matching theoretic framework converges in polynomial time and
guarantees a two-sided stable allocation of frequency resources to user applications.

• In Chapter 4, we solve the complex multi-hop backhaul problem by proposing a framework
based on matching theory. In fact, we pose the original problem as two interdependent
matching games to solve network formation and resource allocation problems. Beyond fast
convergence as well as guaranteeing stability, another key feature of the proposed distributed
solution is to allow multiple network operators to share the backhaul resources and reduce
the backhauling cost of their networks. In fact, due to the conflict-of-interests among net-
work operators to either increase their revenue or decrease the backhauling cost, centralized
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solutions may not be feasible. That is because competing operators may not share a con-
trol center that manages backhaul resources and has access to the operators’ confidential
information, such as pricing mechanisms.

• In Chapter 5, we show that the mobility management problem in HetNets can be formulated
as a dynamic matching game, in which mobile users play a key role on choosing the han-
dover strategy. In addition, we show that the concept of dynamic stability is important in
distributed handover mechanisms to effectively offload mobile users’ traffic from the MBS
to small cells.

• In Chapter 6, we demonstrate how matching theory can be used to solve the load balancing
problem in future wireless networks with both mmW and sub-6 GHz RATs. We show that
the cell association with load balancing can be formulated effectively as a matching game
with minimum quota constraints. By using this framework, we prove that the proposed self-
organizing cell association scheme can achieve significant performance gains, compared
with conventional association approaches with cell range expansion.

• In Chapter 8, we show that exploiting the social context information and the formation of
social clusters will result in interdependent utilities for users in a D2D-enabled small cell
network. In this regard, we propose a resource allocation framework, based on matching
theory, that successfully captures the peer effects induced by the social context informa-
tion. Moreover, we show that the proposed self-organizing approach yields a comparable
performance to the optimal solution.

Aside from these promising aspects of matching theoretic resource management, one may need
to address the following challenges when dealing with the matching theory problems:

• For some practical scenarios in wireless networks, it may be difficult or even infeasible to
find a stable solution. For canonical matching games, classical algorithms such as deferred
acceptance algorithm can be applied to find a stable solution. Nonetheless, as we show in
the rest of this dissertation, this algorithm fails to converge to a stable matching in many
important network scenarios, e.g., for matching games with externalities.

• Matching theory solutions are built upon an iterative signaling mechanism between two sides
of the game, for example, users and BSs. While it is typically assumed that such signaling
is performed over error-free control channels, any error in decoding matching signals may
substantially delay the convergence of algorithm.

• Last but not the least, matching theory algorithms may yield a sub-optimal solution. There-
fore, it is imperative to find the performance gap between a matching theoretic approach and
the optimal solution. For the problems that we study in this dissertation, we show that our
proposed frameworks will achieve a close-to-optimal performance.

With that in mind, next, we present the first research work that addresses the scheduling problem
in integrated mmW and sub-6 GHz wireless cellular networks.



Chapter 3

Context-Aware Scheduling of Joint
Millimeter Wave and Microwave Resources
for Dual-Mode Base Stations

3.1 Background, Related Works, and Summary of Contribu-
tions

Communication at high frequency, mmW bands is seen as promising approach to overcome the
scarcity of the radio spectrum while providing significant capacity gains for tomorrow’s wireless
cellular networks [7, 10, 27]. However, field measurements [7] have shown that the availability
of mmW links can be highly intermittent, due to various factors such as blockage by different
obstacles. Therefore, meeting the stringent QoS constraints of delay-sensitive applications, such
as HDTV and video conferencing, becomes more challenging at mmW frequencies compared to
sub-6 GHz frequencies [7, 26, 30–34].

Such strict requirements can be achieved by deploying dual-mode SBSs that can support high
data rates and QoS by leveraging the available bandwidth at both mmW and µW frequency bands
[26]. Indeed, in order to provide robust and reliable communications, mmW networks must coexist
with small cell LTE networks that operate at the conventional µW band [26, 32–35]. However,
differences in signal propagation characteristics and in the available bandwidth lead to a significant
difference in the achievable rate and the QoS over mmW and µW frequency bands, thus, yielding
new challenges for joint mmW-µW user scheduling [35,78]. In addition, QoS provisioning in dual-
mode mmW-µW networks requires overcoming two key challenges: 1) a joint scheduling over both
frequency bands is required, since resource allocation over one band will affect the allocation of
the resources over the other frequency band and 2) the QoS constraints per user application (UA)
will naturally dictate whether the traffic should be served via mmW resources, µW resources, or
both. Therefore, robust and efficient scheduling algorithms for dual-mode SBSs are required that
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exploit context information per UA, including the CSI, maximum tolerable delay, and the required
load to maximize users’ QoE.

3.1.1 Related works

The work in [26] provides an overview on possible mmW-µW dual-mode architectures that can
be used to transmit control and data signals, respectively, at µW and mmW frequency bands. To
cope with the intermittent mmW link quality, the authors in [79] formulate the handover decision
problem as a Markov decision process (MDP) in mmW networks. In addition, the work in [80]
studies the problem of RAT selection and traffic aggregation where each user can simultaneously
be connected to multiple BSs. In [36], the authors develop an RAT selection scheme for mmW-µW
networks via a multi-armed bandit problem that aims to minimize the cost of handoffs for the UEs.
Furthermore, the authors in [81] propose a cross-layer resource allocation scheme for full-duplex
communications at the 60 GHz mmW frequency band.

Although interesting, the body of work in [26], [36,79,80], and [81] does not address the schedul-
ing problem in mmW-µW networks. In fact, [36,79,80] focus only on the cell association problem
without taking into account, explicitly, the joint allocation of mmW and µW resources. Moreover,
existing works such as in [79] and [81] are solely focused on the mmW network, while completely
neglecting the impact of the communications over the µW frequencies.

In [31], the authors propose an energy-efficient resource allocation scheme for cellular networks,
leveraging both µW and unlicensed 60 GHz mmW bands. In [35], the resource allocation prob-
lem for ultra-dense mmW-µW cellular networks is studied under a model in which the cell as-
sociation is decoupled in the uplink for mmW users. However, this work does not consider any
QoS constraint in mmW-µW networks. The problem of QoS provisioning for mmW networks
is studied in [32–34], and [75]. In [32], the authors propose a scheduling scheme that integrates
device-to-device mmW links with 4G system to bypass the blocked mmW links. The work in [33]
presents a mmW system at 60 GHz for supporting uncompressed high-definition (HD) videos for
WLANs. In [34], the authors evaluated key metrics to characterize multimedia QoS, and designed
a QoS-aware multimedia scheduling scheme to achieve the trade-off between performance and
complexity.

Nonetheless, [33] and [34] do not consider multi-user scheduling and multiple access in dual-
mode networks. In addition, conventional scheduling mechanisms, such as in [31–33], and [34],
identify each UE by a single traffic stream with a certain QoS requirement. In practice, however,
recent trends have shown that users run multiple applications simultaneously, each with a differ-
ent QoS requirement. Although the applications at a single device experience the same wireless
channel, they may have different QoS requirements. For example, the QoS requirements for an
interactive video call are more stringent than updating a background application or downloading
a file. With this in mind, each user’s QoE must be defined as a function of the number of QoS-
satisfied UAs. Accounting for precise, application-specific QoS metrics is particularly important
for scheduling mmW resources whose channel is highly variable, due to large Doppler spreads and
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short channel coherence time. In fact, conventional scheduling approaches fail to guarantee the
QoS for multiple applications at a single UE.

3.1.2 Summary of contributions

The main contribution of this chapter is to propose a novel, context-aware scheduling framework
for enabling a dual-band base station to jointly and efficiently allocate both mmW and µW re-
sources to user applications. This proposed context-aware scheduler allows each user to seamlessly
run multiple applications simultaneously, each having its own distinct QoS constraint. To this end,
the proposed scheduling problem is formulated as an optimization problem with minimum unsat-
isfied relations (min-UR) and the goal is to maximize the number of satisfied UAs. To solve this
NP-hard problem, a novel scheduling framework is proposed that considers a set of context infor-
mation composed of the UAs’ tolerable delay, required load, and the LoS probability, to jointly
select and schedule UAs over the µW and the mmW frequency bands. The resource allocation
problem at µW band is modeled as a matching game that aims to assign resource blocks (RBs) to
the candidate UAs. To solve this game, a novel algorithm is proposed that iteratively solves the
UA selection and the resource allocation problems. We show that the proposed algorithm is guar-
anteed to yield a two-sided stable matching between UAs and the µW RBs. Over the mmW band,
the scheduler assigns priority, based on the context information, to the remaining UAs that were
not scheduled over the µW band. Consequently, over the mmW band, we show that the schedul-
ing problem can be cast as a 0-1 Knapsack problem. To solve this problem, we then propose a
novel algorithm that allocates the mmW resources to the selected UAs. Moreover, we show that
the proposed, two-stage scheduling framework can solve the context-aware dual-band scheduling
problem in polynomial time with respect to the number of UAs. Simulation results show that the
proposed approach significantly improves the QoS per application, compared to the proportional
fair and round robin schedulers.

The rest of this chapter is organized as follows. Section 3.2 presents the problem formula-
tion. Section 3.3 presents the proposed context-aware scheduling solution over the µW band. The
proposed context-aware scheduling solution over the mmW band is proposed in Section 3.4. Sim-
ulation results are analyzed in Section 3.5. Section 3.6 concludes the chapter.

3.2 System Model

Consider the downlink of a dual-mode SBS that operates over both µW and mmW frequency
bands. The coverage area of the SBS is a planar area with radius d centered at (0, 0) ∈ R2.
Moreover, a setM of M UEs is deployed randomly and uniformly within the SBS coverage. UEs
are equipped with both mmW and µW RF interfaces which allow them to manage their traffic
at both frequency bands [82]. The antenna arrays of mmW transceivers can achieve an overall
beamforming gain of ψ(y1, y2) for a LoS UE located at (y1, y2) ∈ R2 [10]. Meanwhile, the µW
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Table 3.1: Variables and notations

Notation Description Notation Description
M Number of UEs M Set of UEs
κm Number of UAs per UE m A Total number of UAs
τ Time slot duration τ ′ Beam training overhead
L Path loss πt Scheduling decision at time slot t
K1 Number of µW RBs K1 Set of µW RBs
K2 Number of mmW RBs K2 Set of mmW RBs
Gt,1 Set of UAs to be scheduled over µW band Gt,2 Set of UAs to be scheduled over mmW band
w1 Bandwidth of µW RBs w2 Bandwidth of mmW RBs
gkt µW channel over RB k at time slot t ζ ∈ {0, 1} ζ = 1 if link is LoS, otherwise, ζ = 0.
hkt mmW channel over RB k at time slot t pk,1 Transmit power over µW RB k
ρa LoS probability of the link for UA a pk,2 Transmit power over mmW RB k
P1 Total transmit power over µW band P2 Total transmit power over mmW band
r Q-learning reward vector J Number of QoS classes
A Set of all UAs across all UEs Aj Set of UAs with j-th QoS class
ba Total required bits for UA a brec

a (t) Received bits by UA a during time slot t
λt,1 Number of satisfied UAs over µW band λt,2 Number of satisfied UAs over mmW band

transceivers have conventional single element, omni-directional antennas to maintain low overhead
and complexity at the µW frequency band [83]. In our model, each UE m ∈M runs κm UAs. We
let A be the set of all UAs with A =

∑
m∈M κm as the total number of UAs across all UEs.

3.2.1 Channel model and multiple access at mmW and µW frequency bands

The downlink transmission time is divided into time slots of duration τ . For the µW band, we
consider an orthogonal frequency division multiple access (OFDMA) scheme in which multiple
UAs can be scheduled over K1 resource blocks (RBs) in the set K1 at each time slot with duration
τ . Therefore, the achievable µW rate for an arbitrary UA a at RB k and time slot t is:

Ra(k, t) = w1 log2

(
1 +

pk,1|gkt|210−
L1(y1,y2)

10

w1N0

)
. (3.1)

Here, w1 is the bandwidth of each RB at µW band, and gkt is the Rayleigh fading channel coeffi-
cient over RB k at time slot t. The total transmit power at µW band, P1, is assumed to be distributed
uniformly among all RBs such that pk,1 = P1/K1. This uniform power allocation assumption is
due to the fact that at a high SNR regime, as is expected in small cells with relatively short-range
links, optimal power allocation policies such as the popular water-filling algorithm will ultimately
converge to a uniform power allocation [84]. The path loss L1(y1, y2) follows the log-distance
model with parameters α1, β1, and ξ2

1 that represent, respectively, the path loss exponent, the path
loss at 1 meter distance, and the variance of the shadowing for the µW band.

Over the mmW band, directional transmissions are inevitable to overcome the significantly high
path loss at the mmW frequencies. Therefore, the multiple access scheme at the mmW band should
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support directional transmissions, while maintaining low complex designs for transceivers. Thus,
the SBS uses a time division multiple access (TDMA) scheme to schedule UAs [7], which is in
line with the existing standards such as WirelessHD and IEEE 802.15.3c [85]. We let Gt,2 be
the set of UAs that must be scheduled over the mmW band at slot t. During each time slot, for
UAs that are assigned to the mmW band, the SBS transmits to UA a ∈ Gt,2 an OFDM symbol
of duration τa,t composed of K2 RBs. In practice, the mmW transceivers must align their beams
during a beam training phase, in order to achieve the maximum beamforming gain [86]. This
training phase will introduce a non-negligible overhead on the TDMA system, which can become
particularly significant as the number of mmW users increases. Hence, a beam training overhead
time τ ′ < τ is considered per transmission to a UA over the mmW band. In practice, duration of τ ′

can reach up to 1.54 milliseconds, depending on the beam resolution [86]. Therefore, the effective
time for data transmission to UAs in Gt,2 will be

∑
a∈Gt,2 τa,t = τ − |Gt,2|τ ′, where |Gt,2| denotes

the cardinality of the set Gt,2.

The large-scale channel effects over the mmW links follow the popular model of [10]:

L2(y1, y2) = β2 + α210 log10(
√
y2

1 + y2
2) + χ, (3.2)

where L2(y1, y2) is the path loss at mmW frequencies for all UAs associated with a UE located at
(y1, y2) ∈ R2. In fact, (3.2) is known to be the best linear fit to the propagation measurement in
mmW frequency band [10], where α2 is the slope of the fit and β2, the intercept parameter, is the
pathloss (dB) for 1 meter of distance. In addition, χ models the deviation in fitting (dB) which is a
Gaussian random variable with zero mean and variance ξ2

2 . Overall, the total achievable mmW rate
for UA a at time slot t is given by

Ra(t) =


∑K2

k=1w2 log2

(
1+

pk,2ψ(y1,y2)|hkt|210−
L2(y1,y2)

10

w2N0

)
, ζat = 1,

0, ζat = 0,

(3.3)

where ζat = 1 indicates that a LoS link is feasible for UA a, otherwise, ζat = 0 and the link is
blocked by an obstacle. In fact, ζat is a Bernoulli random variable with probability of success ρa,
and is identical for all UAs that are run by the same UE. Moreover, w2 is the bandwidth of each
RB, hkt is the Rician fading channel coefficient at RB k of slot t [87], and N0 is the noise power
spectral density. Furthermore, pk,2 denotes the SBS transmit power at RB k of mmW frequency
band. The total transmit power at mmW band, P2, is assumed to be distributed uniformly among
all RBs, such that pk,2 = P2/K2.

Let Gt,1 be the set of UAs that must be scheduled over the µW band at time slot t. During each
time slot, a UA can be scheduled only at one frequency band, i.e., Gt,1 ∩ Gt,2 = ∅.

The proposed dual-band multiple access scheme is shown in Fig. 3.1, where each color identifies
a single, distinct UA.
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Figure 3.1: Example of resource allocation of the dual-band configuration. Colors correspond to different
UAs that may run at different UEs.

3.2.2 Traffic model with QoS constraints

We assume a non-full buffer traffic model in which an arbitrary UA a has a total of ba bits of data
to receive. In addition, each UA has an application-specific tolerable delay which specifies its QoS
class, as formally defined next.

Definition 1. The QoS class, Aj , is defined as the set of all UAs stemming from all UEs that can
tolerate a maximum packet transmission delay of j time slots.

Each UA in our system can belong to one out of a total of J QoS classes, Aj, j = 1, · · · , J with⋃J
j=1Aj = A, and Aj ∩ Aj′ = ∅, j 6= j′. Due to system resource constraints, not all UAs can be

served instantaneously and, thus, a transmission delay will be experienced by the UAs. In essence,
to transmit a data stream of size ba bits to UA a ∈ Aj , an average data rate of ba/jτ2 during j
consecutive time slots is needed, otherwise, the UA experiences an outage due to the excessive
delay.

The scheduling decision πt at a given slot t is a function that outputs two vectors xt and τ t that
determine, respectively, the resource allocation over µW and mmW bands. In fact, xt includes
the variables xakt ∈ {0, 1} with a ∈ A, k ∈ K1 where xakt = 1 indicates that µW RB k is
allocated to UA a at slot t, otherwise, xakt = 0. In addition, each element τat ∈ [0, τ ], a ∈ A, of
τ t determines the allocated time to UA a over mmW band. The required bits for UA a at slot t,
breq
a (t), depend on the number of bits received during previous slots,

∑t−1
t′=0 b

rec
a (t′). In other words,

breq
a (t) = ba −

∑t−1
t′=0 b

rec
a (t′), with breq

a (1) = ba and brec
a (0) = 0. For a given policy πt, the required
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load at time slot t+ 1, breq
a (t+ 1), can be written recursively as

breq
a (t+ 1) = breq

a (t)− brec
a (t) = breq

a (t)−

[
τ

K1∑
k=1

Ra(k, t)xakt +Ra(t)τatζat

]
. (3.4)

From (3.4), we observe that policy πt depends on the scheduling decisions during previous time
slots {π1, π2, ..., πt−1}. Thus, we define π = {π1, π2, ..., πt, ..., πJ} ∈Π as a long-term scheduling
policy, whereΠ is the set of all possible scheduling policies.

Next, we use (3.4) to formally define the QoS criterion for any UA a ∈ Aj as

1(a ∈ Aj; π) =

{
1 if

∑j
t′=1 b

rec
a (t′) ≥ ba,

0 otherwise,
(3.5)

where 1(a ∈ Aj; π) = 1 indicates that under policy π, enough resources are allocated to UA
a ∈ Aj to receive ba bits within j slots, while 1(a ∈ Aj; π) = 0 indicates that UA a is going to
experience an outage. We define the outage set Oπ = {a|1(a ∈ Aj; π) = 0, j = 1, · · · , J} as the
set of UAs in outage.

Prior to formulating the problem, we must note the following inherent characteristics of dual-
mode scheduling: 1) If mmW link with a high LoS probability is not feasible for a UE, scheduling
over the mmW band can cause outage to the associated UAs, specifically for delay-intolerant UAs,
2) larger range of supported rates is available for UAs compared to the conventional single-band
systems. Hence, for some UAs, the required rate exceeds the achievable rate at µW band. There-
fore, effective dual-mode scheduling should not only rely solely on CSI, but it must also leverage
UA-specific metrics, herein referred to as context information as formally defined next.

Definition 2. At any slot t, the tuple C = (Aj≥t, breq(t),ρ) defined as context information, is
composed of the delay constraints of UAs, Aj≥t =

⋃J
j=tAj , the required load per UA, breq(t) =

{breq
a (t)|a ∈ Aj≥t}, and the LoS probability of each UA, ρ = {ρa|a ∈ Aj≥t}.

Note that exploiting the context information at any time slot t properly links the scheduling
policy πt to the history, since from (3.5), C at slot t depends on π′t, t

′ = 1, · · · , t− 1.

3.2.3 Problem formulation

Our goal is to find a scheduling policy π∗ ∈ Π that satisfies (3.5) for as many UAs as possible
over J time slots. The general long-term scheduling problem for slots t = 1, · · · , J can be solved
separately at each slot t to find π∗t (C,CSI) = (x∗t , τ

∗
t ), while the time-dependency of scheduling

decisions is captured by exploiting the context information. Therefore, the scheduling problem at
an arbitrary slot t can be formulated as follows:
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Figure 3.2: The structure of the context-aware scheduler.

argmax
xt,τ t

λt,1 + E [λt,2] , (3.6a)

s.t. τ

K1∑
k=1

Ra(k, t)xakt ≥ breq
a (t), ∀a ∈ At ∩ Gt,1, (3.6b)

Ra(t)τatζat ≥ breq
a (t− 1), ∀a ∈ At ∩ Gt,2, (3.6c)

xt ∈ X =

{
xakt ∈ {0, 1}

∣∣∣∑
a∈A

xakt ≤ 1,

K1∑
k=1

xakt ≤ K1, ∀a ∈ Aj≥t

}
, (3.6d)

τ t ∈ Y =

τat ∈ [0, τ ]
∣∣∣ ∑
a∈Gt,2

τat + |Gt,2|τ ′ ≤ τ, ∀a ∈ Gt,2

 , (3.6e)

xt, τ t ∈ Z =

{
xt ∈ X , τ t ∈ Y

∣∣∣ K1∑
k=1

xaktτat = 0

}
, (3.6f)

where λt,1 and λt,2 denote, respectively, the number of satisfied UAs scheduled at µW and mmW
bands at slot t. Given a decision policy πt, λt,2 is a random variable that depends on ζat at the
mmW band. In fact, the expectation in 3.6a is taken over ζat, for all a ∈ Gt,2. However, λt,1 is
deterministic, if the slot duration τ is smaller than the µW channel coherence time.

The problem (3.6a)-(3.6f) falls into a class of optimization problems, referred to as Min-UR,
which are known to be NP-hard [88]. Although linear systems with equality or inequality con-
straints can be solved in polynomial time, using an adequate linear programming method, least
mean squared methods are not appropriate for infeasible systems when the objective is to maxi-
mize satisfied relations [88].

With this in mind, we propose a two-stage solution that solves (3.6a)-(3.6e) in polynomial time,
as illustrated in Fig. 3.2. The scheduling at µW band is considered first in order to reliably schedule
as many UAs as possible with small required loads over the µW band. The motivation for serving
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UAs first at µW band is due to the fact that transmissions at µW frequencies are robust against
blockage. Unlike µW frequencies, mmW communication is highly susceptible to blockage and,
thus, scheduling UAs only at the mmW band can potentially cause outage for delay-intolerant UAs.
To this end, a hierarchy scheme is proposed based on the UAs’ QoS class, CSI, and the required
loads. Moreover, the UAs selection and scheduling are jointly done at SBS using an iterative
algorithm. Then, for the remaining UAs that were not scheduled at the µW band, we propose a
joint UA selection criterion and scheduling algorithm that introduces a hierarchy to the UAs, based
on the context information, and maximizes the number of satisfied UAs.

3.3 Context-Aware UA Selection and Resource Allocation at
µW Band

Before scheduling at mmW band, the goal of the scheduler is to first find an allocation x∗t at each
slot t over µW band that satisfies

argmax
x∗t

λt,1(x∗t ), (3.7a)

s.t. (3.6b), (3.6d). (3.7b)

The downlink scheduling problem in (3.7a)-(3.7b) is an inconsistent combinatorial problem of
matching users to resources which does not admit a closed-form solution and has an exponential
complexity [89]. Hence, the solution of (3.7a)-(3.7b) depends on which UAs are chosen to be
scheduled at µW band, i.e., the set Gt,1. To this end, we introduce a hierarchy for UA selection by
grouping the different UAs into the following sets:

G(1)
t,1 = {a ∈ Aj|j = t, breq

a (t) > 0}, (3.8)

G(2)
t,1 = {a ∈ Aj|j > t, breq

a (t) > 0}. (3.9)

In fact, the UAs in G(1)
t,1 have higher priority than G(2)

t,1 , since they must be served during the
current time slot, otherwise, they will experience an outage. In addition, for UAs of the same set,
the UA that satisfies the following has the highest priority:

a∗ = argmin
a

breq
a (t)∑

k∈K1
Ra(k, t)

, (3.10)

where (3.10) selects UA a∗ that minimizes the ratio of the required load to the achievable rate. To
ensure that the constraints set for the selected UAs a ∈ Gt,1 is feasible, i.e. λt,1(x) = |Gt,1|, the UA
selection has to be done jointly while solving (3.7a)-(3.7b). Following, we propose a framework
that solves (3.7a)-(3.7b) for a given Gt,1.
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3.3.1 Scheduling as a matching game

For a selected set of UAs at µW band, Gt,1, we propose a novel resource allocation scheme at µW
band based on matching theory concept, introduced in Chapter 2 [76, 90–92]. As explained in
Chapter 2, a matching game is defined as a two-sided assignment problem between two disjoint
sets of players in which the players of each set are interested to be matched to the players of the
other set, according to preference relations. At each time slot t of our scheduling problem, K1 and
Gt,1 are the two sets of players. A preference relation � is defined as a complete, reflexive, and
transitive binary relation between the elements of a given set. Here, we let �a be the preference
relation of UA a and denote k �a k′, if player a prefers RB k over RB k′. Similarly, we use �k to
denote the preference relation of RB k ∈ K1.

In the proposed scheduling problem, the preference relations of UAs depend on both the rate and
the QoS constraint which will be captured via well-designed, individual utility functions for UAs
and SBS resources, as defined later in this section.

3.3.2 Scheduling at µW band as a matching game

Each scheduling decision πt,1 determines the allocation of RBs to UAs during time slot t over the
µW band. Thus, the scheduling problem at µW frequency band can be defined as a one-to-many
matching game:

Definition 3. Given two disjoint finite sets of players Gt,1 and K1, the scheduling decision at
time slot t, πt,1, can be defined as a matching relation, πt,1 : Gt,1 → K1 that satisfies 1) ∀a ∈
Gt,1, πt,1(a) ⊆ K1, 2) ∀k ∈ K1, πt,1(k) ∈ Gt,1, and 3) πt,1(k) = a, if and only if k ∈ πt,1(a).

In fact, πt,1(k) = a implies that xakt = 1, otherwise xakt = 0. Therefore, πt,1 is indeed the
scheduling decision that determines the allocation at µW band. One can easily see from the above
definition that the proposed matching game inherently satisfies the constraint (3.6d). Next, we
need to define suitable utility functions to determine the preference profiles of UAs and RBs.
Given matching πt,1, we define the utility of UA a for k ∈ K1 at time slot t as:

Ψa(k, t; πt,1) =

0 if
∑

k′∈πt,1(a)

Ra(k
′, t)τ ≥ breq

a (t),

Ra(k, t) otherwise.
(3.11)

The utility of µW RBs k ∈ K1 for UA a ∈ Gt,1 is simply the rate

Φk(a, t) = Ra(k, t). (3.12)

Using these utilities, the preference relations of UAs and RBs at a given time slot t will be

k �a k′⇔ Ψa(k, t; πt,1) ≥ Ψa(k
′, t; πt,1) (3.13)

a �k a′⇔ Φk(a, t) ≥ Φk(a
′, t), (3.14)
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Algorithm 1 Context-Aware UA Selection and Resource Allocation Algorithm at µW Band
Inputs: G(1)t,1 , G(2)t,1 , breq(t), Ra(k, t).
Outputs: x; Gt,1.
Initialize: Gt,1 = ∅,
1: G′t,1 = G(1)t,1 , Ka = K1,∀a ∈ G′t,1.
2: Add UA a∗ ∈ G′t,1 with smallest breq

a (t)/
∑

k∈K1
Ra(k, t) to Gt,1 and remove it from G′t,1.

3: Update the preference ordering of UAs a ∈ Gt,1 and RBs k ∈ K1, using (3.11) and (3.12).
4: Using �a, a UA a ∈ Gt,1 is tentatively assigned to its most preferred RB in Ka.
5: From the tentative list of UA applicants plus πt,1(k) for RB k, only the most preferred UA, based on �k, is

assigned to k. Next, k is removed from the applicants’ Ka sets.
6: Each UA a updates breq

a (t) and �a based on (3.13).
7: repeat Steps 3 to 6
8: until 1a(x) = 1, or Ka = ∅,∀a ∈ Gt,1.
9: if ∃a ∈ Gt,1,1a(x) 6= 1 then

10: Remove a∗ from Gt,1 and go to Step 3.
11: end if
12: if ∃k,

∑
a∈G(1)

t,1∪G
(2)
t,1
xakt = 0 then let G′t,1 = G(2)t,1 and go to Step 2.

13: end if

for ∀a, a′ ∈ Gt,1, and ∀k, k′ ∈ K1. Given this framework, we propose a joint UA selection and
matching-based scheduling algorithm that maximizes λt,1.

3.3.3 Proposed context-aware scheduling algorithm at µW band

To solve the proposed game and find a suitable outcome, we use the concept of two-sided stable
matching between UAs and RBs, defined as follows [90]:

Definition 4. A pair (a, k) /∈ πt,1 is said to be a blocking pair of the matching πt,1, if and only if
a �k πt,1(k) and k �a πt,1(a). Matching πt,1 is stable, if there is no blocking pair.

A stable scheduling decision, πt,1, ensures fairness for the UAs. That is, if a UA a envies the
allocation of another UA a′, then a′ must be preferred by the RB πt,1(a′) to a, i.e., the envy of UA a
is not justified. For conventional matching problems, the popular DA algorithm is normally used to
find a stable matching [74,76,90]. However, DA cannot be applied directly to our problem because
it assumes that the quota for each UA is fixed. The quota is defined as the maximum number of
RBs that a UA can be matched to. In our problem, however, quotas cannot be predetermined, since
the number of RBs needed to satisfy the QoS constraint of a UA in (3.7b) depends on the channel
quality at each RB, as well as the context information. In fact, the adopted utility functions in
(3.11) depend on the current state of the matching. Due to the dependency of UAs’ preferences
to the state of the matching, i.e. xakt variables, the proposed game can be classified as a matching
game with externalities [74]. For matching games with externalities, DA may not converge to
a two-sided stable matching. Therefore, a new matching algorithm must be found to solve the
problem.

To this end, we propose a novel context-aware scheduling algorithm shown in Algorithm 1.
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Algorithm 1 first allocates the RBs to the UAs in G(1)
t,1 . At every iteration, each UA a∗ given by

(3.10) is added to the set Gt,1 of the matching game. In Steps 4 to 10, the algorithm assigns RBs
k ∈ K1 to UAs a ∈ Gt,1 as follows. Each UA a ∈ Gt,1 is tentatively assigned to its most preferred
RB k ∈ Ka. Next, from the tentative list of candidate UAs as well as current assignment πt,1(k),
the scheduler allocates RB k only to the most preferred UA, based on �k. The RB k is removed
from the set Ka corresponding to each candidate UA a ∈ Gt,1. Based on the allocated RBs, the
UAs update breq

a (t) and �a. This process is repeated until the rate constraints for UAs are satisfied,
1a(x) = 1, or Ka = ∅ for UAs a ∈ Gt,1. Then, if some of the RBs are left unallocated, the
algorithm follows Steps 2 to 14 to add UAs from G(2)

t,1 to Gt,1.

Theorem 1. The proposed Algorithm 1 is guaranteed to yield a two-sided stable matching between
UAs and µW RBs.

Proof. See Appendix A.1.

Given Gt,1 by Algorithm 1 at µW band, the scheduling problem at slot t is now reduced to
choosing a subset of unscheduled UAs and allocate mmW resources to them such that the number
of satisfied UAs is maximized.

3.4 Context-Aware UA Selection and Resource Allocation at
mmW Band

We let G ′t,2 ={a ∈ Aj≥t|a /∈ Gt,1, breq
a (t)> 0} be the set of UAs that have not been scheduled over

the µW band. Here, the scheduling problem over the mmW band at slot t can be formulated as a
stochastic min-UR problem as follows:

argmax
τ t

E [λt,2(τ t)] , (3.15a)

s.t. (3.6c), (3.6e), (3.6f). (3.15b)

Here, we note that ζat in (3.6c) is a Bernoulli random variable with success probability ρa. Hence,
for any allocation τ t, the number of satisfied constraints λt,2 is a random variable. Although the
exact distribution of λt,2 may not be found for a general infeasible problem as (3.15a)-(3.15b),
we can approximate the distribution of outage ratio at slot t, Pout,t = 1 − [(λt,1 + λt,2)/Aj=t], as
follows:

Proposition 1. Let τ t be a feasible solution for the subset of constraints in (3.15b) associated with
UAs a ∈ Gt,2 ⊆ G ′t,2. Given λt,1 and 0 ≤ Pth < 1 − λt,1

Aj=t
, where Pth is an outage threshold, the

CDF of the outage ratio at slot t, FPout,t(Pth) can be approximated by,

FPout,t(Pth) ≈ 1− Γ (b(1− Pth)At − λt,1 + 1c, λave)
b(1− Pth)At − λt,1c!

, (3.16)
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where b.c is the floor function, Γ (., .) is the incomplete gamma function, and

λave = E [λt,2(τ t)] =
∑
a∈Gt,2

ρa. (3.17)

Proof. See Appendix A.2.

From (3.17) and (3.29), we can see that the objective function increases as UAs with higher ρa
are satisfied, however, the approximation of the distribution becomes less accurate.

We note that if LoS probabilities ρa are known by the SBS, the proposed scheduling problem
over the mmW band becomes equivalent to a 0-1 stochastic Knapsack optimization problem [93].
However, in practice, the explicit values of ρa may not be available at the SBS. In Section 3.4.2,
we will introduce a learning approach using which the SBS can determine if ρa ≥ ρth, where ρth
is a constant value. By learning which UAs satisfy ρa ≥ ρth, the SBS assigns priority to the UAs
that are more likely to be at a LoS link from the SBS. This information along with the QoS classes
of UAs will allow the scheduler to group UAs into the following non-overlapping subsets:

G(1)
t,2 = {a ∈ Aj=t ∩ G ′t,2|ρa ≥ ρth}, (3.18)

G(2)
t,2 = {a ∈ Aj=t ∩ G ′t,2|ρa < ρth}, (3.19)

G(3)
t,2 = {a ∈ Aj>t ∩ G ′t,2|ρa ≥ ρth}, (3.20)

G(4)
t,2 = {a ∈ Aj>t ∩ G ′t,2|ρa < ρth}. (3.21)

In fact, the SBS will adopt a greedy approach that assigns priority to sets G(i)
t,2 with i = 1 as

highest and i = 4 as lowest priority. That is due to the fact that UAs in G(1)
t,2 cannot tolerate further

delays. Moreover, they belong to UEs with high possibility of LoS access to SBS. In addition,
UAs in G(2)

t,2 are in second priority, since they cannot tolerate more delay, while having a low ρa.
Moreover, UAs G(3)

t,2 are assigned to a third priority, since they can tolerate more delays and have
high probability to be at LoS mmW link with SBS. The least priority is assigned to UAs in G(4)

t,2 as
they can tolerate further delays, while having low ρa.

Furthermore, for the UAs of the same set, the highest priority is given to a UA a∗ that satisfies:

a∗ = argmin
a

breq
a (t)

Ra(t)
. (3.22)

In other words, the SBS selects the UA that requires the least time resource to be satisfied. Similar
to µW band scheduling, the SBS must ensure that the constraints set for selected UAs a ∈ Gt,2 is
feasible. Therefore, the UA selection has to be done jointly while solving (3.15a)-(3.15b). Next,
we propose a joint UA selection and scheduling algorithm at mmW band.
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Algorithm 2 Context-Aware UA Selection and Resource Allocation Algorithm at mmW Band
Inputs: G(i)t,2, i = 1, ..., 4, breq(t), Ra(t).
Output: τ ;Gt,2.
1: Initialize: Gt,2 = ∅.
2: for i = 1; i ≤ 4; i+ + do
3: for j = 1 : |G(i)t,2| do
4: Find UA a∗ ∈ G(i)t,2 from (3.22), set τa∗,t = breq

a∗ (t)/Ra∗(t) and add a∗ to Gt,2.
5: if (3.6e) is not satisfied then
6: Remove a∗ from Gt,2. Break.
7: end if
8: end for
9: end for

3.4.1 Proposed context-aware scheduling algorithm over the mmW band

Over the mmW band, the objective is to serve as many UAs as possible in order to offload more
traffic from the µW band, subject to UAs delay constraints. With this in mind, we propose Algo-
rithm 2 to solve (3.15a)-(3.15b). The algorithm follows the priority criterion introduced in (3.19)-
(3.21). Starting with the set G(1)

t,2 , the scheduling process is a 0-1 Knapsack problem composed of
|G(1)
t,2 | items all with the same benefit ρth and weights equal to the required time τa,t = b

req
a (t)
Ra(t)

. This
problem can be simply solved by sorting the required time in increasing order and adding UAs
one by one to the set Gt,2. The algorithm follows the process for the remaining sets and converges,
once the entire mmW time slot duration is allocated and no additional time is available for more
UAs. From Algorithms 1 and 2, we observe that resource allocation at any time slot affects the
scheduling at both mmW and µW bands for the subsequent time slots. Therefore, the proposed
UA selection and scheduling schemes at one frequency band are not independent of those at the
other frequency band, thus requiring joint scheduling for the dual-mode system.

The above solution requires the SBS to determine for which UAs the condition ρa ≥ ρth is
satisfied. Next, we introduce a learning scheme that enables the UEs to obtain this information by
monitoring successful LoS transmissions from the SBS over time and send it to the SBS. Clearly,
ρa is the same for the UAs that run at an arbitrary UE, since they experience the same wireless
channel.

3.4.2 Q-learning model to evaluate the LoS probability

In a real-world cellular network, the UEs will be surrounded by many objects and, thus, the SBS
may never know in advance whether an LoS mmW link will be available or not. Therefore,
scheduling UAs of UEs that are experiencing a high blockage probability not only wastes network
resources, it may drastically degrade QoS for delay intolerant UAs.

In practice, ρa depends on many parameters such as the distance between the UE and the SBS,
or blockage by human or other surrounding objects. Although finding a closed-form relation of ρa
with these parameters may not be feasible in general, the UEs can learn whether they have a high
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LoS probability based on transmissions from the SBS over time. The UEs will then update and
send this information to the SBS at each time slot. Clearly, a simple averaging over time would
not work, since the environment is dynamic and ρa may change over time. To this end, we propose
a learning framework, based on Q-learning (QL) [94], in order to determine UAs with ρa ≥ ρth
without knowing the actual ρa values. QL is a reinforcement learning algorithm that determines
optimal policy without detailed modeling of the system environment [94, 95]. The proposed QL
model is formally defined by the following key elements:

• Agents: UEs m ∈M.
• States: Depending on whether a UA of a given UE is being scheduled over µW or mmW

bands, there are three possible states for the UA: 1) UA is served by the SBS over a LoS
mmW link (S1), 2) UA is scheduled over mmW band, but no LoS link is possible (S2), and
3) UA is scheduled over µW band (S3).

• Action: At any state, a UE can make a decision d chosen from a set D = {d1, d2} where d1

and d2, respectively, stand for whether to schedule this user’s UAs at the current frequency
band or switch to the other frequency band.

• State transition probability: T (Si, d, Sj) denotes the probability of transition from state Si
to Sj if decision d ∈ D is chosen by the UE. Hence, T (Si, d2, S3) = 1 for i = 1, 2, and
T (S3, d2, S1) = 1− T (S3, d2, S2) = ρa. In addition, T (S3, d1, S3) = 1 and T (Si, d1, S1) =
1− T (Si, d1, S2) = ρa for i = 1, 2.

• Reward: The UE receives rewards r = [r1,−r2, r3], respectively, for each of its UAs being
at states S1, S2, and S3, where r2 > r1 > r3 > 0. The rewards are assumed the same for
all UAs a ∈ A. The reward values affect both the convergence and the policy. For instance,
for large negative rewards, i.e., r2 � r3, the optimal policy for the UA is to choose µW,
even for large ρa values. The long-term reward for choosing mmW band by UA a ∈ A is
r1ρa − (1 − ρa)r2. Therefore, we can set r such that only for ρa ≥ ρth, mmW band be
preferred by UA a. That is, r1ρa − (1− ρa)r2 ≥ r3 which implies

ρth =
r3 + r2

r1 + r2

, r2 > r1 > r3 > 0. (3.23)

At any time slot, each UA that is selected for scheduling will explore one of the three states. Con-
sequently, this UA’s corresponding UE will achieve a reward associated with the current residing
state. We note that the UEs do not have any prior knowledge about the transition probabilities in
advance. However, QL provides a model-free approach that instead of estimating ρa, it allows UE
to find the best decision while residing at each state. This is done by the notion of Q-valuesQ(S, d)
which represents the value of decision d while being at state S. Starting from an initial Q-values,
UA can find true values via an iterative process as follows:

Q(S, d)← (1− α)Q(S, d) + α
[
r(S ′) + γmax

d′
Q(S ′, d′)

]
, (3.24)

where α and γ are predetermined constants. It can be shown that updating the Q-table based on
(3.24) maximizes the long-term expected reward: r̄ = lim

T→∞
1
T

∑T
t=1 r(S(t)) [94]. Moreover, given
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Figure 3.3: QL model with state transition probabilities.

the converged Q values, the following sufficient condition can be used to find a subset of UAs with
ρa ≥ ρth:

Q(Si, d2) ≤ Q(Si, d1), i = 1, 2 and Q(S3, d1) ≤ Q(S3, d2)⇒ ρa ≥ ρth. (3.25)

We note that if there is only one UE that is running only one UA, the criterion given by (3.24)
leads to making optimal decisions in terms of maximizing the expected reward. However, the
multi-user resource allocation cannot be done only based on ρa ≥ ρth criterion. On the one hand,
assigning mmW resources only to UAs with high ρa and small required load will result low spectral
efficiency. Moreover, UAs with small ρa and large breq

a (t) will not meet their delay requirement, if
they are scheduled over the µW frequency band. However, even with small ρa, it is still probable
for these UAs to be served over a LoS mmW link. Therefore, multi-user scheduling enforces
SBS to exploit per UA context information, i.e., required load per UA, delay constraint, as well
as UEs-SBS channel diversity. Here, it worth noting that exploiting side information such as the
geographical location information of buildings could also facilitate learning the LoS probabilities
[35, 96].

3.4.3 Complexity analysis of the proposed two-stage solution

With this in mind, we can make the following observation with regard to the proposed two-stage
solution in Algorithms 1 and 2 for the original problem in (3.6a)-(3.6f).

Theorem 2. The proposed long-term scheduling algorithm composed of Algorithm 1 and Algo-
rithm 2 solves the problem (3.6a)-(3.6f) in polynomial time with respect to the number of UAs.

Proof. See Appendix A.3.
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Table 3.2: Simulation parameters
Notation Parameter Value
P1, P2 Transmit power 30 dBm

(Ω1, Ω2) Available Bandwidth (10 MHz, 1 GHz)
ω Bandwidth per RB 180 KHz

K-factor Rician K-factor 2.4 [87]
(ξ1, ξ2) Standard deviation of mmW path loss (10, 5.2) [10]
(α1, α2) Path loss exponent (3, 2) [10]
(β1, β2) Path loss at 1 m (38, 70) dB
ψ Antenna gain 18 dBi
τ Time slot duration 10 ms
τ ′ Beam-training overhead 0.1 ms
N0 Noise power spectral density −174 dBm/Hz
J Number of QoS classes 5 [97]
κ Number of UAs per UE 3
r Reward vector [3,−16, 1]

3.5 Simulation Results

For simulations, we consider an area with diameter d = 200 meters with the SBS located at the
center [10]. UEs are distributed uniformly within this area with a minimum distance of 5 meters
from the SBS. Each UE has κ UAs chosen randomly and uniformly from J QoS classes. The main
parameters are summarized in Table 3.2. All statistical results are averaged over a large number
of independent runs. We compare the performance of the proposed context-aware algorithm with
two well-known resource allocation approaches:

• Proportional Fair Scheduler with minimum rate requirement (PF-MRR): The PF scheduling
for multi-carrier systems with minimum rate requirement is different than the conventional
approach. In [98], a simple approach is proposed to implement PF-MRR which we modify
to apply to the dual-mode system. At µW band, RB k is assigned to the UA a ∈ At that
satisfies

a = argmax
a∈At

Ra(k, t)

R̄rec
a (t) +Rreq

a (t)
, (3.26)

where R̄rec
a (t) is the achieved average rate up to time slot t, and Rreq

a (t) = breq
a (t)/τ is the

required average rate at slot t to meet the QoS constraint of UA a. UAs a ∈ At′≥t with
unsatisfied rate requirement are scheduled at mmW band where τa,t = b

req
a (t)
Ra(t)

is allocated to

the UA a = argmaxa
Ra(t)

R̄rec
a (t)+R

req
a (t)

, while
∑

a τa,t = τ − |Gt,2|τ ′.
• Round Robin Scheduler (RR): At µW band, the scheduler allocates equal number of RBs to

each a ∈ At. Unsatisfied UAs a ∈ At′≥t are scheduled at mmW band with τa,t = τ−|Gt,2|τ ′
|Gt,2| .
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Figure 3.4: Performance comparison between scheduling approaches for M = 20 and ba = 5 Mbits. For
the cell edge UEs, ρa is sampled randomly from [0, 1] and for others ρa = 1.

3.5.1 Quality-of-experience of the users

Fig. 3.4 shows a snapshot of a given network realization in which specific UEs are represented
by circles. Each UE is associated with κ = 3 UAs, each having a required load of ba = 5
Mbits. We note that for an arbitrary UA a ∈ Aj , the required load ba (bits) can be translated
into data rate ba/(jτ). For example, ba = 5 Mbits for a ∈ A5 is equivalent to 100 Mbits/s data
rate. The results from this figure show each user’s satisfaction by indicating how many UAs per
UE are satisfied. In Fig. 3.4, the colors red, yellow, and green are used, respectively, to indicate
one, two, and three satisfied UAs per UE. Moreover, circles with no color represent UEs with no
serviced UA. Clearly, in Fig. 3.4, we can see that the proposed approach significantly improves
the overall system performance by providing service to more UEs, compared to both PF-MRR
and RR schemes. In addition, we observe that the proposed context-aware approach outperforms
PF-MRR and RR schemes by satisfying the QoS needs of more applications, which naturally leads
to a higher quality-of-experience per user.

3.5.2 Outage probability vs number of UEs

The overall outage probability, Pout, is defined as the ratio of the number of QoS violations over
the total number of UAs which will be given by:

Pout(π) = 1− 1

A

(
J∑
t=1

λt,1(π)−
J∑
t=1

λt,2(π)

)
(3.27)

= 1− 1

A

J∑
t=1

∑
a∈At

1(a; π) = 1− 1

A
|Oπ|,
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Figure 3.5: Performance comparison between scheduling approaches versus the number of UEs, M . All
users are at LoS. ba = 1 Mbits and ρa = 1 for all a ∈ A.

Since Pout is a random variable, we will study whether the proposed scheduling policy π∗ ∈ Π
guarantees P(Pout(π

∗) ≥ Pth) ≤ ε, where Pth is the maximum tolerable outage probability and ε is
a pre-defined threshold. This can be written as FPout(Pth) ≥ 1− ε, where FPout(.) is the cumulative
distribution function (CDF) of Pout.

Fig. 3.5 shows the outage probability as the number of UEs varies, for the three considered ap-
proaches. Fig. 3.5 shows that the outage probability increases as the number of UAs increases. In
fact, the results show the number of UAs that can be satisfied for a given outage threshold. Clearly,
the proposed algorithm outperforms the PF-MRR and RR scheduling approaches. For example, for
a 0.01 outage probability, the proposed context-aware approach satisfies up to 210 UAs, consider-
ing κ = 3 UAs per UE. However, the baseline approaches fail to achieve this performance. In fact,
the outage probability is always greater than 0.04 for both the RR and the PF-MMR approaches
over all network sizes. Finally, from Fig. 3.5, we can clearly see that the proposed approach can
always guarantee the QoS for up to 180 UAs on average, which is three times greater than the
number of satisfied UAs resulting from the PF-MRR and RR approaches.

3.5.3 Impact of Q-learning

Fig. 3.6 shows the gain of the proposed QL approach. The QL gain is defined as the respective
number of satisfied UAs with and without QL. The results presented in Fig. 3.6 show that more
gain is achievable as the number of UAs increases. This stems from the fact that, as the number
of UAs increases, it becomes more probable that more number of UEs be at a LoS connection
with the BS. Fig. 3.6 shows that the QL-based information allows scheduling UAs with higher
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Figure 3.6: Gain of Q-Learning vs number of users for different load values.
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Figure 3.7: State exploration and convergence of Q-Learning

LoS probabilities. More interestingly, Fig. 3.6 shows that the gain increases as the required load
per UA increases. This is due to the fact that with more strict QoS constraints, it is become more
important to allocate mmW resources only to the UAs with higher probability of LoS.

Fig. 3.7.a and Fig. 3.7.b show both random state exploration and the resulting long-term rewards.
The LoS probabilities ρa = 0.8 and ρa = 0.2 are considered, respectively, in Fig. 3.7.a and Fig.
3.7.b. The results in Fig. 3.7.a show that up to 110 iterations is needed for the QL algorithm to
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Figure 3.8: State transition and average reward resulted by the optimal policy.

converge, for ρa = 0.8. However, Fig. 3.7.b shows that the algorithm will converge within less
than 190 iterations for ρa = 0.2. Moreover, the average reward is higher in Fig. 3.7.a, since
the UAs with ρa = 0.8 are often served over mmW LoS links, while in Fig. 3.7.b, mmW links
are frequently blocked. Real-life field measurements have shown that the blockage duration can
be very long, exceeding several hundreds of milliseconds [99]. This long duration will allow the
proposed QL algorithm to converge, before the blockage environment changes.

In Fig. 3.8.a and Fig. 3.8.b, the average reward and state transitions are shown when the optimal
QL policy is followed, respectively, for ρa = 0.8 and ρa = 0.2. Clearly, when LoS probability is
high, the optimal policy is to schedule the UA over mmW band, as shown in Fig. 3.8.a. In addition,
compared to Fig. 3.7, we can see that the QL policy will substantially increase the average reward
compared to the random frequency band selection. For example, for ρa = 0.2, the average reward
is increased from −5 in Fig. 3.7.b to 1 in Fig. 3.8.b.

3.5.4 Outage probability vs the required load

In Fig. 3.9, we show the outage probability as the required load per UA varies, for the three
scheduling approaches. In this figure, we can see that the outage probability decreases as the
required load per UA decreases. In addition, from Fig. 3.9, we can see that the proposed context-
aware approach yields significant gains, compared to the PF-MRR and RR schemes. In fact, the
proposed approach guarantees the required loads up to 2 Mbits per UA, for 0.01 outage probability.
However, the baseline PF-MRR and RR approaches can guarantee, respectively, less than 0.2 and
0.1 Mbits load per UA for the same outage probability.
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Figure 3.9: Performance comparison between scheduling approaches versus the required bit per UA ba.
Parameters M = 30 and ρa = 1 for all a ∈ A are used.
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Figure 3.10: The CDF of the outage probability for M = 30 UAs and ba = 1 Mbits. For the cell edge
UEs, ρa is sampled randomly from [0, 1] and for others ρa = 1.

3.5.5 Statistics of the outage probability

The empirical CDF of the outage probability is shown in Fig. 3.10 for M = 30 UAs with ba =
1 Mbits required load. From Fig. 3.10, we can see that the proposed context-aware approach
substantially improves the statistics of the outage, compared with PF-MRR and RR approaches.
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(b) Only µW

20 30 40 50 60 70 80 90 100
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Number of UEs (M)

O
ut

ag
e 

pr
ob

ab
ili

ty

 

 

Context−Aware
PF−MRR
RR

(c) Only mmW

Figure 3.11: Performance comparison between scheduling approaches versus the number of UEs, M for
ba = 0.1 Mbits. ρa is sampled randomly from [0, 1] for the half of UAs.

For example, the probability that Pout be less than 0.2 is only 30% for PF-MRR approach, while
this value is 80% for the proposed approach.

3.5.6 Dual-mode vs single-mode scheduling

Fig. 3.11 shows the performance of the scheduling algorithms for three scenarios: a) with dual-
mode communication in presence of both mmW and µW frequency resources, b) with only µW
band being available, and c) with only mmW band being available1. The results in Fig. 3.11 show
the key impact of the proposed dual-mode communication on maximizing QoS, compared with
single-mode scenarios. In fact, Fig. 3.11b shows that, without mmW communications, the outage
probability is significantly high across all network sizes. This is due to the fact that the requested
traffic load by UEs falls beyond the available capacity of the network over µW band. Moreover,
Fig. 3.11c shows that even for small network sizes, e.g. M = 20 UEs, the outage probability is
greater than 10% which is significantly high for practical cellular networks. That is because the
blockage is likely to happen for the subset of UAs with small ρa values. Therefore, to address high
traffic loads on the one hand, and guarantee high QoS on the other hand, joint usage of mmW-µW
resources is imperative. Indeed, Fig. 3.11a shows that the proposed dual-mode scheduling scheme
will yield outage probabilities as low as 1%, while managing very large network sizes up to 300
UAs, with a reasonably small outage probability.

The average transmitted loads to UAs over mmW and µW frequency bands are shown, respec-
tively, in Figs. 3.12a and 3.12b. In fact, Fig. 3.12 shows the average load per RAT at each time
slot. We can observe that the transmitted traffic over the mmW RAT is significantly larger than
the µW RAT. That is clearly due to the larger available bandwidth at the mmW band. Moreover,
the transmitted load is lower at last time slots, since by that time, most of the UAs would have

1We note that, in our model, the µW mode does not employ advanced techniques, such as multi-antenna schemes
(e.g., beamforming) or carrier aggregation to achieve higher data rates. Performance evaluation of such advanced µW
systems (e.g. LTE-Advanced) can be considered in future work.
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Figure 3.12: Average transmitted load to UAs at different time slots for A = 90 UAs and ba = 1 Mbits.

already received their requested traffic. In fact, available bandwidth at the mmW band will allow
to serve the LoS UAs prior to their due time slot. Clearly, as the link state becomes random for a
higher number of UAs, more mmW links will be blocked and, thus, the traffic over the mmW band
decreases. Given the results in Figs. 3.11 and 3.12, it is interesting to observe the critical role of
exploiting µW resources, despite the significantly larger traffic at the mmW band. In fact, the joint
exploitation of mmW-µW resources allows to leverage mmW resources for the UAs that are less
likely to experience outage, which ultimately decreases traffic at the µW band in subsequent time
slots.

3.5.7 Effect of beam training overhead

In Fig. 3.13, the effect of the beam training overhead on the outage probability is shown. Here,
we observe that τ ′ will significantly affect the performance. From Fig. 3.13, we can clearly see
that as τ ′ increases, the remaining time for data transmissions to UAs decreases which results in
a higher outage probability. Fig. 3.13 shows that, in the absence of beam training overhead, the
outage probability is always less than 0.35. However, for τ ′ = 0.8 ms, the outage probability will
always be less than 0.55.

3.5.8 Number of iterations

Fig. 3.14 shows number of iterations resulting from the proposed scheduling approach as the num-
ber of UEs varies for different number of UAs per UE. Clearly, the number of iterations increases
almost linearly with the number of UEs. From this figure, we can see that even for large network
size up to 30 UEs and 60 UAs, the proposed framework is relatively fast, as it converges within
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205 number of iterations.
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3.6 Summary

In this chapter, we have proposed a novel context-aware scheduling framework for dual-mode
small base stations operating at mmW and µW frequency bands. To this end, we have developed a
two-stage UA selection and scheduling framework that takes into account various network and UA
specific context information to make scheduling decisions. Over the µW band, we have formulated
the context-aware scheduling problem as a one-to-many matching game. To solve this game, we
have proposed a novel algorithm for joint UA selection and resource allocation and we have shown
that it yields a two-sided stable matching between µW resources and UAs. Next, we have proposed
a joint UA selection and scheduling to allocate mmW resources to the unscheduled UAs. The
scheduling problem over mmW band is formulated as a 0-1 Knapsack problem and solved using a
suitable algorithm. Moreover, we have proved that the proposed two-stage dual-mode scheduling
framework can solve the problem in a polynomial time. Simulation results have shown the various
merits and performance advantages of the proposed context-aware scheduling compared to the
PF-MRR and RR approaches.

3.7 Appendix A

A.1 Proof of Theorem 1

The convergence of the Algorithm 1 at each slot is guaranteed, since a UA never applies for a
certain RB twice. Hence, at the worst case scenario, all UAs will apply for all RBs once, which
yields Ka = ∅,∀a ∈ A. Next, we show that, once the algorithm converges, the resulting matching
between UAs and RBs is two-sided stable. Assume that there exists a pair (a, k) /∈ πt,1 that blocks
πt,1. Since the algorithm has converged, we can conclude that at least one of the following cases is
true about a: 1a(x) = 1 , or Ka = ∅.

The first case, 1a(x) = 1 implies that a does not need to add more RBs to πt,1(a). In addition,
a would not replace any of k′ ∈ πt(a) with k, since k′ �a k. Otherwise, a would apply earlier for
k. If a has applied for k and got rejected, this means πt,1(k) �k a, which contradicts (a, k) to be
a blocking pair. Analogous to the first case, Ka = ∅ implies that a has got rejected by k, which
means πt,1(k) �k a and (a, k) cannot be a blocking pair. This proves the theorem.

A.2 Proof of Proposition 1

We can write λt,2 as the sum of Bernoulli random variables ζat, i.e., λt,2(τ ) =
∑

a∈Gt,2 ζat. Hence,
using Le Cam’s theorem, the distribution of λt,2 follows Poisson distribution, i.e.,

P [λt,2(τ t) = k] ≈ λkavee
−λave

k!
, (3.28)
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where E [λt,2(τ t)] is the sum of expected values of ζat for selected UAs in Gt,2 as given by (3.17).
Moreover, the approximation error is bounded by

∞∑
k=0

∣∣∣P [λt = k]− λkavee
−λave

k!

∣∣∣ < 2
∑
a∈Gt,2

ρ2
a, (3.29)

where λt = λt,1 + λt,2. Next,

FPout,t(Pth) = P (Pout,t ≤ Pth) = P
(

1− λt,1 + λt,2
At

≤ Pth

)
(3.30)

= 1− P (λt,2 ≤ b(1− Pth)At − λt,1c) (3.31)

≈ 1− Γ (b(1− Pth)At − λt,1 + 1c, λave)
b(1− Pth)At − λt,1c!

, (3.32)

where (3.32) follows the CDF of the Poisson distribution.

A.3 Proof of Theorem 2

First, we analyze the complexity of Algorithm 1. For each slot t, let Aj≥t = |Aj≥t| be the number
of UAs that can be selected to be scheduled at µW band. At most, the algorithm must find the
solution for Aj≥t number of matchings. In addition, each matching has the complexity of O(K1),
since in the worst case, each UA must be re-allocated to K1 RBs by SBS. Hence, the complexity
of Algorithm 1 at each slot t is O(K1Aj≥t) and the total complexity from slot t = 1 to t = J is
O(K1

∑J
j=1 jAj).

Next, we analyze the complexity of Algorithm 2. At each slot t, there are at most Aj≥t UAs to
be scheduled at mmW (Gt,1 = ∅). Therefore, the Algorithm 2 must converge after Aj≥t resource
allocations, where each allocation is a special case of the 0-1 Knapsack problem. Hence, the total
complexity of the Algorithm 2 from slot t = 1 to slot t = J is O(

∑J
j=1 jAj). From the above

results, the overall complexity of the proposed long-term scheduling is O
(

(K1 + 1)
∑J

j=1 jAj

)
.



Chapter 4

Inter-Operator Resource Management for
Millimeter Wave, Multi-Hop Backhaul
Networks

4.1 Background, Related Works, and Summary of Contribu-
tions

Network densification based on the concept of SCNs is seen as the most promising solution to cope
with the increasing demand for wireless capacity [100]. SCNs are built on the premise of a viral
and dense deployment of SBSs over large geographical areas so as to reduce the coverage holes and
improve the spectral efficiency [101]. However, such a large-scale deployment of SBSs faces many
challenges in terms of resource management, network modeling, and backhaul support [101].

In particular, providing backhaul support for a large number of SBSs that can be deployed at
adverse locations within a geographical area has emerged as one of the key challenges facing the
effective operation of future heterogeneous SCNs [11]. In particular, due to the density of SCNs,
MNOs will not be able to maintain an expensive and costly deployment of fiber backhauls to
service SBSs as shown in [9] and [11]. Instead, MNOs are moving towards the adoption of wireless
backhaul solutions that are viewed as an economically viable approach to perform backhauling in
dense SCNs. In fact, MNOs expect that 80% of SBSs will connect to the core network via wireless
backhaul as detailed in [11] and [12].

4.1.1 Related works

The authors in [102] propose a fair resource allocation for the out-band relay backhaul links. The
proposed approach developed in [102] aims to maximize the throughput fairness among backhaul

47
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and access links in LTE-Advanced relay system. In [103], a backhaul resource allocation approach
is proposed for LTE-Advanced in-band relaying. This approach optimizes resource partitioning
between relays and macro users, taking into account both backhaul and access links quality. Dy-
namic backhaul resource provisioning is another important problem in order to avoid outage in
peak traffic hours and under-utilizing frequency resources in low traffic scenarios. In this regard,
in [104], a dynamic backhaul resource allocation approach is developed based on evolutionary
game theory. Instead of static backhaul resource allocation, the authors take into account the dy-
namics of users’ traffic demand and allocate sufficient resources to the base stations, accordingly.
Although interesting, the body of work in [102–104] does not consider the potential deployment
of millimeter wave communication at the backhaul network and is primarily focused on modeling
rather than resource management and multi-hop backhaul communication.

Providing wireless backhaul links for SBSs over mmW frequencies has recently been dubbed
as one of the most attractive technologies for sustaining the backhaul traffic of SCNs [7–15], due
to the following promising characteristics, among others: 1) The mmW spectral band that lies
within the range 30-300 GHz will deliver high-capacity backhaul links by leveraging up to 10 GHz
of available bandwidth which is significantly larger than any ultra-wideband system over sub-6
GHz frequency band. In addition, high beamforming gains are expected from mmW antenna
arrays, with large number of elements, to overcome path loss [13], 2) more importantly, mmW
backhaul links will not interfere with legacy sub-6 GHz communications in either backhaul or
access links, due to operating at a different frequency band. Even if the access network operates
over the mmW frequency band such as in self-backhauling architectures, mmW communications
will generally remain less prone to interference, due to the directional transmissions, short-range
links, as well as susceptibility to the blockage [96], and 3) over the past few years, research for
utilizing mmW frequencies for wireless backhaul networks has become an interesting field that
attracted a lot of attention in both academia and industry [7–16]. As an example, in 2014, a total of
15 telecom operators, vendors, research centers, and academic institutions (including Nokia, Intel,
and operators Orange and Telecom Italia) have launched a collaborative project in Europe, called
MiWaveS, to develop mmW communications for 5G backhaul and access networks [16].

However, compared to existing ultra-dense networks over sub-6 GHz band, the major challenges
of mmW backhaul networks can be listed as follows: 1) MmW backhaul links will typically operate
over much shorter range than their sub-6 Ghz counterparts (usually do not exceed 300 meters
[28, 105]), and, thus, more SBSs will be required to provide backhaul support for the users within
a certain geographical area. Therefore, mmW SBS deployments are expected to be even denser,
compared to the already dense sub-6 GHz networks [106]. Such ultra dense network will require
fast and efficient network formation algorithms to establish a multi-hop backhaul link between the
core network and each demanding SBS, 2) the backhaul network must be significantly reliable.
However, the received signal power of mmW signals may significantly degrade if the backhaul
link is blocked by an obstacle. For SBSs that are deployed in adverse locations, such as urban
furniture, the received signal power may degrade due to rain or blockage by large vehicles. One
solution is to increase the density of SBSs such that if a backhaul link between two SBSs is blocked,
the demanding SBS can establish a reliable link with another SBS. However, this solution will
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increase the cost of the backhaul network for the MNO. In our work, we have motivated the use of
cooperation between MNOs to achieve a robust and economically efficient backhaul solution, and
3) due to the directional transmissions of the mmW signals, broadcast control channels can lead to
a mismatch between the control and data planes at mmW frequency bands [107]. Therefore, fully
centralized approaches that rely on receiving control signals from a central station over broadcast
channels may not be practical, thus, motivating the adoption of suitable distributed algorithms for
an effective resource management.

Several recent studies have studied the viability of mmW as a backhaul solution as presented
in [14] and [105, 108–112]. For instance, the work in [14] proposes a model based on stochastic
geometry to analyze the performance of the self-backhauled mmW networks. The work in [109]
analyzes the performance of a dual-hop backhaul network for mmW small cells. In [105], the au-
thors perform channel measurements and provide insights for the mmW small cell backhaul links.
In [110], the performance of adaptive and switching beamforming techniques are investigated and
evaluated for mmW backhaul networks. Moreover, the impact of diffraction loss in mmW back-
haul network is analyzed in [111]. The authors in [112] propose a multi-objective optimization
framework for joint deployment of small cell base stations and wireless backhaul links. In [108],
the authors propose an autonomous beam alignment technique for self-organizing multi-hop mmW
backhaul networks. In [106], the authors have motivated the use of a multi-hop mmW backhaul
as a viable solution for emerging 5G networks and they analyzed the impact of the deployment
density on the backhaul network capacity and power efficiency. Moreover, in [113], the authors
have proposed a multi-hop backhaul solution with a TDMA MAC protocol for WiMAX.

The body of work in [14] and [105, 108–112] solely focuses on physical layer metrics, such as
links’ capacity and coverage. In addition, it is focused only on single-hop or dual-hop backhaul
networks, while new standards such as IEEE 802.11ay envision fully multi-hop networks. The
work presented in [106] does not provide any algorithm to determine how SBSs must form a
multi-hop mmW backhaul network. Moreover, the proposed model in [106] is too generic and
does not capture specific characteristics of a mmW network, such as susceptibility to blockage and
directional transmissions. Last but not the least, no specific analysis or algorithm is provided for
resource management in multi-hop mmW backhaul networks. The solution presented in [113] is
not directly applicable to the mmW backhaul networks, as mmW is substantially different from
WiMAX systems. In fact, authors in [113] focus primarily on the routing and link activation
protocols in order to minimize the interference among active links. Such a conservative approach
will yield an inefficient utilization of the mmW frequency resources, since interference scenario in
WiMAX systems is completely different with directional mmW communications.

Furthermore, the body of work in [14], [105, 108–112], [106], and [113] does not account for
the effect of backhaul cost in modeling backhaul networks. In fact, these existing works typically
assume that all infrastructure belong to the same MNO which may not be practical for dense
SCNs. In wireless networks, the backhaul cost constitutes a substantial portion of the total cost of
ownership (TCO) for MNOs as indicated in [9] and [11]. In fact, it is economically inefficient for
an individual MNO to afford the entire TCO of an independent backhaul network as demonstrated
in [9], [11], and [114]. The main advantages of inter-operator backhaul sharing is to reduce the
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number of required sites/RAT interfaces per MNO to manage backhaul traffic, site rent, capital
expenditures (CAPEX) by avoiding duplicate infrastructure, site operating expenditures (OPEX),
and electricity costs [115]. Moreover, inter-operator mmW backhaul architectures are more robust
against the blockage and link quality degradation compared to the schemes in which operators
act independently and non-cooperatively [7]. This stems from the fact that cooperation increases
flexibility to establish new backhaul links that can easily bypass obstacles. Therefore, MNOs will
need to share their backhaul network resources with other MNOs that require backhaul support for
their SBSs [114]. Hence, beyond the technical challenges of backhaul management in SCNs, one
must also account for the cost of sharing backhaul resources between MNOs.

To address such economic challenges, a number of recent works have emerged in [15] and
[114, 116–118]. The work in [114] motivates a business model for an SCN where multiple MNOs
share the SBSs that are deployed on the street lights of dense urban areas. In [116] an economic
framework is developed to lease the frequency resources to different MNOs by using novel pric-
ing mechanisms. In [117], the authors propose a cost evaluation model for small cell backhaul
networks. This work highlights the fact that integrating heterogenous backhaul technologies is
mandatory to achieve a satisfactory performance in a backhaul network. Moreover, they show that
the TCO of an SCN is much higher than conventional cellular networks. Therefore, it is more
critical to consider backhauling cost in small cell backhaul network design. The authors in [118]
propose a model where MNOs buy energy from the renewable power suppliers for their mmW
backhaul network and solve the problem as a Stackelberg game between MNOs and power suppli-
ers. In [15], we studied the problem of resource management for the mmW-microwave backhaul
networks with multiple MNOs. The approach in [15] considers both cost and the CSI to allocate
backhaul resources to the SBSs. The provided solutions in [114,116–118] focus solely on the eco-
nomic aspects of the backhaul network, while a suitable backhaul network model must integrate
the cost constraints with the physical constraints of the wireless network. In addition, [15] does not
consider multi-hop backhaul networks. Moreover, the backhaul model studied in [15] is restricted
to the case in which only two MNOs are in the network.

4.1.2 Summary of contributions

The main contribution of this chapter is to propose a novel framework to model and analyze re-
source management and pricing for facilitating inter-operator sharing of multi-hop, mmW back-
haul infrastructure in dense SCNs. In particular, the proposed framework is formulated using suit-
able techniques from matching theory [90] so as to provide a distributed solution for managing the
resources over multi-hop backhaul links. In the formulated model, the SBSs of one MNO can act
as anchored BSs (A-BSs) to provide backhaul support to other, demanding BSs (D-BSs) that may
belong to other MNOs. The proposed framework is composed of two highly-interrelated matching
games: a network formation game and a resource management game. The goal of the network
formation game is to associate the D-BSs to A-BSs for every hop of the backhaul links. This game
is shown to exhibit peer effects thus mandating a new algorithmic approach that differs from clas-
sical matching works in [90] and [76]. To solve this game, we propose a distributed algorithm that
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Figure 4.1: An example of mmW-MBN with multiple MNOs. SBSs with the same color belong to the
same MNO.

is guaranteed to converge to a two-sided stable and Pareto optimal matching between the A-BSs
and the D-BSs. Once the stable and optimal network formation solution is found, we propose a
second matching game for resource management that allocates the sub-channels of each A-BS to
its associated D-BSs, determined by the first matching game. The proposed approach considers
the cost of the backhaul jointly with the links’ achievable rates to allocate the sub-channels to the
D-BSs. To solve this resource management matching game with peer effects, we propose a novel
distributed algorithm that yields a two-sided stable and Pareto optimal matching between the sub-
channels and the D-BSs. We compare the performance of the proposed cooperative mmW multi-
hop backhaul network (mmW-MBN) and compare the results with non-cooperative mmW-MBN.
Simulation results show that MNOs cooperation provides significant gains in terms of network’s
average backhaul sum rate, reaching up to 30%, compared to the non-cooperative mmW-MBN.
The results also show that the cooperation among MNOs will significantly improve the statistics
of the backhaul rate per SBS.

The rest of this chapter is organized as follows. Section 4.2 describes the system model and
formulates the problem. Section 4.3 presents our distributed approach to solve the network forma-
tion problem. Section 4.4 provides the proposed solution to solve the resource allocation problem.
Section 4.5 provides the simulation results and Section 4.6 concludes the chapter.

4.2 System Model

Consider a mmW-MBN that is used to support the downlink transmissions of M SBSs within the
setM. Each SBS belong to one of N MNOs within the set N . The setM can be decomposed
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into N subsetsMn, with
⋃
n∈NMn = M and

⋂
n∈NMn = ∅, whereMn represents the subset

of SBSs belonging to MNO n. The SBSs are distributed uniformly in a planar area with radius
dmax around an MBS, m0, located at (0, 0) ∈ R2. The MBS is connected to the core network over a
broadband fiber link, as shown in Fig. 4.1, and is shared by all MNOs. The SBSs can be connected
to the MBS via a single-hop or a multi-hop mmW link. The mmW-MBN can be represented as a
directed graph G(M, E), in which the SBSs are the vertices and E is the set of edges. Each edge,
e(m′,m) ∈ E , represents a mmW backhaul link from SBS m′ to m. Hereinafter, for any link, the
transmitting and the receiving SBSs (over the backhaul) will be referred to, respectively, as the
A-BSs and the D-BSs.

Thus, in our model, an SBS can be either a D-BS or an A-BS. Each A-BS m will serve up to Qm

D-BSs, while each D-BSs will be connected to one A-BS.

To show that an arbitrary D-BS m is connected to an A-BS m′, we use the following binary
variable

εe(m
′,m) =

{
1 if e(m′,m) ∈ E ,
0 otherwise,

(4.1)

where εe(m′,m) = 0 implies that no backhaul link exists from SBSm′ tom. Finally, we denote by
MD-BS

m′ the subset of SBSs for whom SBS m′ serves as an A-BS. In other words,MD-BS
m′ = {m ∈

M| εe(m′,m) = 1}. The backhaul links are carried out over a mmW frequency band, composed of
K sub-channels, within the set K, each of a bandwidth w. A summary of our notation is provided
in Table 4.1.

4.2.1 Channel model

The state of a backhaul link is defined as a Bernoulli random variable ζm′m with success probability
ρm′m to determine if the link is LoS or NLoS. In fact, ζm′m = 1, if e(m′,m) is LoS, otherwise,
ζm′m = 0. Based on the field measurements carried out in [10] and [119–121], the large-scale path
loss of the link e(m′,m), denoted by LdB (m′,m) in dB, is given by

LdB(m′,m) = 10 log10(l(m′,m)),

= 20 log10

(
4πd0

λ

)
+ 10α log10

(
‖ym − ym′‖

d0

)
+ χ, d ≥ d0, (4.2)

where λ is the wavelength at carrier frequency fc = 73 GHz, d0 is the reference distance, and
α is the path loss exponent. Moreover, ‖ym − ym′‖ is the Euclidean distance between SBSs m
and m′, located, respectively, at ym ∈ R2 and ym′ ∈ R2. In addition, χ is a Gaussian random
variable with zero mean and variance ξ2. Path loss parameters α and ξ will naturally have different
values, depending on the state of the link. In fact, depending on whether the link is LoS or NLoS,
these values can be chosen such that the path loss model in (4.2) will provide the best linear fit
with the field measurements carried out in [10]. The benefit of the free space path loss model used
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Table 4.1: Variables and notations
Notation Description Notation Description
M Number of SBSs M Set of SBSs
N Number of MNOs N Set of MNOs
K Number of sub-channels K Set of sub-channels

e(m′,m) Backhaul link from m′ to m E Set of backhaul links
Mn Set of SBSs belonging to MNO n Md

m Set of SBSs of distance d from m

MD-BS
m′ SBSs for whom SBS m′ serves as an A-BS w Bandwidth of each sub-channel

ζe ∈ {0, 1} State of link e ρe Expected value of ζe
rm(k,m′; ζ) Rate for D-BS m over sub-channel k rm(m′,x) Rate of D-BS m from A-BS m′, given x
�Dm Preference profile of D-BSs over A-BSs �Am Preference profile of A-BSs over D-BSs
PDm Preference profile of D-BSs over sub-channels PKk Preference profile of sub-channels over D-BSs
πj Network formation matching for j-th hop µj Resource allocation matching for j-th hop
Qm Quota of A-BS m rm,th Backhaul minimum rate requirement for m
1mm′ Indicates if m and m′ belong to same MNO r̄m(m′) Average rate for m over all sub-channels

in (4.2), compared with other models such as the alpha-plus-beta model, is that it is valid for all
distances above the reference distance d0 and the model parameters α and χ have concrete physical
interpretations.

In addition, the field measurements in [122–124] show that the mmW channel delay spread can
be large, reaching up to more than 100 ns, for the outdoor deployment of mmW SBSs in urban
areas. To this end, for any link e(m′,m), a slow-varying frequency flat fading channel hm′km is
considered over sub-channel k. Hence, conditioned to the link state ζ , the achievable rate for a
given link e(m′,m) over sub-channel k will be given by

rm(k,m′; ζ) = w log2

(
1 +

pm′,kψ(m′,m)l (m′,m) |hm′km|2∑
m′′ 6=m,m′ pm′′,kψ(m′′,m)l (m′′,m) |hm′′km|2 + σ2

)
, (4.3)

where pm′,k and σ2 denote, respectively, the transmit power of A-BS m′ over sub-channel k and
the noise power. To strike a balance between system performance and complexity, uniform power
allocation is assumed. Here, we assume that total transmit power pt,m′ is distributed uniformly over
all sub-channels, such that pm′,k = pt,m′/K [84,125–127]. The uniform power allocation assump-
tion is also due to the fact that at a high SNR/SINR regime, as is expected in a mmW network with
relatively short-range links and directional transmissions, it is well known that optimal power allo-
cation policies such as the popular water-filling algorithm will ultimately converge to the uniform
power allocation [84]. Moreover, ψ(m′,m) represents the combined transmit and receive antenna
gains. The antenna gain pattern for each BS is assumed to be sectorized and is given by [14]:

G(θ) =

{
Gmax, if θ < |θm|,
Gmin, otherwise,

(4.4)

where θ and θm denote, respectively, the azimuth angle and the antennas’ main lobe beamwidth.
Moreover, Gmax and Gmin denote, respectively, the antenna gain of the main lobe and side lobes. It
is assumed that for a desired link between A-BS m′ and D-BS m, ψ(m′,m) = G2

max. Moreover,
ψ(m′′,m) of an interference link from A-BS m′′ to the target D-BS m is assumed to be random.
Using (4.3), we can write the achievable rate for the link e(m′,m) over the allocated sub-channels
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as follows:

rm(m′;x) =
∑
k∈K

rm(k,m′; ζ)xm′km, (4.5)

where x is the resource allocation vector with elements xm′km = 1, if SBS m′ transmits to m over
sub-channel k, otherwise, xm′km = 0. In (4.5), we remove the dependency on ζ in the left-hand
side to simplify the notations. Here, considering a decode-and-forward scheme, we note that, if an
SBS m is connected to the MBS via a multi-hop link of length n, then rm(m′;x) will be limited
by 1/n times the minimum (bottleneck) of all link rates over the multi-hop connection [128]. In
addition, by averaging with respect to ζ , the average achievable rate over all sub-channels for D-BS
m assigned to A-BS m′ will be

r̄m(m′) = E

[∑
k∈K

rm(m′, k; ζ)

]
, (4.6)

= P(ζm′,m = 1)
∑
k∈K

rm(m′, k; ζ)xm′km + P(ζm′,m = 0)
∑
k∈K

rm(m′, k; ζ)xm′km, (4.7)

= ρm′m
∑
k∈K

rm(m′, k; ζ = 1)xm′km + (1− ρm′m)
∑
k∈K

rm(m′, k; ζ = 0)xm′km. (4.8)

For dense urban areas, the number of obstacles blocking an arbitrary link e(m′,m) increases as
‖ym−ym′‖ increases. Such severe shadowing will significantly reduce the received signal power,
particularly, for street-level deployment of mmW SBSs over urban furniture such as lamp posts.
Therefore, the communication range of each SBS will be limited to a certain distance d, where d
depends on the density of the obstacles, as suggested in [105] and [28]. To this end, we defineMd

m

as

Md
m = {m′ ∈M,m′ 6= m

∣∣ ‖ym − ym′‖ ≤ d}, (4.9)

which effectively represents the set of SBSs with which m is able to communicate over an LoS or
an NLoS link.

4.2.2 Network formation and resource allocation in mmW-MBN with mul-
tiple MNOs

We consider a cooperative, inter-operator mmW-MBN in which, under proper pricing incentives,
the SBSs of each MNO may act as A-BSs for other SBSs belonging to other MNOs. We let qm be
a unit of price per sub-channel of SBS m ∈ Mn, as determined by MNO n. That is, if xmkm′ = 1
for m ∈ Mn and m′ ∈ Mn′ , where n 6= n′, MNO n′ will have to pay qm to MNO n. To solve
the resource management problem for the proposed mmW-MBN, we need to first determine the
backhaul links, εe(m′,m), and then specify the rate over each link, rm(m′,x). To this end, as
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Figure 4.2: Proposed multi-stage framework for joint backhaul network formation and resource allocation.

illustrated in Fig. 4.2, we must solve two interrelated problems: 1) network formation problem
that determines E , and 2) resource allocation problem to assign sub-channels of each A-BS m to
their corresponding D-BSs inMD-BS

m .

The network formation problem can be formulated as follows:

argmax
E

∑
m∈M

∑
m′∈Md

m

εe(m
′,m)r̄m(m′)− κmqtm′1mm′ , (4.10a)

s.t. εe(m
′,m) + εe(m,m

′′) + εe(m
′′,m′) ≤ 2, ∀m,m′,m′′ ∈M, (4.10b)∑

m′∈Md
m

εe(m
′,m) ≤ 1, ∀m ∈M, (4.10c)

∑
m∈Md

m′

εe(m
′,m) ≤ Qm′ , ∀m′ ∈M, (4.10d)

εe(m
′,m) + εe(m,m

′) ≤ 1, ∀m,m′ ∈M, (4.10e)
εe(m

′,m) ∈ {0, 1}, ∀m,m′ ∈M, (4.10f)

where 1mm′ = 1, if both SBSs m and m′ belong to different MNOs, otherwise, 1mm′ = 0. In
addition, κm is a weighting scalar that scales the cost of a link with respect to its rate. The total
cost of a link e(m′,m) for m is qtm′ = qm′

∑
k∈K xm′km. Constraint (4.10b) is to avoid any cycles.

In addition, (4.10c) indicates that each D-BS must be assigned to at most one A-BS. Moreover,
(4.10d) indicates that each A-BS m′ can be assigned to up to Qm′ D-BSs. Constraint (4.10e)
ensures that all links are directional. That is, an SBS m may transmit to m′ or receive its traffic
from m′, however, cannot do both simultaneously.

The solution of problem (4.10a)-(4.10f) yields E for the mmW-MBN graphG(M, E) which also
determinesMD-BS

m′ for all m′ ∈ M. Next, the sub-channels of each A-BS m′ must be allocated to
its assigned D-BSs inMD-BS

m′ . Each MNO n seeks to minimize the cost of its backhaul network,
while maximizing the rate for each one of its SBSsm ∈Mn. To this end, the cooperative backhaul
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resource allocation problem can be formulated at each D-BS m with εe(m′,m) = 1 as follows:

argmax
x

∑
k∈K

[rm(k,m′; ζ)− κmqm′1m′m]xm′km, (4.11a)

s.t. rm(m′;x) ≤ 1

|MD-BS
m′ |+ 1

rm′(m
′′;x), m′ ∈MD-BS

m′′ (4.11b)

rm(m′;x) ≥ rm,th, (4.11c)∑
k∈K

xm′km ≤ K, (4.11d)∑
m∈π(m′)

xm′km ≤ 1, (4.11e)

xm′km ∈ {0, 1}, (4.11f)

where |.| denotes the set cardinality and rm,th denotes the minimum required rate for SBS m which
is typically determined by the traffic that is circulating over the downlink of the radio access net-
work. Constraint (4.11b) ensures that the backhaul capacity of each A-BS m′ will be shared be-
tween its all assigned D-BSs inMD-BS

m′ as well as m′’s traffic. That is why |MD-BS
m′ | is increased

by one in (4.11b). This scheme allows every A-BS receiving its traffic from the core network in
addition to the traffic of the associated D-BSs.

Prior to solving the proposed resource management problem, in (4.10a)-(4.10f) and (4.11a)-
(4.11f), we note that the solution of network formation problem will depend on the resource allo-
cation and vice versa. That is because for any multi-hop backhaul connection, the rate of a backhaul
link e(m′,m), rm(m′,x), depends on the network formationMD-BS

m′ , as shown in (4.11b). More-
over, to associate a D-BS m to an A-BS inMd

m, the backhaul rates for A-BSs must be considered.
Following, we propose a novel approach that allows to jointly solve these two problems.

4.3 Matching Theory for Multi-Hop Backhaul Network For-
mation

The problems in (4.10a)-(4.10f) and (4.11a)-(4.11f) are 0-1 integer programming which do not
admit closed-form solutions and have exponential complexity [89]. To solve these problems, we
propose a novel approach based on matching theory to derive a decentralized solution with tractable
complexity [76, 90, 129].

To jointly solve the network formation and resource allocation problems, we propose a multi-
stage framework, as shown in Fig. 4.2, using which the mmW-MBN can be formed as follows:

G1(A1 ∪ D1, E1)→ G2(A2 ∪ D2, E2)→ · · · → GJ(AJ ∪ DJ , EJ), (4.12)

where the arrows in (4.12) indicate the transformation from sub-graph Gj to Gj+1, where Aj+1 =

Dj and Dj+1 =
{
m ∈

⋃
m′∈Aj+1

Md
m′

∣∣m /∈
⋃j+1
j′=1Aj′

}
. Each sub-graph Gj(Aj ∪ Dj, Ej) is de-
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fined as a directed graph from the set of A-BSs Aj to the set of D-BSs Dj via directed links in Ej .
Initially, A1 = {m0}, and D1 = Md

m0
. Each stage j corresponds to the formation and resource

management of j-th hop of the backhaul links. In fact, at each stage j, we address the follow-
ing two problems: 1) in Subsections 4.3.1-4.3.2, we find Ej of sub-graph Gj that solves problem
(4.10a)-(4.10f), given the rate of each backhaul link from the previous stages, and 2) in Section 4.4,
we solve (4.11a)-(4.11f) for sub-graph Gj to allocate the sub-channels of each A-BS in Aj to its
associated D-BSs. The variable J , resulting from the proposed solution, will yield the maximum
number of hops for the multi-hop backhaul link from the MBS to SBSs. The final graphG(M, E∗)
is the overlay of all sub-graphs in (4.12), such that E∗ =

⋃J
j=1 Ej .

4.3.1 Multi-hop backhaul network formation problem as a matching game

At each stage j, the backhaul network formation problem can be cast as a one-to-many matching
game [74] which is defined next.

Definition 5. Given two disjoint sets Aj and Dj , the network formation policy πj can be defined
as a one-to-many matching relation, πj : Aj ∪ Dj → Aj ∪ Dj , such that

1) ∀m ∈ Dj , if πj(m) 6= m, then πj(m) ∈ Aj ,
2) ∀m′ ∈ Aj , if πj(m′) 6= m′, then πj(m′) ⊆ Dj ,
3) πj(m) = m′, if and only if m ∈ πj(m′),
4) ∀m′ ∈ Aj , |πj(m′)| ≤ Qm′ ,

where πj(m) = m indicates that SBS m is unmatched.

The quota of A-BS m′, Qm′ , represents the maximum number of D-BSs that can be assigned
to m′. The relationship of the matching πj with the link formation Ej is such that m ∈ πj(m

′)
is equivalent to εe(m

′,m) = 1. In addition, the matching policy πj by definition satisfies the
constraints in (4.10c)-(4.10f).

To complete the definition of the matching game, we must introduce suitable utility functions
that will subsequently be used to define the preference profiles of all players. In the proposed
mmW-MBN, in addition to the achievable rate, the cost of cooperation among MNOs must be
considered in the preference relations of the SBSs. Here, we define the utility of D-BS m ∈ Dj
that seeks to evaluate a potential connection to an A-BS m′ ∈ Aj , Um(m′), as

Um(m′) = min (r̄m(m′), rm′(πj−1(m′),x))− κmqm′1mm′ , (4.13)

where r̄m(m′) is given by (4.8). Here, we note that rm′(πj−1(m′),x) is determined at stage j − 1.
If j = 1, then SBS m is directly connected to the MBS. The first term in (4.13) captures the fact
that achievable rate for D-BS m is bounded by the backhaul rate of A-BS m′. The second term
indicates that D-BS m ∈ Mn considers the cost of the backhaul link, if the A-BS does not belong
to MNO n. However, if the A-BS belongs to MNO n, the cost will naturally be zero.
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Furthermore, the utility of an A-BS m′ ∈ Aj that evaluates the possibility of serving a D-BS
m ∈ Dj , Vm′(m) will be:

Vm′(m) = r̄m′(m) + κm′qm′1mm′ . (4.14)

In fact, (4.14) implies that A-BS m′ aims to maximize the backhaul rate, while considering the
revenue of providing backhaul support, if 1mm′ 6= 0. Based on the utilities in (4.13) and (4.14),
the preference profiles of D-BSs and A-BSs will be given by:

m′1 �Dm m′2 ⇐⇒ Um(m′1) > Um(m′2), (4.15)

m1 �Am′ m2 ⇐⇒ Vm′(m1) > Vm′(m2), (4.16)

where �D and �A denote, respectively, the preference relations for D-BSs and A-BSs. Here, we
assume that if Um(m′) ≤ 0, A-BS m′ ∈ Mn′ will not be acceptable to D-BS m ∈ Mn. This
allows MNO n to choose the control parameter κm in (4.13), to prevent the formation of any link
between a given D-BS m and any A-BS m′ that is charging a high price for using its sub-channels.
Given this formulation, we next propose an algorithmic solution for the proposed matching game
that will allow finding suitable network formation policies.

4.3.2 Proposed mmW-MBN formation algorithm

To solve the formulated game and find the suitable network formation policy πj for stage j, we
consider two important concepts: two-sided stability and Pareto optimality. A two-sided stable
matching is essentially a solution concept that can be used to characterize the outcome of a match-
ing game. In particular, two-sided stability is defined as follows [90]:

Definition 6. A pair of D-BS m ∈ Dj and A-BS m′ ∈ Aj in network formation policy πj ,
(m′,m) ∈ πj , is a blocking pair, if and only if m′ �Dm πj(m) and m �Am′ m′′ for some m′′ ∈
πj(m

′). A matching policy πj is said to be two-sided stable, if there is no blocking pair.

The notion of two-sided stability ensures fairness for the SBSs. That is, if a D-BS m prefers the
assignment of another D-BS m′′, then m′′ must be preferred by the A-BS πj(m′′) to m, otherwise,
πj will not be two-sided stable. While two-sided stability characterizes the stability and fairness of
a matching problem, the notion of Pareto optimality, defined next, can characterize the efficiency
of the solution.

Definition 7. A matching policy πj is said to be Pareto optimal (PO), if there is no other matching
π′j such that π′j is equally preferred to πj by all D-BSs, π′j(m) �Dm πj(m), ∀m ∈ Dj , and strictly
preferred over πj , π′j(m) �Dm πj(m) for some D-BSs.

To find the stable policy πj , the deferred acceptance (DA) algorithm, originally introduced
in [130], can be adopted. Hence, we introduce Algorithm 3 based on the DA algorithm which
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Algorithm 3 Millimeter-Wave Mesh Backhaul Network Formation Algorithm
Inputs: Aj , Dj , �A

m′ , �D
m.

Output: πj .
1: Initialize: Temporary set of the rejected D-BSs Dr = Dj . Tentative set Aa

m′ = ∅ of accepted D-BSs
by A-BS m′, ∀m′ ∈ Aj . Let Sm = Aj ∩Md

m, ∀m ∈ Dj .
2: while Dr 6= ∅ do
3: For each D-BS m ∈ Dr, find the most preferred A-BS, m′∗ ∈ Sm, based on �D

m. Each D-BS m sends
a link request signal to its corresponding m′∗.

4: Add m to Aa
m′∗ and remove m′∗ from Sm. If Sm = ∅, remove m from Dr.

5: Each A-BS m′ ∈ Aj receives the proposals, tentatively accepts Qm′ of the most preferred applicants
from Aa

m′ , based on �A
m′ and reject the rest.

6: Remove rejected D-BSs from Aa
m′ for every A-BS m′ and add them to Dr. Remove accepted D-BSs

from Dr.
7: end while

proceeds as follows. Initially, no D-BS in Dj is assigned to an A-BS in Aj . The algorithm starts
by D-BSs sending a link request signal to their most preferred A-BS, based on their preference
relation �Dm. Next, each A-BS m′ receives the request signals and approves up to Qm′ of the most
preferred D-BSs, based on �Am′ and rejects the rest of the applicants. The algorithm follows by re-
jected D-BSs applying for their next most preferred A-BS. Algorithm 3 converges once each D-BS
m is assigned to an A-BS or is rejected by all A-BS in Aj ∩Md

m. Since it is based on a variant
of the DA process, Algorithm 3 is guaranteed to converge to a stable matching as shown in [130].
Moreover, among the set of all stable solutions, Algorithm 3 yields the solution that is PO for the
D-BSs. Here, we note that the role of an SBS will change dynamically according to the changes
of the CSI. However, due to the slow-varying channels, the CSI will remain relatively static within
the channel coherence time (CCT), and consequently, the role of SBSs can be considered fixed
within one CCT. The proposed distributed solution in Algorithm 3 allows the SBSs to update their
preference profiles, which depend on the CSI, and accordingly their role, after each CCT period.

Given πj resulted from Algorithm 3, the sub-channels of each A-BS m′ ∈ Aj must be allocated
to the D-BSs in πj(m′). To this end, we next propose a distributed solution to solve the backhaul
resource allocation problem.

4.4 Matching Theory for Distributed Backhaul Resource Man-
agement

To solve the problem in (4.11a)-(4.11f), centralized approaches will require MNOs to share the in-
formation from their SBSs with a trusted control center. Therefore, centralized approaches will not
be practical to perform inter-operator resource management. To this end, we formulate the prob-
lem in (4.11a)-(4.11f) in each stage j as a second matching game and propose a novel distributed
algorithm to solve the problem. The resulting resource allocation over stage j will determine the
rate for each backhaul link in j-th hop. As discussed in the previous section, this information will
be used to find the network formation policy πj+1 of the next stage j + 1.
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4.4.1 Resource management as a matching game

To allocate the sub-channels of an A-BS m′ ∈ Aj to its associated D-BSs in πj(m′), we consider
a one-to-many matching game µj composed of two disjoint sets of mmW sub-channels, K, and
the D-BSs in πj(m′) associated to A-BS m′. The matching µj can be formally defined, similar
to the network formation matching π in Definition 5. However, unlike in the network formation
matching game, here, we do not introduce any quota for the D-BSs. There are two key reasons
for not considering quotas in our problem which can be explained as follows. First, for a resource
allocation problem with minimum rate requirement, as presented in (4.11b) and (4.11c), a quota
cannot be determined a priori for an SBS. That is because the number of sub-channels required
by a given SBS is a function of the CSI over all sub-channels between an A-BS m′ and all D-BSs
assigned to m′. Therefore, sub-channel allocation for one D-BS will affect the number of required
sub-channels by other D-BSs. This is a significant difference from classical solutions based on
matching theory such as in [74, 76, 129], and [131]. The second practical reason for not using a
fixed quota in our resource allocation problem is that there is no clear approach to determine the
suitable quota values as a function of the various system metrics, such as CSI. On the other hand,
with no constraint on the maximum number of sub-channels to be allocated to a D-BS, a distributed
matching algorithm may assign all the sub-channels to a few of D-BSs, resulting in an inefficient
allocation. Therefore, considering the significant impact of quota on the resource allocation, it
is more practical to limit the number of allocated sub-channels by the natural constraint of the
system, as presented in constraint (4.11b).

Therefore, we let a D-BS m assign a utility Ψm(k;µj) to a sub-channel k, where (m, k) /∈ µj ,
only if ∑

k′∈µj(m)

rm(k′, πj(m)) <
1

|MD-BS
πj(m)|+ 1

rπj(m)(m
′′;x), (4.17)

where m′′ is the A-BS that serves πj(m), i.e., m′′ = πj−1(πj(m)). Otherwise, Ψm(k;µj) =
−∞, meaning that sub-channel k is not acceptable to D-BS m, given the current matching µj . In
fact, (4.17) follows the rate constraint in (4.11b) and prevents the D-BS m from being allocated
to unnecessary sub-channels. With this in mind, we define the utilities and preferences of sub-
channels and D-BSs, considering the rate constraints, CSI, and the cost of each sub-channel. For
any D-BS m, the utility that m achieves when being matched to a sub-channel k will be given by:

Ψm(k;µj)=

{
rm(k, πj(m)), if (4.17) is held,
−∞, otherwise.

(4.18)

Here, note that (4.18) does not include the price of the sub-channels. That is because the sub-
channel price qπj(m) is equal for all sub-channels and will not affect the preference of the D-BS.

The utility of sub-channels is controlled by their corresponding A-BS. The utility that is achieved
by sub-channel k when being matched to a D-BS m will be:

Φk(m) = rm(k, πj(m)) + κπj(m)qπj(m)1mπj(m). (4.19)
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In (4.19), the second term represents the revenue obtained by A-BS πj(m) for providing back-
haul support to D-BSm over sub-channel k. The scaling factor κπj(m) enables the A-BS to balance
between the achievable rate and the revenue. In fact, as κπj(m) increases, a given A-BS will tend
to assign more resources to D-BSs of other MNOs. Similar to (4.15) and (4.16), the preference
profiles of sub-channels and D-BSs are given by

k1P
D
mk2 ⇐⇒ Ψm(k1) > Ψm(k2), (4.20)

m1P
K
k m2 ⇐⇒ Φk(m1) > Φk(m2), (4.21)

where PD
m and PK

k denote, respectively, the preference profiles of D-BS m and sub-channel k.

4.4.2 Proposed resource allocation algorithm for mmW-MBNs

Here, our goal is to find a two-sided stable and efficient PO matching µj between the sub-channels
of A-BS m′ and the D-BSs in πj(m′), for every A-BS m′ ∈ Aj . From (4.18), we observe that the
utility of a D-BS and, consequently, its preference ordering depend on the matching of the other D-
BSs. This type of game is known as a matching game with peer effect [132]. This is in contrast with
the traditional matching games in which players have strict and non-varying preference profiles.
For the proposed matching game, we can make the following observation.

Proposition 2. Under the mmW-MBN specific utility functions in (4.18) and (4.19), the conven-
tional DA algorithm is not guaranteed to yield a stable solution.

Proof. See Appendix B.1.

Thus, we cannot directly apply the DA algorithm to our problem and we need to adopt a novel
algorithm that handles blocking pairs and achieves a stable solution. To this end, we proposed a
distributed resource allocation scheme in Algorithm 4. The algorithm proceeds as follows. For
every A-BS m′ ∈ Aj , the initial set of rejected sub-channels is Kr = K. The algorithm initiates by
each sub-channel k ∈ Kr sending a request signal to its most preferred D-BS, based on (4.21). The
D-BSs receive the requests and accept a subset of most preferred sub-channels, based on (4.20),
that satisfy their minimum rate requirement and reject the rest. The rejected sub-channels are
added to Kr. Accepted sub-channels and the sub-channels that are rejected by all D-BSs in πj(m′)
are removed from Kr. Moreover, in step 9, D-BSs update their preferences PD

m . The rejected
sub-channels apply for their next most preferred D-BS from their preference profile. Algorithm 4
proceeds untilKr is an empty set. Next, any unmatched sub-channel k ∈ K is assigned to the most
preferred D-BS m with 1mm′ = 0. The algorithm converges once all sub-channels are matched.
Throughout this algorithm, we note that the corresponding A-BS sends the matching requests to D-
BSs on the behalf of its sub-channels. The proposed Algorithm 4 exhibits the following properties.

Theorem 3. Algorithm 4 is guaranteed to converge to a two-sided stable matching µj between
sub-channels and D-BSs. Moreover, the resulting solution, among all possible stable matchings, is
Pareto optimal for sub-channels.
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Algorithm 4 Backhaul Resource Allocation Algorithm
Inputs: Aj , πj , rth.
Output: µj .
1: for i = 1, i ≤ |Aj |,i+ + do
2: Initialize: Set A-BS m′ to i-th element of Aj . Temporary set of the rejected sub-channels Kr = K.

Tentative sets Dm
j = ∅ and rm(m′) = 0 for each D-BS m ∈ πj(m

′). For each sub-channel k, let
Ck = πj(m

′).
3: while Kr 6= ∅ do
4: For each sub-channel k ∈ Kr, find the most preferred D-BS,m∗ ∈ πj(m′), based on PK

k . A-BS sends
a link request signal to the corresponding m∗ for each sub-channel. Add k to Dm∗

j and remove m∗

from Ck.
5: If Ck = ∅, remove k from Kr.
6: Each D-BS m ∈ πj(m′) receives the proposals and tentatively accepts the most preferred sub-channel

from Dm
j , based on PD

m and adds the corresponding rate of the accepted sub-channels to rm(m′).
7: If (4.17) is not met, add the next most preferred sub-channel and update rm(m′), otherwise, reject the

rest of sub-channels.
8: Remove rejected sub-channels from Dm

j for every D-BS m and add them to Kr. Remove accepted
sub-channels from Kr.

9: Update µj and PD
m for every D-BS.

10: end while
11: Based on current allocation, update Ψm(k;µj) for D-BSs with 1mm′ = 0.
12: Let K′r = {k ∈ K|µj(k) = k}.
13: while K′r 6= ∅ do
14: Remove an arbitrary sub-channel k fromK′r and allocate it to its most preferred D-BSm from πj(m

′),
with 1mm′ = 0, if (4.17) is held.

15: Update µj , PD
m , and rm(m′).

16: end while
17: end for

Proof. See Appendix B.2.

Here, we note that the proposed solution is Pareto optimal within each subgraph, corresponding
to each stage, and it is assumed that network formation in subsequent subgraphs will not affect the
utility functions in (4.13) and (4.14) for the SBSs in previous subgraphs. This assumption is valid,
since a given D-BS will experience random interference from the interfering A-BSs. Given that the
number of interfering A-BSs is large, which is true for backhaul networks that are supporting many
SBSs, the average interference power in (4.13) and (4.14) will not depend on the network forma-
tion in subsequent subgraphs. Hence, the preference profiles of the D-BSs and A-BSs, and the
consequent matching within each subgraph will be independent of the other subgraphs. Therefore,
given that matching within each subgraph is Pareto optimal and is not affected by other subgraphs,
the overall network formation is Pareto optimal in terms of maximizing the sum-rate.

4.4.3 Complexity analysis of the proposed multi-stage solution

First, we analyze the network formation complexity of an arbitrary stage j from Algorithm 3.
For the purpose of complexity analysis, we consider the maximum number of requesting signals
that D-BSs in Dj will send to the A-BSs in Aj before Algorithm 3 converges. In the worst-case
scenario, i.e., the scenario with the highest conflict among D-BSs, all D-BSs in Dj have the same
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preference ordering. Let

m′1 �m m′2 �m · · · �m m′|Aj |−1 �m m′|Aj |, (4.22)

be the preference ordering of all D-BSs m ∈ Dj , where Aj = {m′1,m′2, · · · ,m′|Aj |}. Hence, only
Qm′i

D-BSs will be accepted by the A-BS m′i during the i-th iteration of Algorithm 3. Moreover,
the number of iterations I is an integer that satisfies

I−1∑
i=1

Qm′i
< |Dj| ≤

I∑
i=1

Qm′i
. (4.23)

Therefore, the total number of requests sent by D-BSs will be

|Dj|+
(
|Dj| −Qm′1

)
+
(
|Dj| −Qm′1

−Qm′2

)
+ · · ·+

(
|Dj| −Qm′1

− · · · −Qm′I−1

)
=

I|Dj| −
I−1∑
i=1

(I − i)Qm′i
= I|Dj| − I

I∑
i=1

Qm′i
+

I∑
i=1

iQm′i
≤

I∑
i=1

iQm′i
, (4.24)

where (4.23) is used to derive the inequality in (4.24). For the special case in which Qm′i
=

Q, ∀m′i ∈ Aj , (4.23) implies that (I − 1)Q < |Dj|. Hence, (4.24) can be simplified to

I∑
i=1

iQm′i
=

1

2
Q(I)(I + 1) <

1

2
Q

(
|Dj|
Q

+ 1

)(
|Dj|
Q

+ 2

)
. (4.25)

Therefore, the complexity of stage j in Algorithm 3 is O(|Dj|2), which admits a second-order
polynomial relation with respect to the number of D-BSs.
Similarly, for Algorithm 4, the worst case scenario is when all sub-channels of A-BS m′ have the
same preference ordering for D-BSs in πj(m′) and only one sub-channel is accepted over each
iteration. Therefore, the number of requesting signals sent from A-BS m′ to its associated D-BSs
in πj(m′) will be at most

K + (K − 1) + · · ·+ (K − |πj(m′)|+ 1) = |πj(m′)|K −
1

2
(|πj(m′)|) (|πj(m′)|+ 1)

< KQm′ , (4.26)

where the inequality in (4.26) results from having 0 ≤ |πj(m′)| ≤ Qm′ . Therefore, the total
number of requesting signals is

∑
m′∈Aj KQm′ . For Qm′i

= Q, ∀m′i ∈ Aj , the complexity of
Algorithm 4 in stage j is O(KQ|Aj|). Thus, the overall complexity of an arbitrary stage j of
the proposed distributed solution is O(|Dj|2 + |Aj|). This result implies that the complexity of
the proposed distributed solution, composed of Algorithms 3 and 4, is bounded by a second-order
polynomial with respect to the network size. This result shows that the proposed approach yields a
solution with a manageable complexity for the two interrelated integer programming problems in
(4.10a)-(4.10f) and (4.11a)-(4.11f).
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Table 4.2: Simulation parameters

Notation Parameter Value
fc Carrier frequency 73 GHz

pt,m0 and pt,m Total transmit power for MBS and SBSs 40 and 30 dBm
M Total number of SBSs 3 to 65

N Number of MNOs 3 to 5

Ω Available Bandwidth 5 GHz
K Number of sub-channel 50

(ξLoS,ξNLoS) Standard deviation of mmW path loss (4.2, 7.9) [10]
(αLoS,αNLoS) Path loss exponent (2, 3.5) [10]

d0 Path loss reference distance 1 m [10]
Gmax Antenna main lobe gain 18 dB [14]
Gmin Antenna side lobe gain −2 dB [14]
θm beam width 10◦ [14]
σ2 Noise power −174 dBm/Hz + 10 log10

Ω
K

dmax Radius of simulation area 400 m
d SBSs communication range 200 m [28, 105]
rth Minimum required rate per SBS 1 Mbps
q Unit of price per sub-channel $1

4.5 Simulation Results

For our simulations, we consider a mmW-MBN with an MBS located at (0, 0) ∈ R2 and up to
M = 65 SBSs distributed uniformly and randomly within a planar area with radius dmax = 400
m. The simulation parameters are summarized in Table 4.2. Moreover, the number of SBSs is
considered to be equal for all MNOs. We compare our proposed approach with the following three
other approaches:

1) Optimal solution obtained via an exhaustive search which finds the resource allocation that
maximizes the backhaul sum rate. In fact, this benchmark explores all the possibilities for
sub-channel allocation with uniform transmission power.

2) Non-cooperative scheme which follows the proposed algorithms for both network forma-
tion and resource allocation, however, cooperation among MNOs is not allowed. That is,
the SBSs of an MNO do not provide backhaul support to the SBSs of other MNOs.

3) Random allocation that assigns D-BSs randomly to an A-BS within their communication
range, subject to the constraints in (4.10b)-(4.10f). In addition, each A-BS randomly allo-
cates sub-channels to its assigned D-BSs, subject to the constraints in (4.11b)-(4.11f).

All statistical results are averaged over a large number of independent runs.
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Figure 4.3: Average sum rate resulting from the proposed cooperative mm-MBN approach, non-
cooperative scheme, random allocation, and the optimal solution as the number of SBSs varies.

4.5.1 Achievable backhaul sum rate of the mmW-MBN

Fig. 4.3a shows a performance comparison between the proposed framework with the optimal
solution, non-cooperative, and random allocation approaches, for a mmW-MBN with K = 7 sub-
channels, up to M = 20 SBSs, and N = 2 MNOs. Due to the computational complexity of
the exhaustive search, for this comparison figure, a relatively small network size is considered.
In Fig. 4.3a, the optimal solution and the random allocation provide, respectively, an upper and
lower bound on the achievable sum-rate of the given network. Fig. 4.3a shows that the proposed
cooperative framework based on matching theory yields a promising performance comparable with
results from the optimal solution. In fact, the performance gap will not exceed 3.2% with the
network size up to M = 20 SBSs. In addition, the results in Fig. 4.3a show that the proposed
solution improves the sum-rate up to 21% and 36% compared to, respectively, the non-cooperative
and the random allocation scheme.

In Fig. 4.3b, the average sum rate resulting from the proposed cooperative approach is compared
with both the non-cooperative and random allocation schemes, for a dense mmW-MBN with N =
5 MNOs and up toM = 65 SBSs. From Fig. 4.3b, we can see that the average sum rate increases as
the number of SBSs increases. This is due to the fact that more SBSs will be able to connect to the
MBS via a multi-hop backhaul link. Fig. 4.3b shows that, the proposed approach outperforms both
the non-cooperative and random allocation schemes for all network sizes. In fact, the proposed
framework increases the average sum rate by 27% and 54%, respectively, compared to the non-
cooperative and random allocation schemes, for M = 65 SBSs.

In Fig. 4.4, we compare the average sum rate for the proposed approach with the non-cooperative
and random allocation schemes, versus the average LoS probability. The primary goal here is to
analyze the severe impact of the blockage on the network performance. In particular, Fig. 4.4
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Figure 4.4: Average sum rate versus the average LoS probability ρ.

shows that blockage degrades the sum rate up to six times, when ρ decreases from 1 to 0. However,
the results in Fig. 4.4 show that the proposed approach is more robust against blockage, compared
to the non-cooperative and random allocation schemes. In fact, the proposed approach yields up
to 25% and 42% performance gains for ρ = 1, respectively, compared to the non-cooperative and
random allocation schemes. We note that for extreme blockage scenarios, e.g., ρ = 0, 0.2, it is
expected that the gains will be small, since the achievable rate for most of the links is degraded
by blockage. However, we can observe that as more LoS backhaul links become available, the
performance gap increases. The main reason for this trend is that the backhaul rate for each A-BS
increases, as ρ increases, which can support higher rates for its associated D-BSs. The average
sum rate increases by 27% for the proposed cooperative mmW-MBN, as ρ increases from 0.6 to 1.

4.5.2 Statistics of the achievable rate for the mmW-MBN

Fig. 4.5 shows the cumulative distribution function (CDF) of the average sum rate for the proposed
cooperative approach, compared to the non-cooperative and random allocation schemes, forN = 5
MNOs and M = 60 SBSs. The results show that the proposed cooperative approach substantially
improves the statistics of the average sum rate. For example, Fig. 4.5 shows that the probability
of achieving a 80 Gbps target sum rate is 90%, 36%, and 20%, respectively, for the proposed
approach, the non-cooperative scheme, and the random allocation.

Fig. 4.6 shows the empirical CDF of the average sum rate for different average LoS probabilities,
for N = 5 MNOs and M = 20 SBSs. From this figure, we can see that severe blockage with small
ρ significantly degrades the performance of the mmW-MBN. Interestingly, we can observe that
with ρ = 1, the average sum rate does not fall below the 40 Gbps. However, as the probability of



Omid Semiari Chapter 4 67

40 60 80 100 120 140
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Average sum−rate (Gbps)

E
m

pr
ic

al
 C

D
F

 

 

Proposed cooperative mmW-MBN
Non-cooperative mmW-MBN
Random allocation

Figure 4.5: The CDF of the average sum rate resulting from the proposed cooperative mmW-MBN, the
non-cooperative baseline, and the random allocation approach.
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LoS decreases to 0.2, the probability of the average sum rate be less than 40 Gbps is 42%.

4.5.3 Economics of the proposed mmW-MBN framework

Fig. 4.7 provides a design guideline to manage pricing and the cost of the cooperative mmW-
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Figure 4.7: Cooperation cost per MNO as a function of both sub-channel price and the weighting parameter
κm.

MBN for the MNOs. In this figure, the cost of cooperation per MNO is shown as the price per
sub-channel q and the weighting parameter κ vary, for N = 3 MNOs and M = 15 SBSs. The
weighting parameter κm, which is first defined in (4.10a) allows each MNO to control the cost
of its backhaul network, with respect to q that is determined by other MNOs. Here, we explicitly
define the backhaul cost for an MNO n ∈ N , as the total money that MNO n must pay to other
MNOs for receiving backhaul support to the SBSs inMn. A larger κm implies that the MNO has
less incentive to cooperate with other MNOs. Hence, as shown in Fig. 4.7, no cooperation will
happen between MNOs, as both q and κm increase, labeled as the no cooperation region. As an
example, if the budget of an arbitrary MNO n is $500 and q = $10 is chosen by other MNOs, from
Fig. 4.7, we can see that MNO n must choose κm ≥ 40 Mbps/$ in order to keep the cost less than
its budget. In addition, Fig. 4.7 will provides a systematic approach to determine a suitable pricing
mechanism for an MNO, if the model parameter κm and the budget for other MNOs are known.
This initial result can be considered as a primary step towards more complex models, which may
consider dynamic pricing policies and competing strategies for MNOs.

Moreover, we note that the economic gains of the proposed cooperative framework are indirectly
reflected in the performance gains of the proposed scheme, compared to the non-cooperative and
random allocation approaches, as shown in Figs. 4.3a-4.5. Such an increase in the data rate of
the backhaul network, resulting from the cooperative framework, will provide additional revenues
for the MNOs, either by offering services with higher QoS to the users, or by increasing the users
served by each SBS. Here, we note that the revenue for each MNO explicitly depends on the cost
of maintenance per SBS, leasing the spectrum, deployment of SBSs, providing power supply for
SBSs, service plans by MNOs and other specific metrics that may differ from one geographical area
to another. Therefore, there is no direct and general mechanism to map the physical layer metrics,
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Figure 4.8: A snapshot of multi-hop mmW backhaul network via the proposed cooperative scheme and the
non-cooperative baseline approach.

such as rate into revenue. However, such a mapping is definitely being used by the economic
departments of global operators to define their KPI performance metrics.

Consequently, in Fig. 4.7, we have shown the robustness of the proposed framework with re-
gard to the pricing mechanisms. In fact, we have shown that the proposed resource management
framework allows MNOs to choose whether to cooperate or not, depending on the system metrics,
including the rate, their available budget, and the pricing policy by other MNOs.

4.5.4 Snapshot of the mmW-MBN

Fig. 4.8 shows a snapshot of the mmW multi-hop backhaul network (mmW-MBN) for both
the proposed cooperative scheme and the non-cooperative baseline approach. In this figure, each
circle shows an SBS and corresponding pair (m,n) means SBS m belongs to MNO n (m ∈Mn).
Moreover, the MBS is shown by a triangle. For illustration purposes, we show the network for
N = 2 MNOs and a total of M = 10 SBSs, and the quota for each A-BS is Qm = 5.

From Fig. 4.8b, we first observe that SBS 9 ∈ M2 is not connected to the non-cooperative
mmW-MBN, since no other SBS belonging to MNO 2 is located within SBS 9’s communication
range. That is, MNO 2 must increase the density of its SBSs to provide ubiquitous backhaul con-
nectivity. However, deploying additional SBSs will increase the costs for the MNO, including site
rental costs, power consumption, and cell maintenance, among others. In contrast, the proposed
cooperative scheme provides backhaul support for the SBS 9 ∈M2 via SBS 1 ∈M1 that belongs
to the MNO 1, as shown in Fig. 4.8a. Second, Fig. 4.8 shows that SBS 8 ∈ M2 is connected
to A-BSs 7 ∈ M2 and 5 ∈ M1, respectively, in the non-cooperative and proposed cooperative
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Figure 4.9: The average overhead of the network formation and resource allocation algorithms.

mmW-MBNs. We can easily observe that the proposed cooperative scheme provides a shorter path
via a two-hop backhaul link for the SBS m = 8, compared to the non-cooperative approach.

4.5.5 Complexity analysis

In Fig. 4.9, the average signaling overhead of the proposed network formation and the resource
allocation algorithms are analyzed, respectively, in (a) and (b). Here, the overhead captures the
number of messages that must be exchanged between A-BSs and D-BSs. Fig. 4.9.a shows that
the overhead of the proposed network formation policy increases with the number of SBS per
MNOs, since the sets of A-BSs and D-BSs grow as more SBSs are deployed. However, we can
see that the algorithm converges fast for all network sizes. Moreover, it can be observed that the
proposed cooperative approach increases the overhead by 28% for M = 18 SBSs. This is because
the proposed approach allows each SBS to communicate with more number of SBSs, compared
to the non-cooperative scheme. Similarly, in Fig. 4.9.b, the overhead of the resource allocation
algorithm increases as the number of SBSs increases. Regarding the complexity of the proposed
approach, we note the followings:1) an optimal solution will require an exponential complexity
which is not tractable for dense mmW network deployments, while the proposed approach yields
a close-to-optimal performance, as shown in Fig. 4.3b, while requiring a manageable signaling
overhead, 2) in this work, we have considered MBS as the only gateway, with a fiber backhaul, to
the core network. Therefore, the scenario that is considered in our simulation is an extreme case,
as in practice, there will be more than one gateway for up to M = 65 SBSs. Clearly, increasing the
number of gateways will reduce the size of the problem, i.e., the number of SBSs to be managed,
and 3) communication signals required by the proposed scheme will be incorporated within the



Omid Semiari Chapter 4 71

common control signals of the system.

4.6 Summary

In this chapter, we have proposed a novel distributed backhaul management approach for analyz-
ing the problem of resource management in multi-hop mmW backhaul networks. In particular, we
have formulated the problem within a matching-theoretic framework composed of two, dependent
matching games: a network formation game and a resource management game. For the network
formation game, we have proposed a deferred acceptance-based algorithm that can yield a two-
sided stable, Pareto optimal matching between the A-BSs and D-BSs. This matching represents
the formation of the multi-hop backhaul links. Once the network formation game is determined,
we have proposed a novel algorithm for resource management that allocates the sub-channels of
each A-BSs to its associated D-BSs. We have shown that the proposed resource management al-
gorithm is guaranteed to converge to a two-sided stable and Pareto optimal matching between the
sub-channels and the D-BSs. Simulation results have shown that the proposed cooperative back-
haul framework provides substantial performance gains for the network operators and incentivizes
sharing of the backhaul links.

4.7 Appendix B

B.1 Proof of Proposition 2

We prove this using an example. Let Dj = {m1,m2}, with preference profiles k1P
D
m1
k2P

D
m1
k3 and

k2P
D
m2
k3P

D
m2
k1. Moreover, let K = {k1, k2, k3} with preference profiles m1P

K
ki
m2, for i = 1, 2,

and m2P
K
k3
m1. Considering achievable rates rm1(k1), rm2(k2) and rm2(k3) are greater than rth, DA

algorithm yields a matching µ where µ(k1) = {m1}, µ(k2) = ∅, and µ(k3) = {m2}. However,
(m2, k2) form a blocking pair, which means µ is not stable.

B.2 Proof of Theorem 3

Algorithm 4 will always converge, since no sub-channel will apply for the same D-BS more than
once, through steps 3-12 or 13-16. Next, we show that the proposed algorithm always converges
to a two-sided stable matching. To this end, let D-BS m and sub-channel k form a blocking pair
(m, k). That is, mPK

k µj(k) and kPD
mk
′, where k′ ∈ µj(m). We show that such a blocking pair

does not exist. To this end, we note that there are two possible cases for sub-channel k: 1) k ∈ K′r,
and 2) k /∈ K′r, in step 12.

If k ∈ K′r in step 12, that means k is unmatched and the minimum rate requirement is satisfied
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for all D-BSs, including m. Thus, (m, k) is a blocking pair only if 1mm′ = 0, otherwise, m will
not accept more sub-channels. However, in step 14, k will be assigned to its most preferred D-BS
µj(k) with 1µj(k)m′ = 0, meaning that µj(k)PK

k m. Hence, (m, k) cannot be a blocking pair.

Next, if k /∈ K′r, then k is matched to a D-BS µj(k) prior to step 12. Here, mPK
k µj(k) implies

that k has applied for m before µj(k) and is rejected. Thus, k′PD
mk, for all k′ ∈ µj(m). Therefore,

(m, k) cannot be a blocking pair and matching µj is two-sided stable.

To prove Pareto optimality, we show that no sub-channel k can improve its utility by being
assigned to another D-BS m, instead of µj(k). If mPK

k µj(k), it means k′PD
mk, for all k′ ∈ µj(m),

due to the two-sided stability of µj . Hence, a new matching µ′j that allocates k to m instead of a
sub-channel k′ ∈ µj(m) will make (m, k′) to be a blocking pair for µ′j . Therefore, no other stable
matching exists that improves the utility of a sub-channel.



Chapter 5

Millimeter Wave Communications for
Enhanced Mobility Management

5.1 Background, Related Works, and Summary of Contribu-
tions

The proliferation of bandwidth-intensive wireless applications such as social networking, high def-
inition video streaming, and mobile TV have drastically strained the capacity of wireless cellular
networks. To cope with this traffic increase, several new technologies are anticipated for 5G cellu-
lar systems: 1) dense deployment of SBSs, 2) exploitation of the large amount of available band-
width at mmW frequencies, and 3) enabling of content caching directly at the UEs to reduce delay
and improve QoS. The dense deployment of SBSs with reduced cell-sizes will boost the capacity
of wireless networks by decreasing UE-SBS distance, removing coverage holes, and improving
spectral efficiency. Meanwhile, mmW communications will provide high data rates by leveraging
directional antennas and transmitting over a large bandwidth that can reach up to 5 GHz. In addi-
tion, exploiting the high storage capacity of the modern smart handhelds to cache the data at the
UE increases the flexibility and robustness of resource management, in particular, for mobile UEs
(MUEs). In fact, caching allows the network to store the data content in advance, while enabling
MUEs to use the cached content when sufficient wireless resources are not available.

However, dense HetNets, composed of MBSs and SBSs with various cell sizes, will introduce
three practical challenges for mobility management. First, MUEs will experience frequent HOs,
while passing SBSs with relatively small cell sizes, which naturally increases the overhead and
delay in HetNets. Such frequent HOs will also increase HOF, particularly for MUEs that are
moving at high speeds [133]. In fact, due to the small and disparate cell sizes in HetNets, MUEs
will not be able to successfully finish the HO process by the time they trigger HO and pass a target
SBS. Second, the inter-frequency measurements that are needed to discover target SBSs can be
excessively power consuming and detrimental for the battery life of MUEs, especially in dense

73
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HetNets with frequent HOs. Third, µW frequencies are stringently congested, and thus, frequent
HOs may introduce unacceptable overhead and limit the available frequency resources for the static
users. In this regard, offloading MUEs from heavily utilized µW frequencies to mmW frequencies
can substantially improve the spectral efficiency at the µW network.

5.1.1 Related works

In [17], the authors provide a comprehensive overview on mobility management in IP networks.
The authors in [18] present different distributed mobility management protocols at the transport
layer for future dense HetNets. In [19], an energy-efficient SBS discovery method is proposed
for HetNets. The work in [20] investigates HO decision algorithms that focus on improving HO
between femtocells and LTE-Advanced systems. The work presented in [21] overviews existing
approaches for vertical handover decisions in HetNets. In [22], the authors study the impact of
channel fading on mobility management in HetNets. In addition, the work in [22] shows that
increasing the sampling period for HO decision decreases the fading impact, while increasing the
ping-pong effect. In [23], the authors propose an HO scheme that takes into account the speed
of MUEs to decrease frequent HOs in HetNets. The authors in [24] propose an HO scheme that
supports soft HO by allowing MUEs to connect with both an MBS and SBSs. Furthermore, a
distributed mobility management framework is proposed in [25] which uses multiple frequency
bands to decouple the data and control planes.

Although interesting, the body of work in [17–25] does not consider mmW communications and
caching capabilities for mobility management and solely focuses on HetNets operating over µW
frequencies. In addition, it does not study the opportunities that caching techniques can provide
for mobility management. In [134], an HO scheme for mmW networks is proposed in which the
MBS acts as an anchor for mmW SBSs to manage control signals. However, [134] assumes that
LoS mmW links are always available and provides no analytical results to capture the directional
nature of mmW communications. In [135], the authors propose a resource allocation scheme
for hybrid mmW-µW networks that enhances video streaming by buffering content over mmW
links. However, [135] does not address any mobility management challenge, such as frequent HOs
or HOF. Our early work in [136] provided some of the basic insights on mobility management
in µW-mmW networks. However, in contrast to this work, [136] solely focuses on an average
performance analysis, does not consider dynamic HO problem for multi-MUE scenarios, and does
not propose any energy management mechanisms for handling inter-frequency measurements.

Proactive caching for enhancing mobility management has been motivated by the works in [44–
47]. In [44], the authors discuss the potential of content caching at either evolved packet core
network or radio access network to minimize the traffic overhead at the core network. Moreover,
the authors in [45] propose a proactive caching framework in which an ongoing IP service can
be cached in advance and continuously transferred among different data centers as MUEs move
across different cells. In [46], the authors propose a caching framework that stores different parts
of a content at different base stations, allowing MUEs to randomly move across different cells and
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download different cached parts of the original content whenever possible. In addition, in [47], a
proactive caching solution is proposed for mobility management by exploiting MUEs’ trajectory
information. Although interesting, the body of work in [44–47] focuses on adopting protocols that
are designed for higher network layers. Moreover, these solutions do not consider caching directly
at the MUEs and focus on mobility management at the core network. However, we will show
how leveraging high capacity mmW communication complements the notion of caching at MUEs.
In addition, caching at MUEs will provide opportunities to perform transparent HOs in HetNets,
without requiring any data session with a target SBS.

5.1.2 Summary of contributions

The main contribution of this chapter is a novel mobility management framework that addresses
critical handover issues, including frequent HOs, HOF, and excessive energy consumption for
seamless HO in emerging dense wireless cellular networks with mmW capabilities. In fact, we
propose a model that allows MUEs to cache their requested content by exploiting high capacity
mmW connectivity whenever available. As such, the MUEs will use the cached content and avoid
performing any HO, while passing SBSs with relatively small cell sizes. First, we propose a geo-
metric model to derive tractable, closed-form expressions for key performance metrics, including
the probability of caching, cumulative distribution function of caching duration, and the average
data rate for caching at an MUE over a mmW link. Moreover, we provide insight on the achievable
gains for reducing the number of HOs and the average HOF, by leveraging caching in mmW-µW
networks. Then, we formulate the proposed cache-enabled mobility management framework as
a dynamic matching game, so as to provide a distributed solution for mobility management in
HetNets, while taking the dynamics of the system into account. To solve the formulated dynamic
matching problem, we first show that conventional algorithms such as the deferred acceptance
algorithm adopted in [130] and [76], fail to guarantee a dynamically stable HO between MUEs
and SBSs. Therefore, we propose a novel distributed algorithm that is guaranteed to converge to
a dynamically stable HO policy in dense HetNets. Subsequently, the complexity of the proposed
algorithm in terms of signaling overhead is analyzed. Under practical settings, we show that the
proposed cache-enabled HO framework can decrease the average HOF rate by up to 45%, even for
MUEs with high speeds. In addition, simulation results provide insights on the achievable gains
by the proposed distributed algorithm, in terms of reducing energy consumption for cell search, as
well as increasing traffic offloads from the µW frequencies.

The rest of this chapter is organized as follows. Section 5.2 presents the system model. Section
5.3 presents the analysis for caching in mobility management. Performance analysis of the cache-
enabled mobility management is provided in Section 5.4. Section 5.5 formulates the mobility
management as a dynamic matching and presents the proposed algorithm. Simulation results are
presented in Section 5.6 and conclusions are drawn in Section 5.7.
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Table 5.1: Variables and notations
Notation Description Notation Description

K Number of SBSs K Set of SBSs
U Number of MUEs U Set of MUEs
θu Moving angle of MUEs vu Speed of MUEs
pk Transmit power of SBS k B Segment size of video (bits)
Ωu Cache size of MUE u Ωmax

u Maximum cache size
tcu Caching duration of MUE u Q Video play rate

R̄c(u, k) Average achievable caching rate dc Traversed distance using cached content
∆T Time-to-trigger (TTT) rc Traversed distance in caching duration
Ts Inter-frequency cell scanning interval tMTS Minimum time-of-stay (ToS)
θk Beamwidth for SBS k Es Consumed energy per cell search
tu,k Time-of-stay for MUE u at SBS k tMTS Minimum required time-of-stay

5.2 System Model

Consider a HetNet composed of an MBS and K SBSs within a set K distributed uniformly across
an area. Each SBS k ∈ K can be viewed as a picocell or a femtocell, depending on its transmit
power pk. Picocells are typically deployed in outdoor venues while femtocells are relatively low-
power and suitable for indoor deployments. The SBSs operate at µW frequencies that are different
than those used by the MBS and, thus, there is no interference between SBSs and the MBS [19,
137]. The SBSs are also equipped with mmW front-ends to serve MUEs over either mmW or
µW frequency bands [138]. The dual-mode capability allows to integrate mmW and µW RATs at
the MAC layer of the air interface and reduce the delay and overhead for fast vertical handovers
between both RATs [138]. Within this network, we consider a set U of U MUEs that are distributed
randomly and that move across the considered geographical area during a time frame T . Each user
u ∈ U moves in a random direction θu ∈ [0, 2π], with respect to the θ = 0 horizontal angle, which
is assumed fixed for each MUE over a considered time frame T . In addition, we consider that an
MUE u moves with an average speed vu ∈ [vmin, vmax]. The MUEs can receive their requested
traffic over either the mmW or the µW band.

5.2.1 Channel model

The large-scale channel effect over mmW frequencies for a link between an SBS k and an MUE
u ∈ U , in dB, is given by1:

L(u, k) = 20 log10

(
4πr0

λ

)
+10α log10

(
ru,k
r0

)
+χ, (5.1)

1The free space path loss model in (5.1) has been adopted in many existing works, such as in [10], that carry out
real-world measurements to characterize mmW large scale channel effects.
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Figure 5.1: SBSs coverage with RSS threshold of−80 dB. Red circles show the simplified cell boundaries.

where (5.1) holds for ru,k ≥ rref, with rref and ru,k denoting, respectively, the reference distance
and distance between the MUE u and SBS k. In addition, α is the path loss exponent, λ is the
wavelength at carrier frequency fc = 73 GHz over the E-band, due to the low oxygen absorption,
and χ is a Gaussian random variable with zero mean and variance ξ2. The path loss parameters α
and ξ will have different values, depending on whether the mmW link is LoS or NLoS. Over the
µW frequency band, the path loss model follows (5.1), however, with parameters that are specific
to sub-6 GHz frequencies.

An illustration of the considered HetNet is shown in Fig. 5.1. The coverage for each SBS at
the µW frequency is shown based on the maximum received signal strength (max-RSS) criteria
with a threshold of −80 dB. White spaces in Fig. 5.1 delineate the areas that are covered solely
by the MBS. Here, we observe that shadowing effect can adversely increase the ping-pong effect
for MUEs. To cope with this issue, the 3GPP standard suggests L1/L3 filtering which basically
applies averaging to RSS samples, as explained in [22].

5.2.2 Antenna model and configuration

To overcome the excessive path loss at the mmW frequency band, the MUEs will be equipped
with electronically steerable antennas which allow them to achieve beamforming gains at a desired
direction. The antenna gain pattern for MUEs follows the simple and widely-adopted sectorized
pattern which is given by [14]:

G(θ) =

{
Gmax, if θ < |θm|,
Gmin, otherwise,

(5.2)
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Figure 5.2: Antenna beam configuration of a dual-mode SBS with Nk = 3. Shaded areas show the mmW
beams.

where θ and θm denote, respectively, the azimuth angle and the antennas’ main lobe beamwidth.
Gmax andGmin denote, respectively, the antenna gain of the main lobe and side lobes. For SBSs, we
use a model similar to the sectorized pattern in (5.2), however, we allow each SBS k to form Nk

beams, either by using Nk antenna arrays or forming multi-beam beamforming. The beam patten
configuration of an SBS k is shown in Fig. 5.2, where Nk = 3 equidistant beams in θ ∈ [0, 2π] are
formed. To avoid the complexity and overhead of beam-tracking for mobile users, the direction of
the SBSs’ beams in azimuth is fixed. In fact, an MUE can connect to an SBS k over a mmW link,
if the MUE traverses the area covered by the k’s mmW beams. It is assumed that for a desired link
between an SBS k and an MUE u, the overall transmit-receive gain is ψu,k = G2

max.

5.2.3 Traffic model

Video streaming is one of the wireless services with most stringent QoS requirement. Meeting
the QoS demands of such services is prone to the delay caused by frequent handovers in HetNets.
In addition, HOFs can significantly degrade the performance by making frequent service inter-
ruptions. Therefore, our goal is to enhance mobility management for MUEs that request video
or streaming traffic. Each video content is partitioned into small segments, each of size B bits.
The network incorporates caching to transmit incoming video segments to an MUE, whenever a
high capacity mmW connection is available. In fact, high capacity mmW connection, if available,
allows to cache a large portion or even the entire video in a very short period of time. We define
the cache size of Ωu(k) for an arbitrary MUE u, associated with an SBS k, as the number of video
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segments that can be cached at MUE u as follows:

Ωu(k) = min
{⌊R̄c(u, k)tcu

B

⌋
, Ωmax

u

}
, (5.3)

where b.c and min{., .} denote, respectively, the floor and minimum operands and Ωmax
u is the

maximum cache size. In addition, tcu is the caching duration which is equal to the time needed
for an MUE u to traverse the mmW beam of its serving SBS. Considering the small green triangle
in Fig. 5.2 as the current location of an MUE crossing a mmW beam, the caching duration will
be tcu = rcu/vu where rcu is the distance traversed across the mmW beam. Moreover, R̄c(u, k) is
the average achievable rate for the MUE u during tcu. Given Ωu(k) and the video play rate of Q,
specified for each video content, the distance an MUE u can traverse with speed vu, while playing
the cached video content will be

dc(u, k) =
Ωu(k)

Q
vu. (5.4)

In fact, the MUE can traverse a distance dc(u, k) by using the cached video content after leaving
its serving cell k, without requiring an HO to any of the target cells. Meanwhile, the location
information and control signals, such as paging, can be handled by the MBS during this time. As
we discuss in details, such caching mechanism will help MUEs to avoid redundant cell search and
HOs, resulting in an efficient mobility management in dense HetNets.

5.2.4 Handover procedure and performance metrics

The HO process in the 3GPP standard proceeds as follows: 1) Each MUE will do a cell search
every Ts seconds, which can be configured by the network or directly by the MUEs, 2) If any target
cell offers an RSS plus a hysteresis that is higher than the serving cell, even after L1/L3 filtering
of input RSS samples, the MUE will wait for a time-to-trigger (TTT) of ∆T seconds to measure
the average RSS from the target cell, 3) If the average RSS is higher than that of the serving
SBS during TTT, the MUE triggers HO and sends the measurement report to its serving cell. The
averaging over the TTT duration will reduce the ping-pong effect resulting from instantaneous CSI
variations, and 4) HO will be executed after the serving SBS sends the HO information to the target
SBS.

In our model, we modify the above HO procedure to leverage the caching capabilities of MUEs
during mobility. Here, we let each MUE u dynamically determine Ts, depending on the cache size
Ωu, the video play rate Q, and the MUE’s speed vu. That is, an MUE u is capable of muting the
cell search while Ωu/Q is greater than ∆T , which enables it to have ∆T seconds to search for a
target SBS before the cached content runs out.

Next, we consider the HOF as one of the key performance metrics for any HO procedure. One
of the main reasons for the potential increase in HOF in HetNets is due to the relatively small cell
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sizes, compared to MBS coverage. In fact, HOF is typical if the time-of-stay (ToS) for an MUE is
less than the minimum ToS (MTS) required for performing a successful HO. That is,

γHOF(u, k) =

{
1, if tu,k < tMTS,

0, otherwise,
(5.5)

where tu,k is the ToS for MUE u to pass across SBS k coverage. Although a short ToS may not
be the only cause for HOFs, it becomes very critical within an ultra dense small cell network that
encompasses MUEs moving at high speeds [139].

To search the µW carrier for synchronization signals and decode the broadcast channel (system
information) of the detected SBSs, the MUEs have to spend an energyEs per each cell search [19].
Hence, the total energy consumed by an MUE for cell search during time T will be

Es
total = Es T

Ts
. (5.6)

Note that increasing Ts reduces Es
total which is desirable. However, less frequent scans will be

equivalent to less HOs to SBSs. Therefore, there is a tradeoff between reducing the consumed
power for cell search and maximizing traffic offloads from the MBS to SBSs. Content caching will
allow increasing Ts, while maintaining traffic offloads from the MBS.

Next, we propose a geometric framework to analyze the caching opportunities, in terms of the
caching duration tc, and the average achievable rate R̄c, for MUEs moving at random directions in
joint mmW-µW HetNets.

5.3 Analysis of Mobility Management with Caching Capabili-
ties

In this section, we first investigate the probability of serving an arbitrary MUE over mmW fre-
quencies by a dual-mode SBS.

5.3.1 Probability of mmW coverage

In Fig. 5.2, the small circle represents the intersection of an MUE u’s trajectory with the coverage
area of an SBS k. In this regard, Pck(Nk, θk) represents the probability that MUE u with a random
direction θu and speed vu crosses the mmW coverage areas of SBS k. From Fig. 5.2, we observe
that the MUE will pass through the area within mmW coverage only if the MUE’s direction is
inside the angle ÂoB. Hence, we can state the following.

Theorem 4. If an SBS k has formed a mmW beam pattern with Nk ≥ 2 main lobes, each with a
beamwidth θk > 0, the probability of content caching will be given by:

P
c
k(Nk, θk) =

[
Nkθk
2π

]
+

[
1− Nkθk

2π

] [
1

2

(
1− 1

Nk

)
+
θk
4π

]
. (5.7)
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Proof. See Appendix C.1.

We can verify (5.7) by considering an example scenario with Nk = 3 and θk = 2π
3

. For this
example, (5.7) results in Pck(Nk, θk) = 1 which correctly captures the fact that the entire cell is
covered by mmW beams.

5.3.2 Cumulative distribution function of the caching duration

To enable an MUE to use the cached content while not being associated to an SBS, it is critical to
analyze the distribution of caching duration tc for an arbitrary MUE with a random direction and
speed. In this regard, consider the small green triangle in Fig. 5.2, which represents the location of
an arbitrary MUE u, xu = (xu, yu) ∈ R2, crossing a mmW beam. First, we note that the geometry
of the mmW beam of any given SBS can be defined by the location of the SBS, as well as the sides
of the beam angle. Without loss of generality, we assume that the SBS of interest is located at the
center, such that xk = (0, 0). Therefore, the two sides of the beam angle will be given by

y = x tan(θ0 − θk), y = x tan(θ0), x > 0. (5.8)

Assuming that the MUE u is currently located on the angle side x = y cos(θ0 − θk), as shown
by the small triangle in Fig. 5.2, then θ0 in (5.8) will be θ0 = arccos

(
xu

ru,k(xu)

)
+ θk, where

ru,k(x) =
√
x2
u + y2

u. Hereinafter, we will use the parameter θ0 to simplify our analysis. Let Ftc(.)
be the cumulative distribution function (CDF) of the caching duration tc. Thus,

Ftcu(t0) = P(tcu ≤ t0) = P(rcu ≤ vut0), (5.9)

where rcu is the distance that MUE u will traverse across the mmW beam, as shown in Fig. 5.2.
Given the location of MUE xu, the minimum possible distance to traverse, rmin

u , is

rmin
u =

∣∣xu tan θ0 − yu
∣∣√

1 + tan2 θ0

. (5.10)

In fact, (5.10) gives the distance of the point xu from the beam angle side y = x tan(θ0). If rmin
u >

vut0, then Ftcu(t0) = 0. Therefore, for the remainder of this analysis we consider rmin
u ≤ vut0.

Next, let x′u denote the intersection of the MUE’s path with line y = x tan(θ0). It is easy to see
that x′u = (xu + rcu cos θu, yu + rcu sin θu). Hence, yu + rcu sin θu = [xu + rcu cos θu] tan θ0, and rcu,
i.e., the distance that MUE u traverses during the caching duration tc, is given by:

rcu = vut
c
u =

yu − xu tan θ0

tan θ0 cos θu − sin θu
. (5.11)

Next, from (5.9) and (5.11), the CDF can be written as

Ftcu(t0) = P
(

yu − xu tan θ0

tan θ0 cos θu − sin θu
≤ vut0

)
. (5.12)

Using the geometry shown in Fig. 5.2, we find the CDF of the caching duration as follows:
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Figure 5.3: CDF of caching duration tc.

Lemma 1. The CDF of the caching duration, tc, for an arbitrary MUE u with speed vu is given by

Ftc(t0) =
1

π − θk

(
arccos

(
rmin
u

vut0

)
+ min

{
arccos

(
rmin
u

ru,k(x)

)
, arccos

(
rmin
u

vut0

)})
. (5.13)

Proof. See Appendix C.2.

The CDF of tc is shown in Fig. 5.3 for different MUE distances from the serving SBS. Fig. 5.3
shows that as the MUE is closer to the SBS, tc takes smaller values with higher probability which
is expected, since the MUE will traverse a shorter distance to cross the mmW beam.

5.4 Performance Analysis of the Proposed Cache-enabled Mo-
bility Management Scheme

Next, we analyze the average achievable rate for content caching, for an MUE with speed vu,
direction θu, and initial distance ru,k(x) from the serving dual-mode SBS. In addition, we evaluate
the impact of caching on mobility management. For this analysis, we ignore the shadowing effect
and only consider distance path loss.
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5.4.1 Average achievable rate for caching

The achievable rate of caching is given by:

Rc(u, k) =
1

vutcu

∫ ru,k(x′)

ru,k(x)

w log

(
1 +

βPtψr
−α
u,k

wN0

)
dru,k, (5.14)

where β = ( λ
4πr0

)2rα0 . The integral in (5.14) is taken over the line with length rcu that connects the
MUE location x to x′, as shown in Fig. 5.2. With this in mind, we can find the average achievable
rate of caching R̄c as follows.

Theorem 5. The average achievable rate for an MUE u served by an SBS k, R̄c(u, k), is:

R̄c(u, k) = Pck(Nk, θk)R
c(u, k), (5.15)

= δ2

∫ f(0)

f(θk)

1

f 2(θ)
log (1 + δ1f

α(θ)) df(θ), (5.16)

(a)
=

δ2

ln(2)

[
2
√
δ1 arctan(

√
δ1f(θk))−

ln(δ1f
2(θk) + 1)

f(θk)
,

−2
√
δ1 arctan(

√
δ1f(0))+

ln(δ1f
2(0) + 1)

f(0)

]
, (5.17)

where δ1 = βPtψ
wN0

[
ru,k(x) sin θ̂

]−α
. Moreover, δ2 = wru,k(x) sin θ̂Pck(Nk, θk)/vut

c, and θ̂ = θu −
θ0 + θk. For (a) to hold, we set α = 2 which is a typical value for the path loss exponent of LoS
mmW links [10].

Proof. See Appendix C.3.

5.4.2 Achievable gains of caching for mobility management

From (5.3), (5.4), and (5.17), we can find dc(u, k) which is the distance that MUE u can traverse,
while using the cached video content. On the other hand, by having the average inter-cell distances
in a HetNet, we can approximate the number of SBSs that an MUE can pass over distance dc(u, k).
Hence, the average number of SBSs that MUE is able to traverse without performing cell search
for HO is

η ≈
⌊
E [dc(u, k)]

l

⌋
, (5.18)

where the expected value is used, since dc(u, k) is a random variable that depends on θu. Moreover,
l denotes the average inter-cell distance. Here, we note that

E [dc(u, k)] =

∫ ∞
0

(
1− Ftcu(vut)

)
dt, (5.19)
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where Ftc(.) is derived in Lemma 1. We note that (5.19) is the direct result of writing an ex-
pected value in terms of CDF. Based on the definition of η in (5.18) and considering that the
inter-frequency energy consumption linearly scales with the number of scans, we can make the
following observation.

Remark 1. The proposed caching scheme will reduce the average energy consumption Es for
inter-frequency cell search by a factor of 1/η with η being defined in (5.18).

Furthermore, from the definition of γHOF in (5.5), we can define the probability of HOF as
P(Du,k < vutMTS) [140], where Du,k = tu,k/vu, and tu,k is the ToS. To compute the HOF proba-
bility, we use the probability density function (PDF) of a random chord length within a circle with
radius a, as follows:

fD(D) =
2

π
√

4a2 −D2
, (5.20)

where (5.20) relies on the assumption that one side of the chord is fixed and the other side is
determined by choosing a random θ ∈ [0, π]. This assumption is in line with our analysis as shown
in Fig. 5.2. Using (5.20), we can find the probability of HOF as follows:

P(Du,k < vutMTS) =

∫ vutMTS

0

2

π
√

4a2
k −D2

dD =
2

π
arcsin

(
vutMTS

2ak

)
. (5.21)

In fact, γHOF is a binomial random variable whose probability of success depends on the MUE’s
speed, cell radius, and tMTS. Hence, by reducing the number of HOs by a factor of 1/η, the
proposed scheme will reduce the expected value of the sum

∑
γHOF, taken over all SBSs that an

MUE visits during the considered time T .

Thus far, the provided analysis are focused on studying the caching opportunities for the mo-
bility management in single-MUE scenarios. However, in practice, the SBSs can only serve a
limited number of MUEs simultaneously. Therefore, an HO decision for an MUE is affected by
the decision of the other MUEs. In this regard, we propose a cache-enabled mobility management
framework to capture the inter-dependency of HO decisions in dynamic multi-MUE scenarios.

5.5 Dynamic Matching for Cache-enabled Mobility Manage-
ment

Within the proposed mobility management scenarios, the MUEs have a flexibility to perform either
a vertical or horizontal HO, while moving to their chosen target cell. Additionally, as elaborated
in Section 5.4, caching enables MUEs to skip a certain HO, depending on the cache size Ω. In
fact, there are three HO actions possible for an arbitrary MUE that is being served by an SBS: 1)
Execute an HO for a new assignment with a target SBS, 2) Use the cached content and mute HO,
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3) Perform an HO to the MBS. Similarly, an MUE assigned to the MBS can decide whether to
handover to an SBS, use cached content, or stay connected to the MBS.

Our next goal is to maximize possible handovers to the SBSs in order to increase the traffic of-
fload from the MBS, subject to constraints on the HOF, SBSs’ quota, and limited cache sizes. With
this in mind, our goal is to find an HO policy ζ for MUEs and target BSs2 that satisfies:

argmin
ζ

∑
u∈U

ζ(u, k0), (5.22a)

s.t. P

(∑
k∈K

ζ(u, k)Du,k < vutMTS

)
≤ P th

u , (5.22b)[
1−

∑
k∈K′

ζ(u, k)

]
Ts ≤

Ωu

Q
, (5.22c)∑

k∈K′
ζ(u, k) ≤ 1, (5.22d)∑

u∈U

ζ(u, k) ≤ U th
k , ∀k ∈ K, (5.22e)

ζ(u, k) ∈ {0, 1}, (5.22f)

where K′ = K ∪ {k0} and ζ is a vector of binary elements ζ(u, k) ∈ {0, 1}. In fact, a variable
ζ(u, k) = 1, if MUE u is chosen to execute an HO to the target cell k, otherwise, ζ(u, k) = 0.
Constraints (5.22b)-(5.22f) must hold for all u ∈ U . In fact, the objective in (5.22a) is to minimize
the number of MUEs associated with MBS k0. (5.22b) ensures that once an MUE u is assigned
to an SBS, i.e.

∑
k∈K ζ(u, k) = 1, the probability of HOF must be less than a threshold P th

u ,
determined based on the QoS requirement of the MUE u’s service. Constraint (5.22c) ensures that
if an MUE u is not assigned to any SBS nor the MBS, there will be enough cached video segments
for the next Ts time duration. Moreover, constraints (5.22d) and (5.22e) indicate, respectively,
that each MUE can be assigned to at most one BS and each SBS can serve maximum U th

k MUEs
simultaneously.

We note that using (5.21), we can rewrite (5.22b) as
∑

k∈K
2
π

arcsin
(
vutMTS

2ak

)
ζ(u, k) ≤ P th

u ,
which is a linear constraint. Hence, the posed problem in (5.22a)-(5.22f) is an integer linear pro-
gramming (ILP), and thus, it is NP-hard. Although an approximation algorithm can be employed
to solve (5.22a)-(5.22f), centralized algorithms are not scalable and typically introduce latency
which is not desired for real-time applications such as streaming for mobile users. Moreover, these
solutions will typically rely on the current network instances, such as the location, speed and cache
size of the MUEs, and, hence, they fail to capture the dynamics of the system. To show this, we
consider two critical scenarios, shown in Fig. 5.4, as follows:

Illustrative Scenario 1: Consider a feasible solution for (5.22a)-(5.22f), where an MUE u is
not assigned to the target SBS k and will use the cached content for the next Ts time duration, as

2For brevity, if not specified, we refer to a BS as either an SBS k ∈ K or the MBS k0.
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Figure 5.4: Two dynamic HO scenarios for cache-enabled mobile users.

shown in scenario 1 of Fig. 5.4. However, the MUE has to be assigned to the MBS after Ts, since
eventually no target SBS is detected. Alternatively, the MUE could be assigned to k initially and
fill up the cache, while later, it could use the saved cached content to reach the next target cell
without requiring to be assigned to the MBS.

Illustrative Scenario 2: Consider a feasible solution for (5.22a)-(5.22f) which assigns an arbi-
trary MUE 1, in Fig. 5.4, to a target SBS k1. If there are not enough cached contents for the MUE
1 to move to the next SBS and at the same time HO fails, the MUE has to be assigned to the MBS
as shown in scenario 2 of Fig. 5.4. Alternatively, we could assign MUE 2 with a large cache size
to the SBS k1 such that in case of an HOF, the MUE 2 can reach the next target SBS k2 by using
its available cached contents.

These examples show that taking into account the future network information, such the estimated
distance from the next target SBS, is imperative to effectively maximize the traffic offloads from
the MBS. Therefore, an efficient HO policy must take into account post-handover scenarios that
may occur due to the HOFs. In this regard, we propose a framework based on dynamic matching
theory [141] which allows effective mobility management, as presented in (5.22a)-(5.22f), while
capturing the future network instances, such as the cache size, MUEs’ trajectory, and the topology
of the network. Next, we explain how the proposed problem can be formulated as a dynamic
matching problem.

5.5.1 Handover as a matching game

As proved in previous chapters, matching theory is useful to find polynomial time solutions for
combinatorial assignment problems such as (5.22a)-(5.22f) [130]. In a static form, a matching
game is defined as a two-sided assignment problem between two disjoint sets of players in which
the players of each set are interested to be matched to the players of the other set, according to
their preference profiles. A preference profile for player i, denoted by �i, is defined as a complete,
reflexive, and transitive binary relation between the elements of a given set. Within the context of
our proposed cache-enabled HO problem, we define the matching problem as follow:

Definition 8. Given the two disjoint sets of MUEs and BSs, respectively, in U and K′ = K∪{k0},
a single-period HO matching is defined as a many-to-one mapping µ : U ∪ K′ → U ∪ K′ that
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satisfies:

1) ∀u ∈ U , µ(u) ∈ K′ ∪ {u}. In fact, µ(u) = k means u is assigned to k, and µ(u) = u
indicates that the MUE u is not matched to any BS, and thus, will use the cached content.

2) ∀k ∈ K′, µ(k) ⊆ U ∪ {k}, and ∀k ∈ K, |µ(k)| ≤ U th
k . In fact, µ(k) = k implies that no

MUE is assigned to the BS k.
3) µ(u) = k, if and only if u ∈ µ(k).

Note that, by definition, the matching game satisfies constraints (5.22d)-(5.22f). More interest-
ingly, the matching framework allows defining relevant utility functions per MUE and SBSs, which
can capture the preferences of MUEs and SBSs. In this regard, the utility that an arbitrary MUE
u ∈ U assigns to an SBS k ∈ K will be:

Φ(u, k) = P th
u −P

(∑
k∈K

ζ(u, k)Du,k < vutMTS

)
= P th

u −
2

π
arcsin

(
vutMTS

2ak

)
. (5.23)

Here, we observe that the utility in (5.23) is larger for SBSs having a larger cell radius ak. In
addition, as the speed of the MUEs increases, the utility generated from those MUEs being assigned
to an SBS decreases. Meanwhile, the utility that an SBS k assigns to an MUE u is given by

Γ (u, k) = Ts −
Ωu

Q
. (5.24)

In fact, an SBS assigns higher utility to MUEs that are not capable of using caching for the next
time duration Ts. Based on the defined utility functions, the preference profile of an arbitrary MUE
u, �u, will be:

k �u k′ ⇔ Φ(u, k) > Φ(u, k′), (5.25a)
u �u k ⇔ Φ(u, k) < 0, (5.25b)

where k �u k′ implies that SBS k is strictly more preferred than SBS k′ by MUE u. Moreover,
u �u k means that an SBS k is not acceptable to an MUE u, if and only if the assigned utility is
negative. In fact, (5.25b) known as an individual rationality constraint and is in line with satisfying
the feasibility condition in (5.22b). Similarly, we can define the preference profile of an SBS k,
�k, as follows

u �k u′ ⇔ Γ (u, k) > Γ (u′, k), (5.26a)
k �k u ⇔ Γ (u, k) < 0, (5.26b)

where (5.26b) is the individual rationality requirement for SBSs which is equivalent to satisfying
the feasibility constraint in (5.22c). With this in mind, the proposed matching game is formally
defined as a tuple Π , (U ∪ K,�u,�k), where �u= {�u}u∈U and �k= {�k}k∈K.

To solve this game, one desirable solution concept is to find a two-sided stable matching between
the MUEs and SBSs, µ∗, which is defined as follow [90]:

Definition 9. An MUE-SBS pair (u, k) /∈ µ is said to be a blocking pair of the matching µ, if and
only if k �u {µ(u), u} and u �k {µ(k), k}. Matching µ is stable, µ ≡ µ∗, if there is no blocking
pair.
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Algorithm 5 DA Algorithm for Single-period Association Between MUEs and SBSs
Inputs: Π , (U ∪ K,�u,�k).
Outputs: Stable matching µ∗.

1: If not already accepted by an SBS, each unmatched MUE u ∈ U applies for its most preferred SBS
k �u u. Remove k from u’s preference profile �u.

2: Each SBS k ∈ K receives the proposals from the applicants in Step 1, tentatively accepts U th
k of most

preferred MUEs from new applicants and the MUEs that are so far accepted in µ(k), and rejects the
rest.

3: repeat Steps 1 to 2
4: until Each MUE u is accepted by an SBS, or u is applied for all SBSs k �u u.
5: if ∃u ∈ U , µ(u) /∈ K and Ωu/Q < Ts, then
6: µ(u) = u,
7: else
8: Assign u to the MBS.
9: end if

A two-sided stable association between MUEs and SBSs ensures fairness for the MUEs. That
is, if an MUE u envies the association of another MUE u′, then u′ must be preferred by the SBS
µ∗(u′) to u, i.e., the envy of MUE u is not justified.

Remark 2. For a given single-period HO matching game Π , the deferred acceptance (DA) al-
gorithm [130], presented in Algorithm 5, is guaranteed to find a two-sided stable association µ∗

between MUEs and SBSs.

Unfortunately, the DA algorithm is not suitable to capture the dynamics of the system which
arise from the mobility of the MUEs. In fact, the preference profiles of the MUEs and SBSs only
depend on the current state of the system, such as the location of the MUEs, and the cache sizes.
In addition, the DA algorithm cannot guarantee stability, if the preference of the MUEs change
after HOFs. Thus, to be able to achieve stability for dynamic settings, such as in Scenarios 1 and
2, we need to incorporate the post-HO scenarios into the matching game, such that no MUE can
block the stability even after experiencing an HOF. To this end, we extend the notion of one-stage
stability in Algorithm 5 into a dynamic stability concept that is suitable for the problem at hand.

5.5.2 Dynamic matching for mobility management in heterogeneous net-
works

To account for possible scenarios that may occur after HO, we consider a two-stage dynamic
matching game that incorporates within the preference profiles, some of the possible scenarios that
may face the MUEs and base stations after handover execution. Such a dynamic matching will
allow the MUEs to build preference profiles over different association plans rather than SBSs.
An association plan is defined as a sequence of two matchings for a given MUE or SBS. For
example, kk′ is an association plan that indicates an MUE will be assigned to the SBS k followed
by another HO to SBS k′. In this regard, k1k2 �u k′1k

′
2 means that MUE u prefers plan k1k2

to k′1k
′
2. With this in mind, we can modify the one-period matching in Definition 8 to a relation
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µ† : U ∪ K′ → (U ∪ K′)2, such that µ†(u) = (µ1(u), µ2(u)), where µ1 and µ2 are one-period
matchings. For example, µ†(u) = (k, u) indicates that MUE u will first perform an HO to SBS
k, µ1(u) = k, followed by using the content of the cache after exiting the coverage of SBS k,
µ2(u) = u. Next, we use the following definitions to formally define the stability in dynamic
matchings [141]:

Definition 10. An MUE-BS pair (u, k) can period-1 block the matching, if any of the following
conditions is satisfied: 1) kk �u µ†(u) and uu �k µ†(k); 2) ku �u µ†(u) and uk �k µ†(k); 3)
uk �u µ†(u) and ku �k µ†(k); or 4) uu �u µ†(u) and kk �k µ†(k). A matching is ex ante stable,
if it cannot be period-1 blocked by any MUE/BS or MUE-BS pair.

In a dynamic matching problem, either the MUEs or the BSs may block the matching, after
knowing the outcome of the first matching µ1. In this regard, we define the notion of period-2
blocking and dynamic stability as follows:

Definition 11. An MUE u can period-2 block a matching µ† if (µ1(u), u) �u µ†(u). Similarly,
an MUE-BS pair (u, k) can period-2 block if any of the following conditions is satisfied: 1)
(µ1(u), k) �u µ†(u) and (µ1(k), u) �k µ†(k), or 2) (µ1(u), u) �u µ†(u) and (µ1(k), k) �k µ†(k).
A matching is said to be dynamically stable, if it cannot be period-1 or period-2 blocked by any
MUE or MUE-BS pair3.

From Definitions 3 and 4, we can see that, any dynamically stable matching is also an ex ante
stable matching. However, ex ante stability does not guarantee dynamic stability. For example,
if µ†(u) = (k, u) for an MUE u, ex ante stability does not guarantee that the MUE commits to
use the cache, if the first handover to SBS k fails. In other words, the MUE may block an ex ante
stable matching after the actual outcome of the first matching is known. To help better understand
the stability for dynamic matchings, we consider the following simple example.

Example 1. Consider a dynamic matching game Π†, composed of MUEs U = {u1, u2}, MBS k0,
and SBSs K = {k1, k2}, with U th

k = 1 for k = k1, k2, as shown in scenario 2 of Fig. 5.4. The
preference plans of MUEs, MBS k0, and SBSs are as follows:

�u1 : k1k0, k1u1, u1k0, u1u1; �u2 : k1u2, u2k2, u2u2;

�k1 : u1k1, u2k1, k1k1; �k2 : k2u2, k2k2; �k0 : k0u1, k0k0;

where the preference profiles are sorted in descending order and association plans that are not in-
cluded do not meet the individual rationality constraint. Here, the underlined matching is one of
the possible ex ante stable matchings. However, this matching is not dynamically stable. That is
because conditioned to µ1(u) = k1, the MUE-MBS pair (u1, k0) will period-2 block the match-
ing, since k1k0 �u1 k1u1 and k0u1 �k0 k0k0. In practice, such a blocking occurs if the MUE
experiences an HOF with its first matching to k1.

Next, we propose an algorithm that finds a dynamically stable solution for the proposed mobility
management problem.

3In general, a matching is dynamically stable for any time t, if it cannot be period-t blocked by any MUE or MUE-
BS pair. Extending the dynamic matching to more than two periods depends on how much information is available
for MUEs about the network. In this work, we focus on a two-period matching problem, since it is more tractable and
practical.
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5.5.3 Dynamically stable matching algorithm for mobility management

To find the dynamically stable solution, we note that the solution must first admit the ex ante
stability. Therefore, we propose an algorithm, inspired from [141] that yields an ex ante stable
association in the first stage, followed by a simple modification to resolve any possible period-2
blocking cases. For each MUE u, let Pu = ∪k∈K{kk, uk, ku} be the set of all plans considered by
u. The algorithm proceeds as follows:
Stage-1 (Finding an ex ante stable matching):

1. For each MUE u ∈ U , if uu �u κ, for all κ ∈ Pu, then u does not send any plan proposal to
the BSs. Otherwise, MUE u sends a plan proposal to a BS, according to the most preferred
plan κ∗u as follows. If κ∗u = kk, MUE u sends a request for a two-period association to
the BS k. If κ∗u = ku, the MUE sends an association request to BS k, only for period-1.
Similarly, if κ∗u = uk, the MUE sends an association request to k only for period-2. The
MUE removes κ∗u from its preference profile for the rest of the procedure.

2. Each SBS k ∈ K receives the plan proposals and tentatively accepts the most preferred
plans, such that the quota U th

k is not violated at each period. Clearly, any accepted plan κ
by SBS k satisfies κ �k kk.

3. MUEs with rejected plans apply in the next round, based on their next most preferred plan.
The first stage of the algorithm converges, once no plan is rejected.

Proposition 3. Stage-1 of the proposed algorithm in Algorithm 6 converges to an ex ante stable
association between MUEs and BSs.

Proof. See Appendix C.4.

To avoid period-2 blockage, we introduce a certain structure to the preference profile of the
SBSs as follows. For any SBS for whom the maximum quota of U th

k MUEs are assigned, i.e.
|µ†2(k)| = U th

k ,
µ† �k

(
µ†1(k), µ̃2

†(k) ∪ {u}
)
, (5.27)

where µ̃2
†(k) is µ2

†(k) with one associated MUE removed to accommodate a new matching with
MUE u. In fact, (5.27) implies that an MUE cannot period-2 block the matching with any SBS k
that is associated to U th

k MUEs. In addition,

(µ1(k0), u) �k0 µ† ⇐⇒ P th
µ†1(u)
− 2

π
arcsin

(
vutMTS

2aµ†1(u)

)
< ε, (5.28)

where ε is a non-negative scalar. In fact, (5.28) allow MUEs that are assigned to SBSs in period 1,
with not small enough HOF probability, to be assigned to the MBS in period 2. Another alternative
was to set P th a small value from the start. However, this policy will discourage MUEs to be
assigned to SBSs and could increase the load on the MBS. With this in mind, we construct the
second stage of the algorithm as follows:
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Algorithm 6 Proposed Algorithm for Dynamic Matching Between MUEs and BSs
Inputs: Preference plans κ for all MUEs, MBS, and SBSs.
Outputs: Dynamically stable matching µ∗.

Phase 1:
1: For each MUE u ∈ U , if uu �u κ, for all κ ∈ Pu, then u does not send any plan proposal to the BSs.

Otherwise, MUE u sends a plan proposal to a BS, according to the most preferred plan κ∗u.
2: Each SBS k ∈ K receives the plan proposals and tentatively accepts most preferred plans (also compared

to plans that are previously accepted), such that the quota U th
k is not violated at each period. Clearly,

any accepted plan κ by SBS k satisfies κ �k kk.
3: repeat Steps 1 to 2
4: until No plan is rejected. The yielded ex ante stable matching is denoted by µ† = (µ†1, µ

†
2).

Phase 2:
5: if ∃u ∈ U , µ†2(u) = u, then apply DA algorithm in Algorithm 5 to the subset of MUEs with µ†2(u) = u

and the subset of BSs with |µ†2(k)| < U th
k , considering the constraints in (5.27) and (5.28). Return

yielded matching.
6: else
7: return µ†.
8: end if

Stage-2 (Remove period-2 blocking pairs): Apply the deferred acceptance algorithm shown in
Algorithm 5 to a subset of MUEs with µ†2(u) = u, and subset of BSs with |µ†2(k)| < U th

k , while
considering the constraints in (5.27) and (5.28). The proposed two-stage algorithm is summarized
in Algorithm 6. Reconsidering Example 1, it is easy to follow that Algorithm 6 yields the following
solution which is dynamically stable4:

�u1 : k1k0, k1u1, u1k0, u1u1; �u2 : k1u2, u2k2, u2u2;

�k1 : u1k1, u2k1, k1k1; �k2 : k2u2, k2k2; �k0 : k0u1, k0k0.

For the proposed algorithm, we can state the following results:

Theorem 6. The proposed two-stage algorithm in Algorithm 6 is guaranteed to converge to a
dynamically stable association between MUEs and BSs.

Proof. See Appendix C.5.

To analyze the signaling overhead of the proposed algorithm, we consider the total number of
HO requests sent to a target SBS by the MUEs. Additional control signals from the SBSs to MUEs
can be managed by using a broadcast channel and do not significantly contribute to the overhead
of the proposed scheme. In this regard, consider the worst-case scenario in which the initial cache
size is Ωu = 0 for all u ∈ U . Therefore, all MUEs seek to perform an HO to the target SBS k by
sending a request for plan κ = ku during Stage-1 of the proposed algorithm. The SBS k accepts
up to U th

k association plans and rejects the rest. Clearly, if there is one target SBS for the MUEs,
the signaling overhead will be O(U). Otherwise, rejected MUEs will send an HO request to the

4Here, we assume that (5.28) holds for u1. Otherwise, the ex ante stable solution in Example 1 is also dynamically
stable, since k0 will not make a period-2 block pair with u1.
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Table 5.2: Simulation parameters
Notation Parameter Value

fc Carrier frequency 73 GHz
Pt,k Total transmit power of SBSs [20, 27, 30] dBm
K Total number of SBSs 50

w Available Bandwidth 5 GHz
(αLoS,αNLoS) Path loss exponent (2, 3.5) [10]

d0 Path loss reference distance 1 m [10]
Gmax Antenna main lobe gain 18 dB [14]
Gmin Antenna side lobe gain −2 dB [14]
Nk Number of mmW beams 3

θm, θk beam width 10◦ [14]
N0 Noise power spectral density −174 dBm/Hz
tMTS Minimum time-of-stay 1s [139]
Q Play rate 1k segments per second
B Size of video segments 1 Mbits

(vmin, vmax) Minimum and maximum MUE speeds (1, 16) m/s
Es Energy per inter-frequency scan 3 mJ [137]

next target SBS, based on their preference profiles. The maximum signaling overhead occurs for
a case when all MUEs have the same preference profile as it introduces the highest competition
among MUEs. In this case, the signaling overhead of the proposed algorithm will be O(UK). In
addition, in Section 5.6, we will discuss how caching capabilities will reduce the overhead of the
proposed algorithm.

5.6 Simulation Results

For simulations, we consider a HetNet composed of K = 50 SBSs distributed uniformly across
a circular area with radius 500 meters with a single MBS located at the center and a minimum
inter-cell distance of 30 meters. Moreover, the transmit power of SBSs are chosen randomly from
the set of powers in [20, 27, 30] dBm. The main parameters are summarized in Table 5.2. In our
simulations, we consider the overall transmit-receive antenna gain from an interference link to be
random. All statistical results are averaged over a large number of independent runs. Next, we first
investigate the gains achievable by the proposed cache-enabled scheme for a single user scenario.
Then, we will evaluate the performance of the proposed dynamic matching approach by extending
the results for scenarios with multiple MUEs in which SBSs can only serve a limited number of
MUEs.
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Figure 5.5: HOF vs different MUE speeds.

5.6.1 Analysis of the proposed cache-enabled mobility management for sin-
gle user scenarios

Fig. 5.5 compares the average HOF of the proposed scheme with a conventional HO mechanism
without caching. The results clearly demonstrate that caching capabilities, as proposed here, will
significantly improve the HO process for dense HetNets. In fact, the results in Fig. 5.5 show that
caching over mmW frequencies will reduce HOF for all speeds, reaching up to 45% for MUEs
with vu = 60 km/h.

Fig. 5.6 shows the achievable rate of caching for an MUE with vu = 60 km/h, as a function of
different initial distances ru,k(x) for various θu. The results in Fig. 5.6 show that even for MUEs
with high speeds, the achievable rate of caching is significant, exceeding 10 Gbps, for all θu values
and inital distance of 20 meters from the SBS. However, we can observe that the blockage can
noticeably degrade the performance. In fact, for NLoS scenarios, the maximum achievable rate at
a distance of 20 meters decreases to 2 Gbps.

5.6.2 Performance of the proposed dynamically stable mobility management
algorithm

Here, we consider the set of MUEs entering a target cell coverage region with random directions
and speeds. Moreover, the cache sizes of the MUEs are initially Ωu = 104 segments for all MUEs.
In addition, each SBS can serve up to U th

k = 10 MUEs. Depending on the speed of the MUE,
its direction, and the location of the next target SBS, MUEs form their preferences over different
plans as elaborated in Section 5.5.
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Figure 5.6: Achievable rate of caching vs ru,k(x) for different θu.
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Figure 5.7: Average HOF probability versus MUEs’ speeds.

In Fig. 5.7, the average HOF probability of the proposed algorithm is compared with a con-
ventional scheme that does not incorporate caching, versus the speed of the MUEs. The HOF
probability is defined as the ratio of the MUEs with HOF to the total number of MUEs, for U = 20
and U th

k = 10. The results in Fig. 5.7 show that the HOF probability increases with the speed of
the MUEs, since the ToS will decrease for higher MUE speeds. In addition, we observe that the
proposed algorithm can significantly reduce the HOF probability by leveraging the information on
the MUE’s trajectory and the network’s topology. Fig. 5.7 also shows that for a non-zero initial
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Figure 5.8: Load of the target SBS vs the number of MUEs.

cache sizes of Ωu = 104 segments, the algorithm is considerably robust against HOF. In fact, the
HOF probability declines for speeds beyond vu = 8 m/s, since higher speed allows the MUE to
traverse larger distance before the cached video segments run out. Therefore, more MUEs will be
able to skip an HO to the target cell and use the cached content to move to the next available SBS.

Fig. 5.8 shows the load of the target cell versus the number of MUEs for different MUE speeds
vu = 8, 10, and 12 m/s, SBS quota U th

k = 10, and initial cache size Ωu = 104 segments. Here, we
observe that the proposed algorithm associates less MUEs to the target cell as the speed increases.
That is due to two reasons: 1) higher speeds decrease the ToS and increase the chances of HOFs,
and 2) with higher speeds, MUEs can traverse longer distances by using Ωu cached segments and
it is more likely that they can reach to the next target SBS. Fig. 5.8 shows that the load of the target
cell reduces up to 45% when vu increases from 8 to 10 m/s for U = 40 MUEs.

In Fig. 5.9, the inter-frequency measurement energy savings yielded by the proposed algorithm
are shown as a function of the number of MUEs. Fig. 5.9 shows the total saved energy for
MUEs that will use the cached content and do not perform any inter-frequency measurements for
handover to an SBS for an initial cache size of Ωu = 104 segments and different MUE speeds. For
U = 50, MUEs that perform conventional handover without caching will require UEs = 150 mJ
total energy for performing inter-frequency measurements. However, the results in Fig. 5.9 show
that the proposed scheme achieves up to 80%, 52%, and 29% gains in saving energy, respectively,
for MUE speeds vu = 8, 10, and 12 m/s by leveraging cached segments and muting unnecessary
cell search. Given that the required energy for measurements linearly scales with the number
of MUEs, the results in Fig. 5.9 can also be interpreted as the offloading gains of the proposed
approach, compared with conventional HO with no caching. Moreover, these results are consistent
with those shown in Fig. 5.8. In fact, as the speed of MUEs increases, the HOF probability
increases, and thus, MUEs tend to be assigned to the MBS or use their cached content. In addition,
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Figure 5.9: Energy savings for inter-frequency measurements vs number of MUEs.
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Figure 5.10: Signaling overhead vs number of MUEs.

fast moving MUEs are more likely to reach the next target cell before the cached content runs out.

In Fig. 5.10, we show the signaling overhead resulting from the proposed algorithm versus the
number of MUEs, for Ωu = 104 initial cache size and different MUE speeds. Here, we refer to the
signaling overhead as the number of HO requests sent to the target SBS by the MUEs. Fig. 5.10
shows that for low speeds vu = 2 m/s, almost all MUEs will attempt to hand over to the target SBS,
since the time needed for traversing the SBS coverage is longer than the time available by using
the cached content. Nonetheless, the results in Fig. 5.10 clearly demonstrate that the proposed
algorithm has a manageable overhead, not exceeding 17 requesting signals for a network size of
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U = 50 with vu = 8 m/s. In fact, it is interesting to note that although mobility management is, in
general, more challenging for high speed MUEs, the overhead of the proposed algorithm decreases
for high speed scenarios. This is due to the fact that high speed MUEs use the cached content more
effectively than slow-moving MUEs.

5.7 Summary

In this chapter, we have proposed a comprehensive framework for mobility management in inte-
grated microwave-millimeter wave cellular networks. In particular, we have shown that by smartly
caching video contents while exploiting the dual-mode nature of the network’s base stations, one
can provide seamless mobility to the users. We have derived various fundamental results on the
probability and the achievable rate for caching video contents by leveraging millimeter wave high
capacity transmissions. In addition, to capture the dynamics of the mobility management, we have
formulated the multi-user handover problem as a dynamic matching game between the mobile
users and small base stations. To solve this game, we have proposed a novel algorithm that is
guaranteed to converge to a dynamically stable handover mechanism. Moreover, we have shown
that the proposed cache-enabled mobility management framework provides significant gains in
reducing the number of handovers, energy consumption for inter-frequency scanning, as well as
mitigating the handover failure. Numerical results have corroborated our analytical results and
showed that the significant rates for caching can be achieved over the mmW frequencies, even
for fast mobile users. In addition, the results have shown that the proposed approach substantially
decreases the handover failures and provides significant energy savings in heterogeneous networks.

5.8 Appendix C

C.1 Proof of Theorem 4

Due to the equidistant beams, we have

ÂoB =
1

2
ÃB =

1

2

[
2π − ĀoB

]
=

1

2

[
2π −

(
2π

Nk

− θk
)]

=

(
1− 1

Nk

)
π +

θk
2
. (5.29)

Given that an arbitrary MUE can enter the circle in Fig. 5.2 at any direction, this MUE will be
instantly covered by mmW with probability P(xu ∈ A) = Nkθk

2π
, where A ⊂ R2 denotes the part

of circle’s perimeter that overlaps with mmW beams. Therefore,

Pck(Nk, θk) = P(xu ∈ A) + [1− P(xu ∈ A)]
1

2π
ÂoB, (5.30)

where (5.30) results from the fact that θu ∼ U [0, 2π]. Therefore, from (5.29) and (5.30), the
probability of crossing a mmW beam follows (5.7).
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C.2 Proof of Lemma 1

From (5.9), Ftc(t0) = P(rcu ≤ vut0). To find this probability, we note that rcu ≤ vut0 if MUE moves
between two line segments of length vut0 that connect MUE to line y = x cos θ0. Depending on
ru,k(x), the intersection of line segment with y = x cos θ0 may have one or two solutions. In case
of two intersection points, the two line segments will make two equal angles with the perpendicular
line from xu, to y = x cos θ0, which each is obviously equal to π−(π/2−θk)− θ̂ = π/2+θk− θ̂ =

arccos
(
rmin
u

vut0

)
. Therefore,

Ftc(t0) =
2

π − θk
arccos

(
rmin
u

vut0

)
. (5.31)

In fact, θu must be within a range of π − θk for rcu ≤ vut0 to be valid. Now, if this angle is greater
than π/2− θk, only one intersection point exists. Equivalently,

Ftc(t0)=
1

π − θk

(
arccos

(
rmin
u

vut0

)
+arccos

(
rmin
u

ru,k(x)

))
. (5.32)

Integrating (5.31) and (5.32), the CDF for caching duration can be written as (5.13).

C.3 Proof of Theorem 5

Theorem 4 implies that with probability 1 − Pck(Nk, θk), only µW coverage is available for an
MUE. Therefore, the average achievable rate for caching over the mmW frequencies is given by
(5.15). To simplify (5.15), we have

ru,k cos θ = ru,k(x) + ru cos θ̂, ru,k sin θ = ru sin θ̂, (5.33)

where θ̂ = θu−θ0 +θk and θ is an angle between the line connecting MUE to SBS, ranging from 0
to θk. Moreover, ru is the current traversed distance, with ru = rcu once the MUE reaches x′ by the
end of caching duration, as shown in Fig. 5.2. From (5.33), we find ru,k = ru,k(x) sin θ̂/ sin(θ̂−θ).
By changing the integral variable ru to θ, we can write (5.15) as

R̄c(u, k) = δ2

∫ θk

0

log
(

1 + δ1 sinα(θ̂ − θ)
) cos(θ̂ − θ)

sin2(θ̂ − θ)
dθ, (5.34)

where δ1 = βPtψ(ru,k(x) sin θ̂)−α/wN0 and δ2 = wru,k(x) sin θ̂Pck(Nk, θk)/vut
c. Next, we can

directly conclude (5.16) from (5.34) by substituting f(θ) = sin(θ̂− θ) in (5.34). For α = 2, which
is a typical value for the path loss exponent for LoS mmW links, (5.16) can be simplified into
(5.17) by taking the integration by parts in (5.16).
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C.4 Proof of Proposition 3

Assume an MUE-BS pair (u, k) period-1 blocks the matching µ†. In consequence, there is a plan
κ ∈ {ku, uk, kk} for u and a corresponding plan for k that both prefer to their current matching in
µ†. If κ �u µ†(u), then the MUE u must have sent a proposal for κ to k prior to its associated plan
in µ†. Since κ is not eventually accepted, that means at some point, the SBS k has rejected κ in
favor of another plan. Since the matching for SBSs improves at each round, we conclude that κ is
less preferred by k compared to µ†(k). This contradicts the first assumption, thus, such a period-1
blocking pair does not exist and µ† is ex ante stable.

C.5 Proof of Theorem 6

From Proposition 3, the solution is guaranteed to be ex ante stable. Therefore, MUEs and BSs will
not period-1 block the matching. The rest of the proof easily follows the fact that the BSs will not
make a period-2 blocking pair with any MUE, due to the constraints in (5.27) and (5.28). In fact, if
there is any period-2 blocking pair (u, k), there are four possible cases to consider: 1) kk �u µ∗(u)
and uu �k µ∗(k), 2) uk �u µ∗(u) and ku �k µ∗(k), 3) uk �u µ∗(u) and u′u �k µ∗(k), where
u′ 6= u, or 4) k′k �u µ∗(u) and u′u �k µ∗(k), where k′ 6= k and u′ 6= u. The first two cases
are not possible, since they indicate that (u, k) can period-1 block µ∗ which contradicts ex ante
stability. Considering the last two cases, since MUE u is not associated with SBS k in period-2,
that implies that k has already been assigned to U th

k MUEs. Otherwise, u would be assigned to
k during the second stage of Algorithm 6. Hence, due to the constraint (5.27), k will not make a
period-2 blocking pair with u. Similarly, the MBS will not make a period-2 blocking pair with any
MUE u that is not assigned to the MBS during the second stage. Thus, no period-2 blocking pair
exists and the solution µ∗ satisfies dynamic stability.



Chapter 6

Cell Association and Load Balancing for
Joint Millimeter Wave-Microwave Cellular
Networks

6.1 Background, Related Works, and Summary of Contribu-
tions

The integration of cellular networks with mmW communication links is a promising solution to
meet the high data traffic requirements of tomorrow’s wireless services [7, 10, 27, 75, 142, 143].
However, mmW communication is known to be inherently intermittent, due to the susceptibility
of its links to signal blockage, due to shadowing by human, buildings, and other obstacles. To
this end, mmW base stations (mmW-BSs) must coexist with the conventional microwave base
stations (µW-BSs) to provide µW connectivity for users, when a reliable mmW communication is
not feasible [142, 143].

Such integrated mmW-µW networks introduce new challenges for cellular resource manage-
ment. In particular, the association of UEs to the BSs must now account for the presence of two
RATs with significantly different propagation environments. In fact, conventional approaches such
as maximum signal-to-interference-plus-noise-ratio (max-SINR) and maximum signal strength in-
dicator (max-RSSI) may result in significantly unbalanced load distributions and may not be di-
rectly applicable to the multi-RAT setting. That is due to three key reasons: a) mmW links are
highly intermittent and have a higher path loss than µW, b) mmW communication is mostly lim-
ited by noise rather than interference, and c) more bandwidth is available at mmW band compared
to the µW frequency band.

100
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6.1.1 Related works

The problem of cell association with load balancing has been extensively studied in heterogeneous
cellular networks [142–147]. The work in [144] studies the performance of the max-SINR cell
association for heterogeneous networks (HetNets) with load balancing via cell range expansion
(CRE). The authors in [145] propose a cell association approach based on convex optimization
to find a load-aware distributed cell association algorithm for HetNets. Moreover, in [146], a
game-theoretic approach is adopted for network selection in HetNets, using an evolutionary game
approach. For mmW networks, the work in [147] presents a distributed algorithm that yields a
fair cell association. A stochastic geometry framework is used in [142] for the decoupled uplink-
downlink cell association for traditional macrocells and mmW small cell networks. In addition,
the authors in [143] study resource allocation for mmW-µW networks where cell association is
decoupled in the uplink for mmW users.

The existing works in [144–147] have focused on µW or mmW networks, separately and in
isolation, and thus, they cannot be applied to integrated mmW-µW cellular networks. In addition,
the authors in [142] and [143] consider max-RSSI cell association. However, max-RSSI is not
a proper association metric for integrated mmW-µW networks, since it does not properly reflect
the achievable rate of the users. Indeed, this rate depends on the allocated bandwidth and the
interference, which are completely different between mmW and µW.

6.1.2 Summary of contributions

The main contribution of this chapter is to introduce a novel cell association framework with load
balancing for integrated mmW-µW cellular networks. First, we show that conventional max-SINR
and max-RSSI cell associations can result in significant unbalanced load in mmW and µW net-
works. Then, we formulate the proposed cell association problem as a matching game with mini-
mum quota constraints, in which the BSs can adjust their minimum quota, in terms of the number
of UEs they serve, to balance the network’s load. For this game, we show that classical matching
solutions such as in [90] and [76] cannot be applied. In contrast, to solve our problem, we propose
a novel distributed algorithm that allows UEs to submit association requests to either the mmW-BS
or µW-BS that maximizes its average achievable rate. To achieve a balanced load, BSs approve
UEs’ requests such that the quota constraints are met. We show that the proposed algorithm yields
a PO and stable solution for the UEs. Simulation results show the effectiveness of our approach in
integrated mmW-µW networks.

The rest of this chapter is organized as follows. Section 6.2 presents the problem formulation.
Section 6.3 formulates the problem as a matching game. Section 6.4 presents the proposed algo-
rithm. Simulation results are analyzed in Section 6.5. Section 6.6 concludes the chapter.
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(a) max−RSSI Cell Association

 

 
mmW−BS

µW−BS

(b) max−SINR Cell Association

 

 
mmW−BS

µW−BS

Figure 6.1: Cell association for an integrated µW-mmW network using (a) max-RSSI, and (b) max-SINR
approaches. The triangles show the BSs and the orange and blue colors represent, respectively, the mmW
and µW links.

6.2 System Model

Consider the downlink of a cellular network, composed of a set N1 of N1 mmW-BSs and a set N2

of N2 µW-BSs. In this network, a set M of M UEs are deployed and must be assigned to one
mmW-BS or µW-BS. UEs and BSs are distributed uniformly and randomly within a planar area
with radius r centered at (0, 0) ∈ R2. UEs are equipped with both mmW and µW RF interfaces
allowing them to manage their traffic at both frequency bands.

6.2.1 Propagation model at mmW and µW frequency bands

Each mmW link between mmW-BS n ∈ N1 and UEm ∈M, located at yn ∈ R2 and ym ∈ R2, re-
spectively, is characterized by the transmit power pn, channel gain g(ym,yn) and the antenna gain
ψ(ym,yn). Assuming that the total power pn is distributed uniformly over the mmW bandwidth,
the achievable rate per unit of bandwidth for a UE m assigned to mmW-BS n is given by:

cmmW
m,n = log2

(
1 +

pnψ(ym,yn)g(ym,yn)

w1N0

)
, (6.1)

where w1 is the mmW bandwidth, g(ym,yn) is the link channel gain, and N0 is the noise power
spectral density. Hereinafter, we represent cmmW

m,n by cLoS
m,n and cNLoS

m,n , respectively, if the link is LoS
and NLoS. Here, g(ym,yn) = L(ym,yn)−1, where the path loss L(ym,yn) in dB follows the
model of [10]:

L(ym,yn) = b1 + a110 log10(‖ym − yn‖) + χ, (6.2)
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where a1 represents the slope of the best linear fit to the propagation measurement in mmW fre-
quency band and b1 is the path loss (in dB) for 1 meter of distance. In addition, χ models the
deviation in fitting (in dB) which is a Gaussian random variable with zero mean and variance ξ2

1 .

For each UE-BS pair (m,n), let ζm,n be a Bernoulli random variable with success probability
ρm,n that indicates whether the mmW link is LoS, ζm,n = 1, or NLoS, ζm,n = 0. Different path
loss parameters in (6.2) are considered for the LoS and NLoS links, as listed in Table. 6.1.

At µW band, the achievable rate per unit of bandwidth for a UE m ∈M associated with µW-BS
n ∈ N2 is given by:

cµW
m,n = log2

(
1 +

png(ym,yn)∑
n′ 6=n pn′g(ym,yn′) + w2N0

)
, (6.3)

where the total power pn is distributed uniformly over the µW bandwidth, w2, and the channel gain
is characterized by parameters, a2, b2 and ξ2, similar to (6.2).

6.2.2 Problem formulation

The cell association problem can be defined as a decision policy π which, for any UE-BS pair
(m,n), it outputs a binary variable xm,n ∈ {0, 1}, where xm,n = 1 indicates that UE m is assigned
to BS n, otherwise, xm,n = 0. Further, we define the BS n’s load, κn as

κn =
M∑
m=1

xm,n. (6.4)

Using (6.4), the maximum load difference can be defined as the difference of the load for the BSs
with the maximum and minimum number of associated UEs, as follow:

∆κ(π) = max(κn)−min(κn). (6.5)

In (6.5), a smaller ∆κ(π) implies better load balancing. In general, it is desirable to achieve
uniform loads for all BSs, i.e., ∆κ(π) = 0. However, by using conventional cell association
approaches, such as max-SINR and max-RSSI schemes [144, 145], as shown in Fig. 6.1, the
network will exhibit a severely unbalanced load. In fact, the max-RSSI scheme assigns most of the
UEs to µW-BS, due to the smaller path loss over the µW frequency band. On the other hand, the
max-SINR scheme assigns most of the UEs to the mmW-BSs, due to the directional transmissions
and less interference. In addition, in Figs. 6.4 and 6.5, we show by simulations that the CRE
techniques used in small cell networks [144] may not effectively improve load balancing in mmW-
µW networks, due to the large gap in the RSSI and SINR values for mmW and µW links. Our joint
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mmW-µW cell association problem is thus given by:

maximize
x

N∑
n=1

M∑
m=1

xm,nUm,n(x), (6.5a)

s.t.
∑
n∈N

xm,n ≤ 1, ∀m ∈M, (6.5b)

κn ≤ qmax
n , ∀n ∈ N , (6.5c)

κn ≥ qmin
n , ∀n ∈ N , (6.5d)

xm,n ∈ {0, 1}, (6.5e)

where N = N1 ∪ N2 is the set of all N = N1 + N2 BSs and Um,n denotes the utility of the UE
m associated to the BS n. Moreover, qmax

n and qmin
n denote, respectively, the maximum and the

minimum quotas for BS n which represent the maximum and the minimum number of UEs that it
can serve. We let 0 ≤ qmin

n ≤ qmax
n and

∑
n∈N q

min
n ≤ M ≤

∑
n∈N q

max
n to ensure that a feasible

solution exists. As we elaborate later in Section IV, constraints (6.5c)-(6.5d) are introduced to
balance the network’s load. Next, we make the following observation:

Remark 3. With qmin
n = 0 and qmax

n = M for ∀n ∈ N , the optimization problem (6.5a)-(6.5e) does
not incorporate load balancing.

The cell association for an arbitrary UE depends on the associations of the other UEs, due to
the quota constraints (6.5c)-(6.5d). In addition, the utility of a UE may depend on whether the
associated BS is a mmW-BS or a µW-BS.

6.3 Cell Association as a Matching Game with Minimum Quo-
tas

The downlink association problem in (6.5a)-(6.5e) is a 0-1 integer programming problem for as-
signing UEs to BSs which does not admit a closed-form solution and has exponential complex-
ity [89]. In fact, for such a cell association problem, an exhaustive search requires a comparison of
O(NM) assignments, which cannot adapt to the dynamics of dense cellular networks, particularly,
when using the mmW frequency band.

In this regard, centralized cell association schemes require the BSs to send the network infor-
mation to the radio network controller (RNC). Such implementations carried out by the RNC are
updated at relatively long timescales. This can be detrimental for the mmW UEs that frequently
experience NLoS transmissions. To this end, we propose a distributed solution for the mmW-µW
cell association problem.
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6.3.1 Cell association as a matching game

To solve the problem in (6.5a)-(6.5e), we propose a novel decentralized solution with tractable
complexity based on matching theory concept [76, 90]. In our model, over each cell association
time frame, the set of BSs, N , and the set of UEs,M, are the two sets of players of the matching
game. A preference relation � is defined as a complete, reflexive, and transitive binary relation
between the elements of a given set. Here, we let �m be the preference relation of UE m and
denote n �m n′, if UEm prefers BS nmore than n′. Similarly, we use�n to denote the preference
relation of BS n ∈ N .

To define the preference relations, we can introduce individual utility functions for each UE
and BS, using which they can rank one another. In the proposed cell association problem, the
preference relations of UEs will depend only on the local average achievable rate information,
while the BSs will use network-wide information to distribute the loads and maximize the sum
utility. In fact, matching-based cell association provides a suitable framework to balance the load
by properly adjusting the maximum and minimum BS quotas.

Each cell association policy π determines the allocation of a subset of UEs to each BS. Thus, the
problem can be defined as a one-to-many matching game:

Definition 12. Given two disjoint finite sets of playersM andN , the cell association policy, π, can
be defined as a a one-to-many matching relation, π :N →M that satisfies 1) ∀n ∈ N , π(n) ⊆M,
2) ∀m ∈M, π(m) ∈ N , and 3) π(m) = n, if and only if m ∈ π(n).

In fact, π(m) = n implies that xm,n = 1, otherwise xm,n = 0. One can easily see from Definition
12 that the proposed matching game inherently satisfies the constraints in (6.5b) and (6.5e). In
addition, π is a feasible matching, if it satisfies the quota constraints, i.e., |π(m)| ∈ {0, 1} and
qmin
n ≤ κn = |π(n)| ≤ qmax

n , where |.| denotes the set cardinality. Next, we define suitable utility
functions.

6.3.2 Utility and preference relations of the UEs and BSs

For mmW links, a UE may experience multiple LoS/NLoS transmissions with different rates dur-
ing the time that cell association is not updated. Thus, the utilities of UEs to BSs must be a function
of the average rate. Here, we define the utility function of UE m for BS n as:

Um(n) = log
[
f(km,n)cLoS

m,n + (1− f(km,n)) cNLoS
m,n

]
1n∈N1

+ log
[
cµW
m,n

]
1n∈N2 , (6.6)

where,

1n∈Ni =

{
1 if n ∈ Ni,
0, if n ∈ Nj 6=i,

(6.7)
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Algorithm 7 Proposed Cell Association Algorithm
Inputs: �ML, �m,∀m ∈M, qmax

n , qmin
n ,∀n ∈ N .

Outputs: π, x.
1: Initialize: π(m) = ∅, ∀m ∈M,M′ =M.
2: Choose the UE m∗ ∈M′ that has the highest rank in ML profile, i.e., m∗ �ML m, ∀m ∈M′.
3: Let π(m∗) = n, where n is the most preferred BS based on �m∗ with κn < qmax

n . Moreover, add m∗ to π(n) and
remove it fromM′.

4: repeat Steps 3 to 4
5: until

∑
n∈N bqmin

n − κnc+ = |M′|.
6: whileM′ 6= ∅ do
7: Choose the UE m∗ ∈M′ that has the highest rank in ML profile, i.e., m∗ �ML m, ∀m ∈M′.
8: Let π(m∗) = n, where n is the most preferred BS based on�m∗ with κn < qmin

n . Addm∗ to π(n) and remove
it fromM′.

9: end while

and km,n is a vector composed of elements, km,n(t′) where t′ = t− 1, t− 2, · · · , 0, is the number
of successful LoS transmissions from mmW-BS n to UE m and f(km,n(t)) is a metric that each
UE uses to estimate the LoS probability ρm,n for cell association at time t. In practice, the UEs can
update a moving average of the number of LoS transmissions from each mmW-BS by using:

f(km,n(t)) = λ
km,n(t)xm,n

k
+ (1− λ)f(km,n(t− 1)), (6.8)

where λ is a constant smoothing factor between 0 and 1 and k is the number of transmission slots
within the time window in which the association policy π is not updated. Using the utilities in
(6.6), the preference relations of UEs are:

n �m n′ ⇔ Um(n) ≥ Um(n′), (6.9)

for ∀m ∈M, and ∀n, n′ ∈ N .

We note that assigning UEs to their most preferred BS may not admit a feasible matching in
general. In other words, in order to satisfy the minimum quotas of the BSs, some UEs may have
to be assigned to a lower ranked BS. Therefore, a suitable mechanism is required at the level of
the BSs to determine which UEs must be assigned to the BSs with unsatisfied minimum quotas.
To this end, all BSs must use the same preference profile, known as master list (ML), �ML with
�n≡�ML, ∀n ∈ N , as follow:

m �ML m
′ ⇔ UML(m) ≥ UML(m′), (6.10)

where,

UML(m) = {Um(n′)|Um(n′) ≥ Um(n),∀n ∈ N}. (6.11)

In fact, (6.11) implies that BSs give higher priority to a UE that can achieve higher utility by being
assigned to its preferred BS. This allows maximizing the sum utility in (6.5a). To form the ML in
practice, BSs only require to exchange the ordering of their nearby UEs to neighboring BSs.
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Table 6.1: Simulation parameters
Notation Parameter Value

pn Transmit power 30 dBm
(ω1, ω2) Bandwidth (1 GHz, 10 MHz)

(ξ1,LoS, ξ1,NLoS, ξ2) Standard deviation of path loss (5.2, 7.6, 10) [142]
(a1,LoS, a1,NLoS, a2) Path loss exponent (2,4,3) [142]

(b1, b2) Path loss at 1 m (70, 38) dB
ψ Antenna gain 18 dBi [142]
N0 Noise power spectral density −174 dBm/Hz
M Number of UEs From 10 to 100
qmax
n Maximum quota M

6.4 Proposed Cell Association and Load Balancing Algorithm

To solve the proposed cell association matching problem, we consider two important concepts of
Pareto optimality and two-sided stability. A PO matching is defined as follow [148]:

Definition 13. A cell association policy, π, is Pareto optimal, if there is no other feasible matching
policy π′ such that π′ is preferred by all UEs over π, π′ �m π, for allm ∈M, and strictly preferred
over π, π′ �m π, for some UEs m ∈M.

In fact, PO is a widely adopted notion of efficiency for distributed mechanisms where each
entity, here each UE, aims to maximize its own utility. Furthermore, the concept of two-sided
stable matching between UEs and BSs is defined as follows [90]:

Definition 14. A UE-BS pair (m,n) /∈ π is said to be a blocking pair of the matching π, if and
only ifm �n m′ for somem′ ∈ π(n) and n �m π(m). Matching π is stable, if there is no blocking
pair.

A stable cell association policy ensures fairness for the UEs. That is, if a UE m envies the
assignment of another UE m′, then m′ must be preferred by the BS π(m′) to m, i.e., the envy of
UE m is not justified. When �n≡�ML,∀n ∈ N , as in our problem, the two-sided stable π is also
known as ML-fair matching.

For matching problems with no minimum quota, i.e., qmin
n = 0, the well-known deferred accep-

tance (DA) algorithm is used to find a stable matching such as in [90], [76], and [91]. However,
with minimum quotas, DA is no longer guaranteed to find a feasible solution.

Proposition 4. For cell association problems with minimum quota constraints, the standard DA
algorithm may not admit a feasible solution.

Proof. See Appendix D.1.
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Therefore, a new algorithm must be developed to solve the problem. To this end, we propose
the matching with minimum quota (MMQ) algorithm shown in Algorithm 7, which is designed
based on [148]. The proposed algorithm proceeds as follows. After initialization, in step 2, UE
m∗ with the highest rank in the ML profile requests a connection with its most preferred BS n. If
κn is less than its maximum quota, UE m∗ will be accepted by BS n. This procedure continues
in Steps 3 and 4 for the remaining UEs until the number of UEs is equal to the required number
of UEs for meeting the minimum quota constraints, i.e.,

∑
n∈N bqmin

n − κnc+ = |M′|, where
bxc+ = max(x, 0). Next, in Step 7, the most preferred UE based on the ML profile must be
assigned only to its most preferred BS from the subset ofN with κn < qmin

n . In fact, our algorithm
allows each UE to be assigned to its most preferred BS, as long as the minimum and maximum
quota constraints are not violated. The algorithm terminates once all the UEs are assigned to a BS.
The proposed, distributed matching algorithm exhibits the following properties:

Theorem 7. Algorithm 7 is guaranteed to yield a feasible PO and stable matching between UEs
and BSs.

Proof. See Appendix D.2.

We must note that Pareto optimality and stability cannot be inherently achieved if the BSs do not
follow the ML preference profile. In fact, for �n 6=�ML, there is no algorithm in general that can
guarantee a feasible PO and stable solution [148].

6.5 Simulation Results

For simulations, we consider a network with N1 = 10 mmW-BSs, N2 = 10 µW-BSs, and up to
M = 100 UEs located uniformly and randomly over an area with diameter r = 1 km. The main
parameters are summarized in Table 6.1. The average probability of LoS for each mmW BS-UE
pair is sampled from a uniform distribution, ρm,n ∈ [0, 1]. All statistical results are averaged over
a large number of independent runs.

We compare the performance of the proposed MMQ algorithm with both conventional max-
SINR and max-RSSI approaches. We also consider a CRE with bias factor γRSSI and γSINR,
respectively, for the max-RSSI and max-SINR schemes for further comparisons. To calculate
the rates, the total bandwidth at each BS is allocated equally to the associated UEs. That is,
rmmW
m,n = w1

κn
cmmW
m,n , where rmmW

m,n denotes the achievable rate for UE m associated with mmW-BS
n. Moreover, rµW

m,n = w2

κn
cµW
m,n, where rµW

m,n denotes the achievable rate for UE m assigned to µW-
BS n. In [145], it is shown that for logarithmic utilities, as in (6.6), uniform resource allocation
maximizes the sum utility.

Fig. 6.2 shows the average sum-rate for the proposed MMQ approach, compared to max-RSSI
and max-SINR approaches versus the number of UEs. The bias factors are chosen such that near
uniform loads are achieved for all the BSs. The minimum quotas for µW-BSs are chosen randomly
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Figure 6.2: The average sum-rate (Gbps) versus the number of UEs M .
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Figure 6.3: The optimal quota values for µW-BSs versus the number of UEs.

from 0 to bM/N2c, with b.c denoting the floor operand. The results show that the proposed ap-
proach achieves up to 14% and 18% improvements compared to, respectively, the max-SINR and
the max-RSSI schemes, for M = 50. This is due to the fact that the achievable rate is a nonlinear
function of the SINR or RSSI metrics. Hence, average SINR or RSSI , with respect to ζm,n, cannot
be used to find the average achievable rate. However, the proposed approach directly relies on the
average achievable rate, as shown in (6.6).
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Figure 6.4: The maximum load difference, ∆κ, for the proposed MMQ approach, compared to the max-
RSSI with CRE.

Fig. 6.3 shows the optimal minimum quota for µW-BSs that yields the maximum average sum-
rate, as the number of UEs varies, for different values of N1 = N2. The minimum quota for
mmW-BSs is zero, since the load of the mmW-BSs are higher than µW-BSs. The results show that
the optimal minimum quota increases, as M increases, since more UEs must be associated with
the µW-BSs. Moreover, the optimal qmin

n decreases as N1 and N2 increase, since more BSs are
available. For M = 100 UEs, we observe that the optimal minimum quotas are qmin

n = 8, for all
n ∈ N2, which implies that 80% of the UEs must be assigned to the µW-BSs. Hence, if sum rate
is considered as the optimality criterion, the result does not yield a balanced network.

In Fig. 6.4, the maximum load difference ∆κ, is evaluated for the proposed algorithm compared
to max-RSSI approach with CRE under biasing values ranging from 0 to 60 dB. The results show
that, as biasing increases, the load balancing decreases and then increases. For all biasing values,
∆κ for the max-RSSI approach is significantly larger than the proposed MMQ algorithm. In fact,
we observe that the proposed MMQ algorithm substantially improves the load balancing, reaching
up to 48% compared to the max-RSSI with γRSSI = 40 dB forM = 70. This improvement is due to
the fact that the CRE with biasing cannot precisely control the number of UEs re-associated from
µW-BSs to the mmW-BSs. However, in the proposed approach, the BSs can directly control the
number of associated UEs by adjusting their minimum quotas.

Fig. 6.5 compares the maximum load difference resulting from the proposed MMQ algorithm,
compared to the max-SINR approach with CRE. We observe that, as γSINR is increased from 0 to
8 dB, the maximum load difference decreases. However, for γSINR > 8 dB, the load difference
increases, since a larger number of UEs is being assigned to the µW-BSs. Moreover, Fig. 6.5
shows that for all network sizes, the proposed approach substantially outperforms the max-SINR
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Figure 6.5: The maximum load difference, ∆κ, for the proposed MMQ approach, compared to the max-
SINR with CRE.

approach with CRE. In fact, the proposed approach decreases ∆k by 47%, compared to max-SINR
with γSINR = 8 dB for M = 70. Here, we can once again see that the minimum quota constraints
allow BSs to control the load more precisely, compared to max-SINR with CRE.

In Fig. 6.6, the statistics of the average rate per UE are shown over the µW band, compared to
max-RSSI and max-SINR. Here, we focus on the average rate for µW links, since the mmW links
achieve higher rates, due to the available bandwidth. The results show that, an inherent byproduct
of any load balancing technique is the fact that some of the UEs will eventually be associated with
an unpreferred µW-BS to satisfy the minimum quota constraints. Such UEs will then trade off rate
for load balancing. To this end, parameter cth is defined as a utility threshold for UEs. That is, the
UE m is assigned to an unpreferred µW-BS n, if Um(n) ≥ cth. cth allows controlling the tradeoff
between a highly balanced load and a low average rate for the cell edge UEs. Fig. 6.6 shows
that for cth = 0.5, the proposed MMQ algorithm outperforms the max-RSSI and the max-SINR
approaches with CRE.

6.6 Summary

In this chapter, we have proposed a novel cell association and load balancing framework for small
base stations operating at mmW and µW frequency bands. We have formulated the problem as
a one-to-many matching game with minimum quotas. To solve this game, we have proposed a
distributed algorithm that considers the average LoS probability in addition to the achievable rate,
while assigning UEs to the BSs. We have shown that the proposed algorithm yields a Pareto
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Figure 6.6: The empirical CDF of the rate per UE over µW frequency band for M = 100 UEs.

optimal and stable association policy. Simulation results have shown that the proposed MMQ
algorithm outperforms the conventional max-RSSI and max-SINR schemes in terms of both per-
formance and load balancing.

6.7 Appendix D

D.1 Proof of Proposition 4

We prove this using an example. LetM = {m1,m2,m3} and N = {n1, n2, n3}, with ML profile
m1 �ML m2 �ML m3. In addition, assume qmin

n = 1, qmax
n = 2 for all BSs, and n1 �mi n2 �mi n3,

for all mi ∈ M. The DA algorithm for the UE-proposed solution yields π(n1) = {m1,m2},
π(n2) = {m3}, and π(n3) = ∅, which does not satisfy the minimum quota constraint for n3.

D.2 Proof of Theorem 7

If the cell association π, given by Algorithm 7 is not PO, a UE m must exist that can benefit by
being assigned to another BS n, i.e., n �m π(m). There are two possible cases to consider. First,
n �m π(m) and m /∈ π(n) imply that UE m has applied to BS n prior to π(m) and is rejected,
due to κn = qmax

n and m′ �ML m, for all m′ ∈ π(n). Therefore, adding m to π(n) does not yield
a feasible solution. Second, UE m is assigned to π(m) to satisfy minimum quota constrain for
π(m). This means re-allocating m to BS n will violate the minimum quota criterion for π(m) and
is not feasible. Therefore, the given solution is feasible Pareto optimal.
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To prove the stability, we note that if UE m prefers to be assigned to BS π(m′), that implies
m′ �ML m, otherwise, π(m) = π(m′). Hence, no blocking pair exists and the solution is stable.



Chapter 7

Performance Analysis of Integrated
Sub-6 GHz-Millimeter Wave Wireless Local
Area Networks

7.1 Background, Related Works, and Summary of Contribu-
tions

Advanced wireless stations (STAs) are capable of supporting multiple WLAN standards, including
legacy IEEE 802.11 over the sub-6 GHz (microwave) unlicensed bands, as well as IEEE 802.11ad
over the 60 GHz mmW band [149]. These modern STAs, also known as tri-band WiGig devices,
can potentially benefit from high capacity mmW communications along with flexible, simple, and
more reliable networking at the sub-6 GHz bands. Reaping the benefits of such a multi-band
WLAN capability is contingent upon adopting new MAC protocols that can support flexible and
dynamic traffic scheduling over the aggregated mmW-µW unlicensed frequency bands1. Such
promising integrated mmW-µW protocols also provide substantial motivation to revisit the existing
MAC solutions for traditional, yet important challenges of WLANs. One such problem is the
excessive delay at the contention-based medium access of the IEEE 802.11 standards that prevents
WLANs to meet the stringent QoS requirements of emerging technologies, such as smart home
applications [150, 151].

7.1.1 Related works

The performance of IEEE 802.11 MAC protocols has been thoroughly studied in the literature
[152–156]. The seminal work of Bianchi in [152] presents a comprehensive analysis for the per-

1Hereinafter, µW unlicensed band refers to either 2.4 GHz, 5 GHz, or both.
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formance of distributed coordination function (DCF) of the IEEE 802.11. The authors in [153]
study the modeling and performance analysis of IEEE 802.11 DCF in unsaturated scenarios with
heterogeneous traffic arrival rates for STAs. In [154], the authors propose a cooperative MAC
protocol that leverages spatial diversity across the network to increase system throughput. The
authors in [155] study the performance of enhanced-DCF (EDCF) for IEEE 802.11e standard.
Moreover, the work in [156] and references therein propose different MAC protocols to improve
QoS in IEEE 802.11. Although interesting, the body of work in [152–156] solely focuses on the
WLAN standards at the µW unlicensed bands.

However, mmW communications over the 60 GHz unlicensed band is one of the key enablers to
support emerging bandwidth-intensive technologies, such as virtual reality, in WLANs [157–160].
In fact, the large available bandwidth at 60 GHz mmW band allows STAs to potentially achieve
higher data rates, compared with the data rates at the sub-6 GHz unlicensed µW bands. However,
mmW links are inherently intermittent, due to extreme susceptibility of mmW signals to blockage.
In addition, the challenges of bidirectional transmissions at the 60 GHz band, such as deafness,
increase the complexity of MAC protocols.

In 2012, the IEEE 802.11ad standard [157] was introduced as an amendment to IEEE 802.11 in
order to enable bidirectional transmissions over the unlicensed 60 GHz mmW frequency band and
support a variety of services with different QoS requirements. In addition, this standard supports
fast session transfer (FST) that enables STAs to dynamically migrate from one frequency band
to another. This capability will enable advanced multi-band STAs to jointly manage their traffic
over either 2.4, 5, or 60 GHz unlicensed frequency bands. The performance of IEEE 802.11ad is
studied in [158–160]. The authors in [158] analyze the performance of IEEE 802.11ad MAC pro-
tocol using a three-dimensional Markov chain model. In [159], a directional cooperative scheme is
proposed for 60 GHz mmW communications which is shown to improve the system performance,
compared with the standard IEEE 802.11ad. In [160], the throughput analysis of IEEE 802.11ad
under different modulation schemes is presented. The works in [158–160] focus solely on per-
formance analysis of the IEEE 802.11ad as a stand-alone system, although this standard has been
designed to coexist with legacy IEEE 802.11.

7.1.2 Summary of contributions

The main contribution of this chapter is to propose an integrated mmW-µW MAC protocol that
enables STAs to dynamically leverage the bandwidth available at the 60 GHz mmW band and
alleviate the excessive delay caused by the contention-based medium access over the µW frequen-
cies. In addition, we present a comprehensive performance analysis for the proposed protocol by
adopting a Markov chain model for backoff time that accommodates FST between mmW and µW
frequency bands. Furthermore, simulation results are provided and shown to perfectly corroborate
the derived analytical results. Both analytical and simulation results show that the proposed MAC
protocol significantly increases the saturation throughput and reduces the delay, compared with the
legacy IEEE 802.11 DCF. Moreover, the impact of different network parameters, such as mmW
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Figure 7.1: Beacon Interval structure [157].

link state, initial backoff window size, and maximum backoff stage on the performance are studied.

The rest of this chapter is organized as follows. Section 7.2 presents the proposed MAC protocol.
Section 7.3 presents the analytical results. Simulation results are provided in Section 7.4. Section
7.5 concludes the chapter.

7.2 MAC Protocol Integration for Multi-Band Sub-6 GHz and
MMW WLANs

The contention-based medium access in the IEEE 802.11 DCF suffers from increased backoff
time and excessive delays in congested scenarios [150, 151]. To alleviate this problem, our goal
is to leverage the multi-band operability of modern STAs to avoid excessive backoff times for
collided frames and thus, decrease the associated contention delay for services in WLANs. Prior
to presenting the proposed scheme, we briefly overview some of the key definitions in the IEEE
802.11ad MAC protocol and 802.11 DCF that will be used in our analysis within the subsequent
sections.

7.2.1 IEEE 802.11ad MAC protocol overview

IEEE 802.11 standards, including IEEE 802.11ad, organize the medium access using periodic
recurring beacon intervals (BIs). To accommodate bidirectional transmissions over the 60 GHz
mmW band, some adjustments are introduced in the IEEE 802.11ad BI structure, as shown in Fig.
7.1. These modifications include: 1) sending directional beacon frames via an antenna sweeping
mechanism, implemented within the beacon time interval (BTI). This sweeping process allows to
extend the communication range and resolve the issue of STA discovery with unknown directions,
2) association beamforming training (A-BFT) used by stations to train their antenna sector for
communication with the personal basic service set (PBSS) control point (PCP)/access point (AP),
and 3) the PCP/AP exchanges management information, including scheduling, with beam-trained
STAs prior to the data transmission interval (DTI).

During DTI, three different medium access schemes are supported, namely, 1) contention-based
access, 2) scheduled channel time allocation, and 3) dynamic channel time allocation. The first
scheme which is conventional in IEEE 802.11 protocols allows STAs to access channel during
contention-based access periods (CBAPs). Two latter approaches are based on TDMA that dedi-
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cate a session period (SP) to each pair of scheduled STAs. The dynamic channel time allocation
method includes a polling phase (PP) that enables STAs to request a channel time from the PCP/AP.
The PCP/AP allocates the available channel time according to these requests. This polling-based
scheduling mechanism is implemented within the beacon header interval (BHI).

7.2.2 IEEE 802.11 DCF overview

In this widely adopted protocol, STAs follow the contention-based carrier-sense multiple access
with collision avoidance (CSMA/CA) scheme to reduce collisions [161]. That is, an STA senses the
channel prior to sending its packet. If channel is sensed busy, the STA defers the transmission until
the channel is sensed idle for a DCF Interframe Space (DIFS) time. Afterwards, the STA chooses
a random backoff counter (BC). Then, time is divided into slots and the BC will be decremented
after each idle slot time. Moreover, the BC countdown is stopped, whenever the channel is sensed
busy during a slot time. The BC count down is reactivated once the channel is sensed idle again
for a DIFS. The STA sends its packet immediately after BC reaches zero.

The BC is randomly selected from integers within an interval [0, CW-1], where CW is called
contention window. CW depends on the number of transmissions failed for the packet. Initially,
CW is set equal to a value W , called minimum contention window. After each unsuccessful
transmission, W is doubled, up to a maximum value of 2mW . At this point, if transmission fails
again, the packet is either dropped or a new BC is chosen randomly from [0, 2mW − 1].

7.2.3 Proposed integrated MmW-microwave MAC protocol

In this work, we focus on the IEEE 802.11 DCF and IEEE 802.11ad dynamic channel time alloca-
tion, respectively, at the µW and mmW unlicensed bands. In order to reduce the excessive delay
caused by the collisions at the IEEE 802.11 DCF, in this section, we propose a novel protocol
that enables STAs with multi-band capability to transfer their traffic to the contention-free 60 GHz
mmW band, whenever available, and avoid intolerable large backoff times. The proposed protocol
is shown in Fig. 7.2. In this example scenario, STAs 1 and 2 are, respectively, the transmitting and
receiving stations. The communications between STAs 1 and 2 can be explained in three following
phases:

Phase 1: STA 1 aims to transmit its packet to STA 2, over the µW band using a CSMA/CA
scheme, as explained in Sec. 7.2.2. Due to its omnidirectional MAC protocol, the DCF of IEEE
802.11 requires minimum coordination among STAs, which provides a fast and flexible medium
access. However, as the number of STAs increases, larger backoff times are required, resulting
in more delay for packet transmissions. According to this protocol, STA 1 increases its backoff
stage after each unsuccessful transmission. After reaching the maximum backoff stage m, STA 1
initiates Phase 2 with probability β and remains in Phase 1 with probability 1 − β. The merit of
using this control parameter will be elaborated in the next section.
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Figure 7.2: Proposed Multi-Band MAC Protocol.

Phase 2: In this phase, STA 1 initiates an FST with STA 2. FST capability is introduced in the
IEEE 802.11ad Extended version [157] that enables STAs to swiftly move their traffic from one
transmission band/channel to another. Since the FST is managed at a separate control channel,
it will not be prone to collisions at the data channel. As shown in Fig. 7.2, to invoke FST, the
station management entity (SME) unit in STA 1 sends an FST Setup Request to the µW MAC
layer management entity (MLME), followed by informing the STA 1’s MAC to forward the FST
Setup Request frame to STA 2. Then, a handshaking procedure is done between STAs 1 and 2 in
which STA 2 confirms that it is ready to move the communication to the 60 GHz band. Up to this
stage, the control messages between STAs 1 and 2 are exchanged at the µW band. Next, an FST
ACK Request is initiated by the STA 1’s mmW MLME to request an FST ACK frame from STA 2.
This message is transferred over the 60 GHz band and FST is done once STA 1 receives the FST
ACK Response frame from STA 2.
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Here, we note that the FST procedure is revoked if STA 1 does not receive ACK frames in any
stage during Phase 2. This can happen if the link between STAs 1 and 2 is blocked by an obstacle,
or A-BFT is failed. In that case, STA 1 continues following the CSMA/CA in Phase 1.

Phase 3: This phase starts with the next BI of the IEEE 802.11ad, in which STA 1 participates
in the polling within PP of BI and requests a contention-free time for communication with STA 2,
as elaborated in Sec. 7.2.1. Next, STA 1 will transmit its packet to STA 2 during the allocated SP
in DTI. Afterwards, STA 1 will reset its CW to the minimum value W and it will initiate Phase 1.

The proposed multi-band MAC benefits from the flexible and simple CSMA/CA protocol at the
µW unlicensed bands, while preventing excessive delays caused by the contention-based medium
access. Next, we present analytical results to evaluate the performance of the proposed MAC
protocol.

7.3 Modeling and Analysis of the Proposed Multi-Band MAC
Protocol

In this section, we present analytical results to evaluate the performance of the proposed multi-band
MAC protocol. First, we study the operation of an arbitrary STA that follows the proposed MAC
protocol. In particular, we determine the probability of packet transmissions over either mmW or
µW frequencies at a randomly chosen time slot. Then, we use these transmission probabilities to
find a suitable expression for the saturation throughput.

7.3.1 Probability of packet transmission over mmW and µW frequencies

In our analysis, we assume non-empty queues for all STAs, i.e., the network operates at a saturation
condition. As such, a new packet will be ready for transmission immediately after each successful
transmission. These consecutive transmissions will require each STA transmitting over the µW
frequency band to wait for a random backoff time prior to sending the next packet. In this regard,
let b(t) be the stochastic process for the BC of an arbitrary STA. A discrete and integer time scale
is adopted in which t and t + 1 present the beginning of two consecutive slot times, and the BC
of each STA is decremented at the beginning of each slot time. According to the works in [152]
and [153], the DCF of IEEE 802.11 can be modeled as a two-dimensional discrete-time Markov
chain (s(t), b(t)), where s(t) ∈ {0, 1, · · ·m} represents the backoff stage of an STA at time t,
with m being the maximum backoff stage. For an arbitrary backoff stage s(t) = i, the CW will
be Wi = 2iW . In these Markov chain models, it is collectively assumed that, regardless of state,
each packet collides with a constant and independent probability p as concretely discussed in [152]
and [153].

To study the performance of the proposed protocol, we adopt a Markov chain model, as shown
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Figure 7.3: Markov Chain model for the backoff window size

in Fig. 7.3, where each state (i, k) indicates that s(t) = i and b(t) = k, i.e., the BC of an STA
is at the k-th step of stage i. In addition, by introducing a new state m̂, this model captures the
capability of multi-band STAs to operate at the mmW frequency band. In fact, while being at state
(m, 0), the STA can choose to either stay at the µW band and follow the DCF protocol or perform
an FST to transmit over the mmW band. We note that performing FST by an arbitrary STA j
does not alter the collision probability p for other packets, since the next backlogged packet of
STA j will be ready to be sent over the µW frequency band. In this model, β ∈ [0, 1] is a control
parameter that allows an STA to manage unnecessary FSTs to reduce signaling overhead or avoid
the mmW frequency band whenever the transmission of a number of previous packets has failed,
due to unsuccessful A-BFTs. Moreover, β provides backward compatibility for legacy STAs with
no mmW communications capability2. The state of each mmW link is determined by a Bernoulli
random variable η with success probability α. That is, with probability αj , a transmitting STA j
and its desired receiving STA can successfully perform the A-BFT and execute the transmission.

2By choosing β = 0, the proposed model will converge to the corresponding Markov chain for the conventional
DCF in IEEE 802.11 standards.
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Here, the single-step nonzero transition probabilities are

P {i, k|i, k + 1} = 1, i ∈ [0,m], k ∈ [0,Wi−2], (7.1a)
P {0, k|i, 0} = p′/W0, i ∈ [0,m] ∪ {m̂} , k ∈ [0,W0−1], (7.1b)
P {m, k|m̂} = (1− α)/Wm, k ∈ [0,Wm−1], (7.1c)
P {i, k|i− 1, 0} = p/Wi, i ∈ [1,m], k ∈ [0,Wi−1], (7.1d)
P {m, k|m, 0} = p(1− β)/Wm, k ∈ [0,Wm−1], (7.1e)
P {m̂|m, 0} = βp, (7.1f)

where (7.1a) shows the backoff time count down at each time slot. Moreover, (7.1b) indicates that,
after a successful packet transmission, an STA will randomly choose a BC from stage 0, i.e., k is
uniformly chosen from [0,W − 1]. In (7.1b), p′ is equal to 1− p and α, respectively, if i ∈ [0,m]
and i = m̂. In addition, (7.1c) captures an unsuccessful mmW transmission, after which the STA
will remain at the µW frequency band and will choose a random backoff time at stage m. (7.1d)
shows that backoff stage will incremented after an unsuccessful µW transmission. Furthermore,
(7.1e) and (7.1f) indicate, respectively, that an STA will remain at stage m with probability 1 − β
after a collision, or will perform an FST with probability β.

For this Markov chain model, we next determine the stationary probability for each state (i, k).
Let hi,k = lim

t→∞
P{s(t) = i, b(t) = k}, i ∈ [0,m] ∪ {m̂}, k ∈ [0,Wi − 1]. From the Markov chain

model in Fig. 7.3, it is easy to see that

hi,0 = phi−1,0 = pih0,0, i ∈ (0,m). (7.2)

Furthermore, for i = m and m̂, we note that

phm−1,0 + p(1− β)hm,0 + (1− α)hm̂ = hm,0, (7.3a)
pβhm,0 = hm̂. (7.3b)

Using (7.2), we solve (7.3a) and (7.3b) with respect to hm,0 and hm̂, which yields

hm,0 =
pm

1− p+ αβp
h0,0, hm̂ =

βpm+1

1− p+ αβp
h0,0. (7.4)

Next, by following the chain regularities, we can represent the remaining stationary state probabil-
ities as:

hi,k = W ′
i


1−p
W0

∑m
j=0 hj,0 + α

W0
hm̂, i = 0,

p
Wm

hm−1,0 + p(1−β)
Wm

hm,0 + 1−α
Wm

hm̂, i = m,
p
Wi
hi−1,0, i ∈ (0,m),

(7.5)

where W ′
i = Wi − k, and k ∈ (0,Wi − 1]. In addition, we note that

h0,0 = (1− p)
m∑
j=0

hj,0 + αhm̂. (7.6)
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Thus, by using (7.2), (7.3a), and (7.6), hi,k in (7.5) simplifies to:

hi,k =
Wi − k
Wi

hi,0, i ∈ [0,m], k ∈ (0,Wi − 1]. (7.7)

Finally, we find h0,0 by noting that the sum of all state probabilities is 1. That is,

1 =
m∑
i=0

Wi−1∑
k=0

hi,k + hm̂ (7.8)

(a)
=

m∑
i=0

hi,0

Wi−1∑
k=0

Wi − k
Wi

+ hm̂,

(b)
=

m−1∑
i=0

hi,0
Wi + 1

2
+
Wm + 1

2
bm,0 + hm̂,

(c)
=

[
m−1∑
i=0

(Wi + 1)pi+
(Wm + 1)pm

1− p+ αβp
+

2βpm+1

1− p+ αβp

]
h0,0

2
.

In (7.8), (a) and (b) result from (7.7) and noting that
∑Wi−1

k=0 (Wi − k)/Wi = (Wi + 1)/2, respec-
tively. In addition, (c) results from (7.2) and (7.4). From (7.8), we can find h0,0 as follows:

h0,0 = 2

[
W

(
1− (2p)m

1− 2p

)
+

1− pm

1− p
+

(2mW + 1 + 2βp)pm

1− p+ αβp

]−1

. (7.9)

Next, we can compute the transmission probability over the µW band,ΘµW, for an STA in a random
time slot. To this end, we note that µW transmission occurs only if the backoff time countdown
for an STA reaches zero. That is, an STA transmits a packet if it is at any states (i, 0), i ∈ [0,m].
Thus,

ΘµW =
m∑
i=0

hi,0 =
1

1− p

[
1− αβpm+1

1− p+ αβp

]
h0,0. (7.10)

Remark 4. Without mmW communications (β = 0), we can easily verify that ΘµW in (7.10) sim-
plifies to

ΘµW =
2(1− 2p)

(1− 2p)(W + 1) + pW (1− (2p)m)
, (7.11)

which is shown to be the transmission probability in DCF protocol of the IEEE 802.11 [152].

Over the mmW frequency band, STAs that are in state m̂ will be scheduled to transmit within
the next available DTI. Given that the mmW transmissions follow a TDMA scheme during each
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SP, as proposed in IEEE 802.11ad, no collision will happen. However, as mentioned in section
7.2.1, a mmW transmission is contingent upon a successful A-BFT phase. Hence, the probability
of transmission over the mmW frequency band is

ΘmmW = P{η = 1}hm̂ =
αβpm+1

1− p+ αβp
h0,0. (7.12)

After deriving the transmission probability at both mmW and µW frequencies for an arbitrary STA,
our next step is to compute the saturation throughput as a key performance metric.

7.3.2 Throughput analysis of the proposed multi-band mmW-µW MAC pro-
tocol

Here, we focus on analyzing the system throughputR at the saturation conditions. This throughput
is collectively defined as the average payload that is successfully transmitted across the network
during a randomly chosen time slot, divided by the average time slot duration E[T ]. In multi-band
WLANs, parallel streams of data can be sent simultaneously over different frequency bands. Thus,
our analysis will focus on finding throughput across the aggregated mmW-µW frequencies.

Consider a WLAN, composed of J STAs within a set J . Over the µW frequency band, the
protocol follows the standard CSMA/CA. In other words, only one STA can successfully transmit
at a given time, otherwise, collision happens. In this regard, P µW

t is defined as the probability that
at least one STA is transmitting over the µW frequency band. Since each STA j ∈ J transmits
with probability ΘµW

j , P µW
t is given by:

P µW
t = 1−

∏
j∈J

(1−ΘµW
j ). (7.13)

In addition, transmission of an arbitrary STA j is successful, if no other STA transmits at the same
time. Hence, the probability of successful transmission can be written as:

P µW
s =

∑
j∈J Θ

µW
j

∏
j′∈J\j(1−Θ

µW
j′ )

P µW
t

. (7.14)

To compute E[T ], we note that there are three possible cases for the transmission scenarios over
the µW band: 1) having an empty slot which occurs with probability 1 − P µW

t , since no STA
is transmitting. 2) Successful transmission of a packet during a time slot which happens with
probability P µW

t P µW
s , and 3) collision scenario that occurs with probability P µW

t (1−P µW
s ). Hence,

the average slot time is

E[T ]=(1−P µW
t )σ+P µW

t P µW
s Ts+P

µW
t (1− P µW

s )Tc, (7.15)

where Ts, Tc, and σ denote the slot time duration, respectively, in successful, collision, and no
transmission scenarios.
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Table 7.1: Simulation parameters
Notation Parameter Value
HMAC MAC header 272 bits
HPHY PHY header 128 bits
BµW µW packet payload 8184 bits
BmmW mmW packet payload 81840 bits
ACK ACK 112 bits + PHY header
δ Propagation delay 1 µs
σ Slot time 50 µs

SIFS Short interframe space 28 µs
DIFS Distributed interframe space 128 µs
rµW µW channel bit rate 1 Mbps
rmmW mmW channel bit rate 1 Gbps

SETUP_REQ FST setup request 240 bits
SETUP_RES FST setup response 240 bits

For mmW transmissions, we must note that only FST is performed over the µW band, while
other phases during BHI as well as payload transmissions in DTI will be done simultaneously
with the µW band transmissions. To properly capture the mmW band contribution in the system
throughput, we consider the time overhead associated with performing FST and we find the average
number of STAs that can be scheduled at the mmW frequency band within a coarse of E[T ] time.
In this regard, let Ĵ ≤ J be the maximum number of STAs that can be scheduled over the mmW
band during E[T ], each transmitting a payload of size BmmW bits. Considering rmmW as the mmW
channel bit rate, Ĵ = bE[T ]rmmW/BmmWc, where b.c is the floor operand. Consequently, the
average number of STAs transmitting at the mmW frequency band, E[JmmW], is

E[JmmW] =
Ĵ∑
u=1

(Ju)∑
s=1

|J ′|=u∏
j=1

ΘmmW
j , (7.16)

where the inner sum is taken over all possible subsets J ′ ⊆ J with |J ′| = u number of STAs.
Clearly, there are

(
J
u

)
distinct subsets with size u. Moreover, the product is for all STAs in the cho-

sen subset J ′. In addition, since the protocol employs TDMA scheme for mmW communications,
no collision will occur between multiple mmW transmissions during a DTI and the probability of
successful transmission is PmmW

s = 1.

Therefore, the system throughput R is calculated by finding the aggregated transmitted payload
over both µW and mmW frequency bands, divided by the average time slot duration E[T ] plus the
time overhead associated with FST process. That is,

R =
PsPtB

µW +E[JmmW]BmmW

E[T ] +E[JmmW]TFST
, (7.17)

where BµW is the payload size over the µW frequency band. Given the high available bandwidth
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Figure 7.4: Saturation throughput vs the number of STAs.

at the mmW band, BmmW is considered larger than BµW. Moreover, TFST is the required time for
performing an FST.

7.4 Simulation Results

Here, we validate our analytical results by simulating the proposed protocol in a multi-band WLAN.
The number of STAs varies from J = 5 to 50. The considered network is simulated in MATLAB
and the total simulation time extends to 500 seconds. We consider αj = α, j ∈ J to simplify the
performance analysis. In this case, (7.13)-(7.16) can be written as:

P µW
t = 1− (1−ΘµW)J , (7.18a)
P µW
s = JΘµW(1−ΘµW)J−1/P µW

t , (7.18b)

E[JmmW] =
Ĵ∑
u=1

(
J

u

)(
ΘmmW)u . (7.18c)

The effect of α and β on the network performance will be evaluated subsequently. For µW com-
munications, we consider the basic access scheme3 in which the receiving STA will send an ac-
knowledgment (ACK) signal after successfully decoding the sent packet. Hence, Ts, Tc and TFST

3Other access schemes such as request-to-send/clear-to-send (RTS/CTS) mechanisms can be applied similarly.
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Figure 7.5: Number of time slots used in FST procedure vs the control parameter β, for different network
size J .

are calculated as follows:

Ts = Γ + SIFS + ACK + DIFS + 2δ,

Tc = Γ + DIFS + δ,

TFST = SETUP_REQ + SETUP_RES + 2ACK + 4δ, (7.19)

where Γ is the required time for transmitting PHY header HPHY, MAC header HMAC, and payload
BµW of a µW packet. Moreover, δ models the propagation delay. TFST is calculated based on the
FST procedure, as shown in Fig. 7.2, composed of sending FST Setup Request/Response frames,
each followed by an ACK signal. Here, we note that FST ACK Request/Response frames are sent
over the mmW frequency band, thus, they are not included in the time overhead. All network
parameters are summarized in Table 7.1.

Fig. 7.4 shows the effect of control parameter β on the performance, for different number of
STAs, with m = 3, W = 32, and α = 0.6. From Fig. 7.4, we can see that the throughput increases
as β becomes large. Interestingly, this performance gain is more evident for large network sizes,
since the collision probability is higher and thus, the proposed protocol sends more packets over the
mmW band. In addition, for any fixed non-zero β, we observe that throughput initially decreases
and then increases, as the number of STAs grows. That is because for a larger network size J ,
collision initially increases which results in a lower throughput. However, with further network
size growth, more STAs reach the maximum backoff stage m and initiate FST to the mmW band.

In Fig. 7.5, the overhead of the proposed protocol is evaluated in terms of the number of time
slots used in the FST procedure. From Figs. 7.4 and 7.5, we observe an interesting tradeoff between
the saturation throughput and the overhead of switching between mmW and µW frequency bands.
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Figure 7.6: Number of time slots wasted in collisions vs the number of STAs, for differentW and β values.

For example, from Fig. 7.4, we can see that the throughput is improved by 28% for J = 30, when
β is increased from β = 0.3 to β = 0.9. Moreover, Fig. 7.5 shows that the overhead increases
from 3 slots to 9 slots in order to achieve this performance gain. Next, we show that this overhead
is negligible compared with the time wasted in collisions.

Fig. 7.6 shows another key merit of mmW-µW MAC layer integration which is reducing the
packet transmissions delay caused by the collisions. This figure compares the number of time slots
that are wasted in collisions by the proposed protocol (β = 1) and legacy IEEE 802.11 (β = 0), for
different initial contention window and network sizes. From Fig. 7.6, it is clear that the proposed
scheme significantly reduces the delay, e.g., up to three times for J = 50 STAs and W = 8.
Moreover, we observe that the performance gap between the two schemes is larger for smaller W
values. That is because more collisions occur when initial backoff window size is small, which
increases the probability for STAs to transmit their packets over the mmW frequency band.

Fig. 7.7 shows the saturation throughput as a function of α for different number of STAs, with
m = 3, W = 32, and β = 1. We can observe that, as mmW communication is more feasible, the
throughput will increase with all network sizes. For example, the throughput increase by 37% for
J = 20 and α = 0.9, compared with the stand-alone IEEE 802.11 system (α = 0). Similar to Fig.
7.4, the throughput varies as a convex function with respect to the number of STAs.

In Fig. 7.8, the impact of initial backoff window size, W , on the throughput is studied for
m = 3, α = β = 0.5, and three network sizes J = 5, 10, 20. Fig. 7.8 also shows the optimal W
for maximizing the throughput. We can observe that the optimal W grows as the number of STAs
J increases.

Furthermore, the effect of maximum backoff stage, m, on throughput is shown in Fig. 7.9 with
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Figure 7.8: Saturation throughput vs W for different network size J .

β = 0.5, W = 16, and J = 50. It is interesting to note that for α = 0, i.e., with no mmW
communications, throughput increases as m grows. That is because less collisions happen with
larger maximum backoff. However, this trend is opposite for nonzero α values. In fact, even
for α = 0.2 and small m, we observe a significant performance gain which results from STAs’
frequent switching to the mmW frequency band, due to the high collision at the µW frequency
band.
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7.5 Summary

In this chapter, we have proposed a novel MAC protocol that leverages the capability of advanced
wireless stations to decrease the contention-based delay and increase throughput in WLANs. In
fact, the proposed protocol allows stations to perform fast session transfer to the 60 GHz mmW
band, and avoid excessive delay caused by collisions at the µW unlicensed bands. To analyze the
performance of the proposed scheme, we have adopted a Markov chain model that captures the fast
session transfer across mmW-µW bands. We have shown the accuracy of the model by providing
comprehensive simulation results. Both simulations and analytical results have shown that the
proposed protocol yields significant gains in terms of maximizing the saturation throughput and
minimizing the delay caused by collisions.



Chapter 8

Social-Aware Resource Allocation in Small
Cell Networks with Underlaid
Device-to-Device Communications

8.1 Background, Related Works, and Summary of Contribu-
tions

The introduction of smartphones and tablets has led to the proliferation of bandwidth-intensive
wireless services, such as multimedia streaming and social networking, that have strained the ca-
pacity of present-day wireless communication networks [100]. This increasing trend led to the
emergence of wireless SCNs as a promising solution to meet the QoS requirements of such emerg-
ing wireless services [3–6]. In SCNs, the main idea is to massively deploy small cell base stations
(SCBSs) with relatively low transmit power, overlaid on existing cellular infrastructure. Small cells
allow to increase the capacity and coverage of a wireless network by bringing the UEs closer to
their serving base stations. Nonetheless, the deployment of small cells introduces new challenges
in terms of interference management, resource allocation, and network modeling. These challenges
stem from many key features of SCNs such as the unplanned SCBS distribution, limited coverage,
dense SCBS deployment, and limited backhaul capacities, among others [3–6, 162–165].

8.1.1 Related works

The authors in [162] proposed a control-based scheduler for traffic management at small cells.
In [163], an optimization problem is solved at each cell to perform resource allocation while tak-
ing into account cell range expansion and offloading metrics. Most of these existing approaches
mainly adopt centralized methods for resource allocation [162, 163]. Although interesting, such

130
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centralized approaches have several drawbacks since they assume the presence of a centralized
controller for the small cells, depend on SCBSs cooperation, and require MBS coordination. How-
ever, resource allocation in SCNs needs to be decentralized, self-organizing, and computation-
ally efficient; specifically when the number of small cells increases. In this regard, game theory
has emerged as a popular tool to realize distributed approaches for wireless networks [164–169].
In [164], the authors proposed a distributed resource allocation in the uplink of a two tier network,
by posing the problem as a matching game. They solved the game using the Hungarian algorithm.
In [165], the resource allocation in SCNs is formulated as an evolutionary game. In [166], the
theory of one-to-one and many-to-one matching markets is extended for the resource allocation in
wireless networks. In [167], the authors used matching theory to perform distributed scheduling
at the downlink of a MIMO-OFDMA system. Other works that apply matching in some limited
wireless settings are found in [168] and [169]. In fact, prior works do not handle the challenges of
SCNs that are underlaid with D2D connections and in which there is a need not only to manage
interference, but to also account for redundant transmissions by exploiting the ability of D2D to
provide popular content chaching. The body of work in [164–169] focuses on resource allocation
while only accounting for classical physical layer metrics such as the SINR and is restricted to net-
works without D2D. In addition, it is based on the classical deferred acceptance algorithm which
cannot be applied for scenarios with peer effects such as in our case. Context-aware resource allo-
cation, as done in this chapter, is a new design paradigm that can help to boost the performance of
small cell networks and to exploit D2D for popular content distribution.

Along with the use of SCNs for improving network performance, D2D communications has re-
cently emerged as an interesting approach to provide proximity services to users of an SCN, thus
assisting in further offload of the cellular system’s traffic [37–41]. Indeed, due to the evolution of
numerous data centric applications, it is very likely that devices in proximity of one another tend
to interact directly over the wireless spectrum. Communication of such neighboring devices via
the infrastructure of the SCN (i.e., via SCBSs) is neither spectrum nor power efficient [37]. In ad-
dition, SCNs are envisioned to have a capacity-limited backhaul [5] and, thus, the use of underlaid
D2D can help offload traffic from the SCNs’ backhaul. In this respect, D2D communication over
the cellular spectrum is viewed as an attractive candidate to handle these scenarios [40, 41, 170].
D2D over cellular networks is significantly different from D2D over unlicensed bands such as
WiFi or traditional short-range D2D via Zigbee and Bluetooth. Indeed, D2D over cellular allows
longer ranges and higher QoS, while also requiring to properly manage interference with cellular
transmissions [38,39], and [170]. Some of the main challenges associated with deploying the D2D
technology include introducing proximity services that leverage D2D, managing the wireless re-
sources in D2D deployments, and protecting such low power and vulnerable communication links
from interference [37–40].

In addition to the conventional physical layer metrics to optimize the SCN’s performance, mod-
ern UEs can offer a versatile range of information from higher network layers that could help to
reap the prospective gains of D2D deployments in SCNs. Such additional information, referred to
as context information, may include the data extracted from online social networks [51–54], the
history of a user’s throughput [48], prediction of a user’s location [50], or the delay-throughput
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tolerance of the applications [49]. The work in [51] develops an analytical model for the epidemic
information spreading among mobile users of an ad hoc network. In [52], the resource allocation
in wireless LAN is defined as an optimization problem, taking the notion of social distance into
account. The authors in [53] and [54] extend the work in [52] by introducing new utility functions
which again account for the social distance of users, extracted from the social graph. Existing
context-aware works [48–54] are mostly tailored to macrocell networks, are based on centralized
approaches, and do not address the SCN or D2D over SCN challenges. In addition, although the
use of social networks has been demonstrated to be useful to improve wireless systems, most ex-
isting works such as [51–54] are based solely on the physical aspects of the social network, e.g.,
centrality measures. Such notion of social context is insufficient to capture common interests. For
example, the large number of friends of a user in a social network does not necessarily mean that
such a user is influential enough to require more bandwidth. In contrast, there is a need to adopt a
more holistic view for the social context by basing it on other social dimensions such as the actual
interactions between users. Here, we note that, although another body of works such as [171–174]
has further explored the use of social metrics in networking applications, such works are not ade-
quate for deployment in wireless cellular systems such as SCNs with D2D as they do not deal with
issues such as interference and network offload.

8.1.2 Summary of contributions

The main contribution of this chapter is to propose a novel, self-organizing, context-aware frame-
work for optimizing resource allocation in D2D-enabled SCNs. We formulate the problem as a
two-sided one-to-one matching game in which each UE is assigned to one RB. In this game, the
UEs and SCBS-controlled RBs rank one another based on utilities that capture the social context of
the users as well as the wireless physical layer metrics. The social context includes the information
inferred from the social network profiles of the wireless users. This information is mainly based
on the similarities between users’ interests, activities, and their interactions such as tagging or wall
posting. The proposed scheme allows to exploit the fact that users who are strongly connected
in a social network are likely to request similar type of data over the physical wireless network.
We show that the proposed game is a matching game with peer effects in which the strategy of
each player is affected by the decisions of its peers. This is in contrast to most existing works on
matching theory for wireless networks [164–169] that deal with conventional matching games in
which there is no peer effect. To solve this context-aware resource management game, we propose
a novel, self-organizing algorithm that allows to find a stable matching between users and RBs. We
show that our proposed algorithm allows the SCBSs and UEs to interact and converge to a stable
matching with manageable complexity. Simulation results using real traces are used to analyze the
performance of the proposed approach.

The rest of this chapter is organized as follows. Section 8.2 describes the system model. Section
8.3 introduces the modeling of social context in wireless D2D-enabled SCNs. Section 8.4 defines
the problem as the matching game and Section 8.5 presents the proposed algorithm. Simulation
results are analyzed in Section 8.6 and conclusions are drawn in Section 8.7.
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Figure 8.1: Physical model for interference management in a D2D enabled SCN.

8.2 System Model

Consider the downlink of an OFDMA small cell network with a set L of L SCBSs randomly
distributed within the network. The total bandwidth B is divided into N RBs in the set N and
there are a total of M active users with M being the set of all users. We consider a co-channel
network deployment in which the total bandwidth is shared between all small cells. In this network,
we assume that users can communicate directly via D2D communication links within the cellular
band. Such D2D communications enhance the indoor coverage and helps to offload the small cell
traffic. In our model, some users are chosen as a serving user equipment (SUE) that are allowed to
serve other UEs via D2D communication. LetMs be the set of Ms SUEs andMu be the set of
Mu non-serving UEs. Thus,M =Ms ∪Mu andMs ∩Mu = ∅. The criterion for SUE selection
is discussed further in Section 8.3.1. Moreover, let K =Ms ∪ L be the joint set of all SCBSs and
SUEs with |K| = Ms + L. Hereinafter, we use the term “serving node (SN)” to refer to either an
SCBS or an SUE. Moreover, we refer to cellular links and D2D links, respectively, as SCBSs to
UEs and SUEs to UEs links.

For resource allocation in D2D-enabled SCNs, one simple approach is to allow the SCBSs to
share all the RBs with the SUEs. However, in such a scheme, the D2D communication links will
be dominated by the interference from the SCBSs. To overcome this problem, we propose to
divide the spectrum in such a way that no mutual interference occurs between SCBSs and SUEs.
Consequently, the sources of interference and the SINR relations will differ at each RB n ∈ N ,
depending on whether RB n is reused by an SCBS or an SUE. In this model, D2D links, SCBS
to SUE links, and cellular links are separated in the frequency domain. Hence, the set of resource
blocks N , is divided into non-overlapping sets, namely, N1, N2, and N3 as shown in Fig. 8.1.
N1 and N2 represent the set of N1 and N2 RBs dedicated to the direct links from SCBSs to UEs
and SCBSs to SUEs, respectively. In addition, N3 is the set of N3 dedicated RBs that are shared
by all SUEs for D2D transmission. We let hknm be the channel state of subcarrier n ∈ N in the
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transmission from SN k to user m. In this model, SCBSs may interfere with one another, since
they share subbands N1 and N2. However, SCBSs will not interfere with D2D links as SUEs and
SCBSs transmit on two different orthogonal bands. This encourages UEs to be served via D2D
links which can improve the offloading capabilities of the network.

The achievable rate for the transmission between an SN k ∈ K and a user m ∈ M over RB
n ∈ Ni is

Φknm(γ
(i)
knm) = wn log(1 + γ

(i)
knm), (8.1)

where wn is the bandwidth of RB n and γ(i)
knm is the instantaneous SINR for user m from SN k

when using RB n. The superscript i ∈ {1, 2, 3} indicates the set of RBs to which RB n belongs.
For i ∈ {1, 2} we have

γ
(i)
lnm =

plnhlnm∑
l′∈L,l′ 6=l pl′nhl′nm + σ2

, (8.2)

where pln denotes the transmit power of SCBS l over RB n. Moreover, m corresponds to an
arbitrary UE and SUE, respectively, for i = 1 and i = 2. For the transmissions over N3, the SINR
is given by:

γ(3)
msnm =

pmsnhmsnm∑
m′s∈Ms,m′s 6=ms

pm′snhm′snm + σ2
, (8.3)

where pmsn denotes the transmit power of SUE ms over RB n and σ2 is the variance of the
receiver’s Gaussian noise.

Given this model, one important problem is how to allocate the bandwidth resources to the
wireless users. As discussed in Section 8.1, beyond power allocation and interference management
techniques, we can boost the capacity of wireless networks by making the network better informed
of its environment. Recent studies [171, 173, 174] have shown that friends in social networks, e.g.
Facebook, have many common interests and activities that define their so-called social tie. Such
social ties’ strength could properly show how frequently people interact with their friends, share
popular videos or pictures, or invite one another to activities of common interest. Therefore, such
interrelationships can explain how often socially connected people request common contents [40,
51–54]. Observing such behavior is interesting for SCN resource allocation, since it motivates the
possibility of serving a user directly by other users with shared interests over D2D communication,
instead of requesting the content from SCBSs. Therefore, such scheme allows the network to
decrease redundant transmissions and offload this traffic from the backhaul network. In fact, we
are investigating a content distribution model that allows the network to use certain devices as
SUEs, to serve as “caching points” whose storage can be used to cache popular content via overlay
D2D. Therefore, our model is not a classical cooperative communication or relaying system.

For example, consider the scenario shown in Fig. 8.2, where a group of friends, e.g. students
in a dorm or coworkers of a company spend a significant amount of time each day in neighboring
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Figure 8.2: A schematic of a D2D enabled SCN which exploits the context information underneath the
social network. The network in the right hand side shows the Facebook friendship graph of user 4.

rooms. Beyond this physical closeness, there is a social relationship between users at a higher layer
that can underline their common interests in various topics such as sports or media. Since these
users might have mutual interests, they are likely to be interested in common contents. Hence,
although the formation of social ties is an application oriented metric, however, it strongly im-
pacts how they access their wireless services, thus, directly impacting resource allocation. One
illustrative example is the case in which one user, say user 1, shares a certain video on the social
network, which, in turn, will be viewed by some of its friends, due to the mutual interests. Hence,
those users could be served using data that may be cached at UE 1, directly through the D2D link.
Clearly, by knowing the social ties between the users, the network will, on the one hand, be able
to avoid multiple transmission of the same data and, on the other hand, will be able to allocate
additional resources to the users outside the social group. In this work, we use the term traffic of-
fload to refer to the reduction of redundant transmissions from SCBSs to UEs that can be obtained
by exploiting D2D links between SUEs and UEs. Such traffic offload will alleviate the traffic on
the backhaul-constrained SCBSs while also allowing to service additional users over the SCBSs’
RBs [41].

With this in mind, we propose to exploit, jointly with conventional channel information, the
users’ social interrelationships in order to optimize resource allocation in D2D-enabled SCNs.
The resource allocation can be posed as an optimization problem in which RBs are assigned to
UEs (ξ? : N → M) such that the overall sum utility of the network is maximized. Taking the
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social context into account, we can formulate the problem as

argmax
ξ?

∑
k∈K

∑
n∈N

∑
m∈M

ξknmΩm(Φknm(γknm),Z), (8.4)

subject to
∑
k∈K

∑
m∈M

ξknm ≤ 1, ∀n ∈ N , (8.5)∑
k∈K

∑
n∈N

ξknm ≤ 1, ∀m ∈M, (8.6)

ξknm ∈ {0, 1}, (8.7)

where Z is a matrix that captures the social tie strength between every user pair and will be for-
mally defined in Section 8.3. Moreover, Ωm(.) is the utility of user m which is a function of
achievable rates and social ties. If user m is connected to an SCBS, Ωm(.) simply represents the
achievable rate of the link. If user m is connected to an SUE, Ωm(.) is the sum of the link’s achiev-
able rate, plus a term that determines how much user m is socially connected to the cluster. The
optimization problem in (8.4) aims to maximize the sum utility of all users. The constraint in (8.5)
ensures that each RB is assigned to only one user, and the constraint in (8.6) ensures that each user
is assigned to one RB.

Due to the unplanned deployment of backhaul-constrained SCBSs and the limited possibilities
for SCBS coordination [5], our goal is to develop a self-organizing, decentralized resource alloca-
tion solution. This decentralized solution for the problem in (8.4)-(8.7) will be addressed in depth
in Section 8.4. Before doing so, we formally define the social tie strength in the next Section and
explain how such context information could be extracted from the social networks.

8.3 Modeling Relationship Strength in Social Networks

8.3.1 Social context in the proposed SCN model and SUE choice

Let zij denote the social tie strength between two UEs i and j. We define the social tie as a metric
that determines how strong the relationship of two users is as inferred from the social network. This
metric should then be incorporated into a proper utility function to be used in the context-aware
resource allocation problem in (8.4). In order to benefit from caching at the edge, popular contents
must be cached at UEs that are chosen to serve as SUEs. Here, we assume that a user is chosen as
SUE ms if its total social influence Ims =

∑
m∈M,m 6=ms zmsm is larger than other users1. Ims can

be interpreted as a weighted degree of ms in a social network graph where the edge weights are
determined by the z term. We note that network operators need to provide some form of reward
and incentive mechanisms to their users so that they act as SUEs. We can now define the notion of
a social cluster

1Without loss of generality, other approaches for selecting SUE can also be accommodated.
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Definition 15. A social cluster (SC) is defined as a set, Cms , composed of an SUE ms and all the
UEs which are connected to ms via D2D links.

We use the term social here to emphasize that the social relationships of the users affect the
formation of the cluster, as will be elaborated in Section 8.4. Due to the social effects, we can
make the following observations: 1) a UE m is encouraged by its friends to join the same SC in
order to form socially stronger clusters, 2) SUEs with larger clusters (more assigned UEs) must
get higher quality links from theN2 set, since the quality of the link from SCBS to SUE indirectly
affects the quality of the direct D2D links, and 3) to improve offloading, SCBSs have an incentive
to encourage UEs, with at least one friend as SUE, to use D2D links.

Such peer effects motivate the need for an advanced model that can accurately define the strength
of ties, zij . In [175], a graphical model is proposed to learn the strength of ties among a set of
Facebook users which is suitable for our model. In particular, based on the homophily property, it is
observed that the stronger the tie, the higher the similarity [174]. Therefore, if two users have more
attribute similarities in their profiles, e.g., the common groups that two UEs are members of, or the
geographical locations, then their relationship is stronger. The relationship strength can be modeled
as a hidden effect of profile similarities and inferred via statistical learning concepts [173, 174]. In
the following, we review a learning model based on [175] that allows to understand how we can
find the strength of ties, z from a given social network dataset.

8.3.2 Learning model

We note that the strength of the social relationship between two user impacts the nature and fre-
quency of online interactions between a pair of users. Moreover, users naturally invest more of
their resources (e.g., time) to build and maintain the relationships that they deem more impor-
tant [175]. Hence, as the relationship becomes stronger, it is more likely that a certain type of
interaction will take place between the pair of users. In this way, we can model the relationship
strength as the hidden cause of user interactions.

Formally, let xi and xj be, respectively, the attribute vectors of two UEs i and j. An attribute
vector is a vector that includes some of a user’s social profile information, such as the user’s age,
political view, major, or the level of education. The relationship strength between i and j can be
defined as a latent variable zij which will be inferred for every pair of users. In addition, let yij
be the vector of interactions whose elements yij,f , f = 1, ..., F are the F different interactions
considered between i and j. Essentially, the interactions include the activities of UE i that involves
UE j, e.g., tagging one another or posting on each others’ walls. This variable is assumed to be
binary such that yij,f = 1 if this interaction has occurred between UE i and UE j and yij,f =
0, otherwise. Furthermore, the vector eij,f = [e1

ij,f , ..., e
ϑ
ij,f ]

T is defined for each interaction f
occurred between users i and j. This vector can show how much user j is important for user i to
interact. For instance, if user i has tagged user j and assuming ϑ = 1, then e1

ij,f can be the overall
number of users that user i usually tags. Thus, smaller e1

ij,f implies stronger tie between users i and
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Figure 8.3: The graphical representation of the social tie strength model [175].

j. This social model can be represented by a directed graphical model as shown in Fig. 8.3. In this
model, zij summarizes the profile similarities and interactions between users i and j. However, it
is not observable from users’ profiles. Hence, we need to estimate zij so as to maximize the overall
observed data likelihood. To this end, the joint distribution of z and y can be represented using
general factorization:

P (zij,yij|xi,xj) = P (zij|xi,xj)
F∏
f=1

P (yij,f |zij). (8.8)

In order to infer the latent variables, we need to adopt the conditional probability of the relationship
strength given the attribute similarities, i.e., P (zij|xi,xj). In this regard, we consider the widely
used Gaussian distribution [175]

P (zij|xi,xj) = N (wT ζ(xi,xj), υ), (8.9)

where the similarity vector ζ(xi,xj) is the set of similarity measures taken on the pair of users
(i, j) and w denotes the vector of parameters of the model in (8.9).

Now, in order to completely describe the joint distribution in (8.8), the conditional probability of
yij,f given zij and eij,f , can be modeled by using the logistic function:

P (yij,f = 1|uij,f ) =
1

1 + e−(%Tf uij,f )
, (8.10)
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where uij,f = [eij,f , zij]
T . Moreover, %f = [%f,1, %f,2, ..., %f,ϑ+1]T are the parameters of the model

in (8.10) that must be estimated. From Fig. 8.3 and given latent variable zij , all elements of yij
become independent of each other. Let D = {(i1, j1), (i2, j2), ..., (iD, jD)} be the set of user
sample pairs observed from the network. The variables xi, xj , yij and eij,f could all be extracted
from the social network. Hence, conditioned to the attribute similarities and model parameters, we
can write (8.8) as:

P (zij,yij|xi,xj,w,%) = (8.11)∏
(i,j)∈D

(
P (zij|xi,xj,w)

F∏
f=1

P (yij,f |zij,%f )

)
.

Here, by substituting (8.9) and (8.10) in (8.11), the joint distribution can be written as:

P (zij,yij|xi,xj,w,%) ∝ (8.12)∏
(i,j)∈D

(
e−

1
2υ (wT ζij−zij)

2
F∏
f=1

e−(%Tf uij,f )(1−yij,f )

1 + e−(%Tf uij,f )

)
.

8.3.3 Inference

Given the defined learning model, we can now infer the social tie strength between each arbitrary
pair of users (i, j). One way to estimate zij is to adopt the approach of [175] in which zij is
treated as a parameter. Essentially, we can find the point estimates ŵ, %̂, ẑ that maximize the
likelihood P (y, ẑ, ŵ, %̂|x). To avoid overfitting the training dataset for the model in (8.9) and
(8.10), regularizers λw and λ% will be used respectively for the parametersw and % with Gaussian
priors. Overfitting can occur if the size of the w vector is too large for the observed data from the
attribute vector x. Using (8.12), we have:

P (zij,yij,w,%|xi,xj) = (8.13)

P (zij,yij|xi,xj,w,%)P (w,%|xi,xj),

and since the model parameters ω and % are independent of one another, as well as of the attributes
of the users, we can write the joint conditional distribution in (8.13) as

P (zij,yij,w,%|xi,xj) = P (zij,yij|xi,xj,w,%)P (w)P (%). (8.14)

and hence,
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logP (zij,yij,w,%|xi,xj) =
∑

(i,j)∈D

(
− 1

2υ

(
wT ζij − zij

)2
)

+

∑
(i,j)∈D

(
F∑
f=1

(
−(1− yij,f )(%Tf uij,f )−log

(
1 + e−(%Tf uij,f )

)))

− λw
2
wTw −

F∑
f=1

λ%
2
%Tf %f + C, (8.15)

where C is a constant. (8.15) is a concave function and, thus, the latent variable and parameters
can be derived by using gradients of this function. Using the iterative Newton-Raphson algorithm,
we can maximize the function in (8.15) and find the optimum values for zij , %f , andw. We denote
Z as a M ×M matrix, where zij is the element of i-th row and j-th column.

Given the proposed wireless model of Section II along with the inferred social tie metric Z,
we are now able to account for the social interconnections among users in conjunction with the
physical layer constrains of the D2D-enabled SCN. We next develop a matching-based approach
to allocate resources in a social context aware SCN.

8.4 Context-Aware Resource Allocation As a Matching Game

Having defined the social context, our next goal is to solve the resource allocation problem in (8.4).
The problem given by (8.4), subject to (8.5)-(8.7), is a 0-1 integer programming, which is a satis-
fiability problem as such one of Karp’s 21 NP-complete problems [176]. Hence, it is difficult to
solve this problem via classical optimization approaches. Moreover, for a large-scale SCN network
with D2D communication, it is desirable to solve the context-aware resource allocation problem
in (8.4)-(8.7) using a decentralized, self-organizing approach in which the SCBSs and devices can
interact and make resource allocation decisions based on their local information without relying
on a centralized entity for coordination. In addition, owing to the need for exploiting context in-
formation, it is of interest to define individual SN or UE utilities that capture the locally available
context at each node.

To this end, we develop a decentralized resource management framework based on matching
theory [164, 166, 167, 169, 177] to solve the proposed problem. The main benefit of matching
theory is its ability to define individual utilities per UE and SNs as well as the available algorithmic
implementations that allow to provide a largely decentralized and self-organizing solution to the
resource allocation problem in (8.4)-(8.7) while accounting for all the nodes’ information. In the
studied context-aware model, the preference relation can be based on a variety of metrics related
to the social and wireless realms. In this regard, we formulate the proposed resource allocation
problem in SCNs as a two-sided one-to-one matching game in which each SN-controlled RB n ∈
N will be assigned to at most one user m ∈ M and vice versa. Therefore, we can formulate the
problem as a one-to-one matching game given by the tuple (M,N ,�M,�N ). Here, �M= {�m
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}m∈M and�N= {�n}n∈N denote, respectively, the set of the preference relation of users and RBs.
We formally define the notion of a matching:

Definition 16. A matching µ is defined as a function from the setM∪N into the set ofM∪N
such that m = µ(n) if and only if µ(m) = n.

Let Vm(.) and Un(.) denote, respectively, the utility function of UE m and RB n. Given these
utilities, we can say that a user m prefers RB n1 to n2, if Vm(n1) > Vm(n2). This preference is
denoted by n1 �m n2. Similarly, an RB n prefers UE m1 to m2, if Un(m1) > Un(m2) and this is
denoted by m1 �n m2.

8.4.1 Users’ preferences

Depending on whether an RB n is offered by an SUE or an SCBS, the UEs will have different utility
functions. Moreover, the utility of one player may depend on the matching of other players, due to
the peer effects described in Section 8.3.1. In this regard, let amms;µ = {amms|µ} be a variable used
to determine the existence of a D2D link between UE m and SUE ms, conditioned on the current
matching µ. Similarly, we use amms;µµ′ = {amms|µ, µ′}, to indicate whether a certain UE m is a
member of Cms in both matchings µ and µ′. The motivation for this definition will be explained in
Section 8.5.2. Before computing the utilities, UEs first obtain the corresponding channel response
of each RB, from all SNs and form a K×N channel coefficient matrixHm. UsingHm, each user
m ∈ M shapes its achievable data rate matrix, i.e. Φm, whose elements are given by (8.1)-(8.3).
From (8.1) and (8.2), the utilities of a UE and an SUE, respectively, for RBs n1 ∈ N1 and n2 ∈ N2,
are given by:

Vmni,l(γ
(i)
lnm) = wni log

(
1 + γ

(i)
lnm

)
, (8.16)

where m corresponds to a UE (i = 1) or an SUE (i = 2). From (8.3), the utility of a user m using
an RB n ∈ N3 is given by:

Vmn,ms(Z, γ
(3)
msnm, µ) = (8.17)

wn log
(
1 + γ(3)

msnm

)
+ αm

zmms +
∑

j∈Mu\m

ajms;µµ′zmj

 ,

where αm is a weighting parameter that allows to control the impact of the social ties on the overall
decision of the user. The utilities given by (8.16) state that UEs and SUEs, respectively, rank RBs
n1 ∈ N1 and n2 ∈ N2 based only on the achievable rates. However, (8.17) captures the peer effects
on the UEs’ preferences for RBs n ∈ N3. A UE can benefit more from the mutual interests among
the SC members, if the SC members are more socially connected with one another and with the
UE. The second term in (8.17) implies that the UE prefers to join an SC that has stronger ties with
it.
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8.4.2 SN-based RBs’ preferences

The proposed matching game can be fully represented once the preference of each RB is defined.
The decision of an RB n ∈ N is mainly controlled by the SCBS or SUE that is using it. Hence,
in the proposed game, SCBSs and SUEs make decisions on behalf of their RBs. In the considered
model, there are three groups of RBs, each of which has a different preference over the UEs.
Similar to Section 8.4.1, we define a novel scheme at the RB side of the game, which is based on
the information extracted from the corresponding social network. For the transmission between
SCBS l ∈ L and UE m ∈ Mu, over RB n ∈ N1, the utility of RB n ∈ N1 when choosing UE m
is given by:

Unm,l(Z, γ
(1)
lnm) = wn log

(
1 + γ

(1)
lnm

)
− βn(

∑
j∈Ms

zmj). (8.18)

Hence, m1 �n m2 if and only if Unm1,l > Unm2,l. βn is a weighting parameter that controls the
impact of the social context. The second term in the right hand side of (8.18) implies that RBs
n ∈ N1 give less utility to UEs who can be served by an SUE.

In addition, the utility achieved by RB n ∈ N2 when selecting SUE ms, Unms,l is given by

Unms,l(Z, γ
(2)
lnms

, µ) = wn log
(

1 + γ
(2)
lnms

)
+ νn ·Xms , (8.19)

where Xms =
∑

m∈Mu
amms;µzmms is the total cumulative social tie strength of a particular SUE

ms and νn is a weighting parameter that controls the importance of the SC that the SUE has formed
in RB n’s utility. The utility function in (8.19) promotes SUEs with higher social ties since they
are likely to form larger SCs. Finally, the utility of RB n ∈ N3 for user m via D2D link from SUE
ms is given by

Unm,ms(γ
(3)
msnm) = wn log

(
1 + γ(3)

msnm

)
+ κnzmms . (8.20)

The utility function in (8.20) implies that UEs must be accepted based on both quality of the D2D
link and social context. κn is a weighting parameter and implies that how important the role of
social tie is for RB n ∈ N3 of an SUE ms ∈Ms in accepting a UE m ∈Mu.

8.5 Proposed Context-Aware Resource Allocation Algorithm

Given the formulated context-aware matching game, our goal is to find a stable matching, which
is one of the key solution concepts in matching theory [177]. Let A(M,N ) denote the set of
all possible matchings, and µ(m,n) denote a subset of A(M,N ), where m and n are matched
together. Then, we define a stable matching as follows:

Definition 17. A pair (m,n) /∈ µ, where m ∈ M, n ∈ N is said to be a blocking pair for
the matching µ, if there is another matching µ′ ∈ µ(m,n), where µ′ �m µ and µ′ �n µ. A
matching µ∗ is stable if and only if there is no blocking pair.
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A stable matching solution for resource allocation problem in (8.4)-(8.7) ensures that after al-
locating resources to the users, no RB-UE or RB-SUE pair in SCN would benefit from replacing
their current association with a new link. That is, no user can benefit by changing its assigned
frequency resource and vice versa. For the proposed context-aware resource allocation game, we
can make the following observation:

Remark 5. The proposed SCN matching game has peer effects.

The RBs and users in a context-aware resource allocation game may change their preferences as
the game evolves. That is, the preference of one player may depend on the preferences of the other
players. For instance, the peer effects introduced in Section 8.3.1 make the preferences of RBs and
users interdependent, due to the social interrelationships among users. This type of game is known
as the matching game with peer effects, in which players have preference ordering over the set of
all possible matchings A(M,N ) [178]. This is in contrast with the traditional matching games in
which players have fixed preference ordering [166–169, 177].

For traditional matching games such as in [166–169, 177], one can use the deferred acceptance
algorithm, originally introduced in [72], to find a stable matching. However, such an algorithm
may not be able to converge to a stable matching when the game has peer effects [177], such as in
the proposed context-aware resource allocation model. Therefore, there is a need to develop new
algorithms, that significantly differ from existing applications of matching theory in wireless such
as [166–169], so as to find the solution of the studied matching game.

8.5.1 Proposed socially-aware resource allocation algorithm

To solve the formulated matching game, we propose a novel algorithm for resource allocation in
D2D-enabled SCNs. Table 8.1 shows the various stages of this proposed socially-aware resource
allocation (SARA) algorithm that allows to solve the SCNs’ matching game.

The proposed algorithm is composed of four main stages: Stage 1 includes the matching of SUEs
with RBs n ∈ N2, Stage 2 focuses on the matching of UEs with RBs n ∈ N1 ∪ N3, Stage 3 focuses
on updating the SC information, and Stage 4 during which the actual downlink transmission occurs.
Initially, the SCBSs use the knowledge of social ties among users to choose the SUEs as discussed
in 8.3.1. Each SCBS sends a proposal to its neighboring users that are deemed influential enough
to be an SUE. UEs accept or reject the proposals and the SCBSs broadcast the set of SNs, K, and
the sets of RBs, Ni, i = 1, 2, 3.

After initialization, each SUE applies for n ∈ N2 based on (8.16) and each RB accepts the
most preferred UE and rejects other proposals based on the utilities defined in (8.19). Stage 1
terminates once each SUE is accepted by an RB or rejected by all its preferred RBs. This matching
remains unchanged until SUEs update the cluster Cms ,∀ms ∈Ms, sets. However, the new context
information changes the preferences of the RBs for SUEs based on (8.19). That is due to the
fact that Xms =

∑
m∈Mu

amms;µzmms determines how much the members of an SUE’s cluster are
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Table 8.1: Proposed Social Context-Aware Resource Allocation Algorithm

Inputs: L,M,N ,H ,Z
Initialize: SCBSs send proposal to high influential UEs to act as SUE. SCBSs

broadcast the set K and announce the set of available RBs in N1, N2, and N3. Ini-
tialize the set of Cms for each SUE as an empty set.
Stage 1:

(a) SUEs determine their preference ordering for RBs n ∈ N2, using (8.16).
(b) RBs n ∈ N2 calculate utility of each SUE applicant using (8.19) for the
current state of the matching.
(c) SUEs apply for RBs n ∈ N2 and get accepted or rejected via the deferred
acceptance algorithm.

Stage 2:
(a) UEs apply for RBs n ∈ N1 and n ∈ N3, using (8.16) and (8.17), respec-
tively.
(b) RBs n ∈ N1 and n ∈ N3 calculate utility of each UE applicant using (8.18)
and (8.20), respectively.
(c) UEs get accepted or rejected by RBs n ∈ N1 ∪N3 through deferred accep-
tance algorithm.

Stage 3:
(a) Update SC information, Cms for ∀ms ∈Ms.
(b) SUEs broadcast SC information of the current matching, i.e., amms;µ coef-
ficients to their nearby UEs.

while Cms ,∀ms ∈Ms remain unchanged for two consecutive matchings
repeat Stage 1 to Stage 3
Stage 4:

(a) For any cluster member, SUE determines if the current requested data exists
in its directory.
(b) Actual downlink transmission of data occurs from each RB to its matched
SUE or UE.

Output: Stable matching µ∗

socially connected. A larger Xms implies that the members can benefit more from D2D due to
common interests in their requested data. Therefore, RBs n ∈ N2 prefer to be matched to an SUE
with larger Xms . Due to the change in their preference ordering, SUEs and RBs n ∈ N2 need to
repeat this stage once the context information is updated.

Following the first stage, UEs apply for n ∈ N1 or n ∈ N3, based on the utilities defined in
(8.16) and (8.17), respectively. The SCBSs and SUEs controlling RBs n ∈ N1 and n ∈ N3, accept
the UE that gives the higher utility based, respectively, on (8.18) and (8.20), and reject the rest of
the applicants. As long as Cms ,∀ms ∈ Ms, do not change, UEs have strict preference over RBs
n ∈ N1 ∪ N3 and vice versa. Stage 2 ends once each UE is accepted by one RB or rejected by all
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RBs of its preference list.

All clusters are subject to change due to the peer effects in the matching game. Thus, players
need to update their preferences based on the new Cms , ∀ms ∈ Ms, information resulted from
Stage 2. In Stage 3, each SUE ms updates the SC information, i.e. Cms ,ms ∈ Ms, based on the
results of the current matching and broadcasts Cms set to its nearby UEs and the corresponding
SCBS. According to this information, players sort their preferences conditioned on the current
matching. The algorithm terminates, once the Cms ,ms ∈ Ms sets do not change for two consecu-
tive matchings. In the final stage, once the matching is complete, the downlink transmission of the
UEs occurs, using the allocated resource blocks. This stage is essentially the actual communication
stage in the D2D-enabled SCN.

8.5.2 Convergence and stability of the proposed algorithm

In this Subsection, we prove the stability of the algorithm proposed in Table 8.1. Prior to doing so,
we make the following definition:

Definition 18. Given the social interrelationship between UEs, an SC Cms is said to be S-stable, if
both of the following conditions are satisfied:
1) No UE m outside the cluster Cms can join it. That is, for any m /∈ Cms and n ∈ N3 belonging to
ms, there is no pair (m,n) /∈ µ where m �n µ(n) and n �m µ(m).
2) No UE m inside the Cms can leave the cluster. That is, for any m ∈ Cms and n ∈ N1 ∪ N3 that
does not belong to ms, there is no pair (m,n) /∈ µ where m �n µ(n) and n �m µ(m).
A matching is S-stable, if and only if all the clusters are S-stable.

This notion of stability guarantees that the peer effects cannot make a UE outside the SCs join a
cluster. In addition, the UEs inside SCs will not leave or change their clusters. However, it is not
sufficient to ensure the required two-sided stability of the matching. Next, we discuss a property
of the proposed game and show why the S-stability of SCs is non-trivial.

Proposition 5. Given the information on the social clusters, once a UE m is accepted by an RB
of a particular SC, µ(m) will not reject m in favor of any new applicant. However, this does not
imply UE m has no incentive to leave the cluster.

Proof. See Appendix E.1.

Based on the Proposition 5, we can show the S-stability of the proposed context-aware resource
allocation game as follows:

Theorem 8. Each SC becomes S-stable after a finite number of iterations and, thus, the proposed
algorithm in Table 8.1 is guaranteed to converge.

Proof. See Appendix E.2.
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Given the results in Proposition 5 and Theorem 8, we can now state the main result with regard
to the two-sided stability of the matching.

Theorem 9. The proposed algorithm in Table 8.1 is guaranteed to reach a two-sided stable match-
ing between users and RBs.

Proof. See Appendix E.3.

8.5.3 Complexity analysis of the proposed algorithm

In order to analyze the computational complexity of the proposed algorithm, we can start by in-
vestigating the simple case in which the matching game has no peer effect, i.e., users and RBs
have strict preference ordering. Here, we consider two cases: 1) when the number of UEs is less
than the total number of RBs, i.e., Mu ≤ NT , where NT = N1 × L + N3 ×Ms and 2) when the
number of UEs is greater than the total number of RBs, i.e., Mu > NT . Our goal is to analyze the
worst case scenario, i.e., the maximum number of iterations and the maximum number of match-
ing proposals sent from UEs to either SCBSs or SUEs (which relate to the messaging overhead).
In each iteration, UEs send a proposal to their most preferred RB, and RBs receive the proposals,
accept the most preferred one and reject the other UEs. Therefore, it is clear that the number of
unmatched UEs at each iteration is equal or less than the number of unmatched UEs at previous
iterations.

For the first case, once the algorithm converges, all the UEs are matched, since RBs prefer any
UE to being unallocated. We can easily observe that the worst case happens, if all UEs have the
same preference ordering. Hence, at the end of each iteration t, there are Mu − t unmatched UEs.
Therefore, the maximum number of iterations, tmax, is obtained when all the users are matched,
i.e., Mu − tmax = 0. Hence, the complexity is of the order O(Mu). Furthermore, at each iteration
t, Mu − t+ 1 proposals are sent. Hence, the messaging overhead, Smax, is equal to:

Smax =
tmax∑
t=1

(Mu − t+ 1) =
Mu(Mu + 1)

2
. (8.21)

Similarly for the second case, we know that once the algorithm converges, there are exactly
Mu − NT unmatched users. Again, the worst case happens, if all UEs have the same preference
ordering. Hence, at each iteration, only one UE gets accepted. Therefore, the maximum number
of iterations, tmax, is obtained when there are Mu−NT unmatched users, i.e., the complexity is of
the order O(NT ). The messaging overhead is equal to:

Smax =
tmax∑
t=1

(Mu − t+ 1) = (8.22)

NT∑
t=1

(Mu − t+ 1) = (Mu + 1)NT −
NT (NT + 1)

2
.
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As we see from the above equations, for Mu < NT , the complexity of the matching algorithm in-
creases linearly with the number of users. In addition, the messaging overhead exhibits quadratic
increase with respect to the number of users. Moreover, for Mu > NT , the upperbound for com-
plexity is independent of the number of users.

The complexity of the proposed context-aware algorithm will further depend on the social matrix
Z. However, for a given SCs, the complexity of our algorithm follows the above analysis. From
Theorem 1, we know that SCs change only for a finite number of iterations. Hence, we can
anticipate that the overall complexity of the context-aware approach be linearly proportional to the
complexity of the context-unaware approach.

8.6 Simulation Results and Analysis

8.6.1 Social context dataset and simulation parameters

For the evaluation of our results, we first use the learning model introduced in Section 8.3. We
have computed the social tie matrix Z, for a set of 80 users from the Facebook network. We have
used the real dataset released by Stanford University [179], which is generated by surveying a
number of volunteer Facebook users, known as ego nodes. For the selected ego node, the dataset
contains 224 anonymized attributes for each user, including education, gender, location, language,
and work, among others. In addition, the dataset specifies 32 anonymized circles and determines
which subset of users are in which circle. Each circle is a group, composed of a subset of users,
which can be thought as a high school institution or a company. For our simulations, we assume
that if two users i and j are within at least one common circle, then they interact with each other
on Facebook. Finally, in order to determine the tendency of user i to interact with another user
j, we consider the degree of user i in the ego network, i.e., the number of friends of user i. The
motivation behind this assumption can be explained as follows: if user i picks user j to interact
with from a larger number of friends, this implies that user j is more important to user i than other
users.

In order to select the SUEs, we choose the four users with the highest weighted degree from
the ego network. Thus, in our simulations, we have Ms = 4 and the weights are determined by
the social tie strength z for each pair of users. We consider L = 7 SCBSs distributed randomly
within a square area of 2 km × 2 km. The number of active RBs for SCBS to UE link, SCBS to
SUE link, and SUE to UE link, respectively, are N1 = 5, N2 = 3, and N3 = 5, unless stated
otherwise. Here, we would like to note that depending on the channel state information and social
ties among users, spectrum partitioning can be done dynamically and the proposed model is not
limited to any specific resource partitioning. In this work, however, we assume that throughout the
resource allocation, neither the social tie matrix Z, nor the channel state information are changing
and therefore, the partitions are static. Each RB is composed of 12 consecutive subcarriers, each of
which having a 15 KHz bandwidth, according to 3GPP Rel-12 Standard [180]. The transmit power
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of SCBSs and SUEs are set to 2 W and 10 mW, respectively. The wireless channel experiences
Rayleigh fading, with the propagation loss set to 3. The receivers’ noise is assumed Gaussian with
zero mean and with variance equals to−90 dBm. The weighting parameters, αm, βn, νn and κn are
set to half of the RB bandwidth. Throughout the simulations, the unmatched users are assigned a
zero utility. All statistical results are averaged over a large number of independent runs for different
locations and channel gains.

For comparison purposes, we compare our proposed approach with two centralized approaches:
1) the context-aware centralized solution which aims to maximize the overall utilities of all UEs
and RBs, 2) the context-unaware centralized approach, that maximizes the throughput of the users.
In simulation results, the centralized solutions refer to the linear programming relaxation of the
original 0-1 integer programming problem in (8.4)-(8.7) by letting 0 ≤ ξ ≤ 1. To obtain cen-
tralized solutions in our simulations, we used the YALMIP toolbox of MATLAB. In addition, we
compare our results with the context-unaware distributed algorithm that is based on the one-to-
one matching game similar to our proposed algorithm, however, no social context is incorporated.
That is, UEs and RBs rank one another only based on the maximum SINR values. This benchmark
algorithm is in line with some existing works such as [167] and [166].

In addition, we show the effect of context-awareness by comparing the offloaded traffic of both
approaches as one of the main performance metrics in our results. We define the offloaded traffic as
the number of users who will be served directly by data that is cached in a directory or folder at the
level of the SUE. The users obtain this offloaded traffic via D2D communications without having
to use the SCN’s infrastructure, due to the correlation in their requests for content as discussed
in Section 8.3. To compute this offloaded traffic, we must find the probability Pm(yd = 1) of
requesting content that already exists in the directory of SUE ms by each UE m ∈ Cms:

Pm(yd = 1) =
∑
d∈Dms

Pm(yd = 1|d ∈ Dms)P (d ∈ Dms), (8.23)

where d and Dms denote, respectively, the requested file and the set of files of the SUE ms’s
directory. The Prior information, P (d ∈ Dms) in (8.23), depends on both the history of requested
files in previous time slots and on the mutual social tie between all members of the SC. Finding
a closed-form solution for (8.23) to model the correlation between users in the time domain is
difficult. Thus, for simplicity, we assume that requesting a file from the directory of an SUE can
be modeled as an interaction yd between the user and its SC set. Motivated by (8.10), we model
Pm(yd = 1) as a function of cluster’s average social tie z̄ms = 1

|Cms |−1

∑
m∈Cms

zmms , as follows

Pm(yd = 1) =
1

1 + e(−ρz̄ms )
; ∀m ∈ Cms , (8.24)

where ρ is a constant normalizing parameter. Equation (8.24) allows to relax the dependencies
between users by considering average social tie of the cluster.
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Figure 8.4: Comparison of the average social tie of SCs for proposed SARA algorithm with other three
approaches.

8.6.2 Simulation results and discussions

In Fig. 8.4, we show the average social tie in the final clusters resulting from the proposed approach
and the other three algorithms. Clearly, from this figure, we can observe that the members of the
clusters in average are much more socially connected in SARA compared to the context-unaware
approach. Fig. 8.4 shows that the average cluster social tie is up to 77% higher for the proposed
SARA algorithm relative to the context-unaware scenario for Mu = 70 UEs. As the number
of users increases and the SCBS resources become more scarce, UEs have no choice but to join
the D2D clusters. However, Fig. 8.4 shows that by using the proposed SARA algorithm, the
UEs will be more socially connected within their clusters and can benefit more from the social
interconnections of one another.

In Fig. 8.5, the average sum rate of all users is compared for the SARA algorithm with the dis-
tributed context-unaware approach and centralized approaches. It is not surprising to see that the
average sum rate of our proposed approach is slightly below that of an algorithm that is focused
on optimizing only the data rate. Fig. 8.5 shows that the gap between the two algorithms does not
exceed 3% for all network sizes. However, as will be shown in Fig. 8.6, this small loss in average
rate will be compensated by having more offloaded traffic in the downlink of the SCN. Interest-
ingly, the rate performance of the proposed approach is very close to the centralized solution and
the gape between the two algorithms does not exceed 4% for all network sizes.

Fig. 8.6 compares the average offloaded traffic at each time slot for the proposed algorithm
and other three approaches as the number of users varies. We note that for the context-unaware
approaches, the contents stored in the SUE’s directory do not depend on the average social tie of
the social cluster. Considering ρ = 0 in (8.24) allows us to model this independence. The average
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Figure 8.5: Comparison of the average sum rate of the proposed SARA algorithm and other three ap-
proaches.

offloaded traffic determines how many of UEs in average could be served directly by data that is
cached in the SUEs’ directories. The offloaded traffic increases with the number of users, since
more UEs will move to the D2D tier. However, this metric will saturate for the large network sizes,
since the number of RBs n ∈ N3 is limited. We can see that the proposed approach achieves a
very close performance to the context-aware centralized solution, in terms of traffic offloads, for
the network size with more than Mu = 40 UEs. Moreover, we observe that the performance of the
context-unaware approach coincides with the central solution. This is primarily due to the fact that
context-unaware approach follows the deferred acceptance algorithm which is known to achieve
optimal solution for the proposing players (i.e. users) [72, 166]. In Fig. 8.6, we can see that the
proposed SARA algorithm outperforms the context-unaware approach by increasing the offloaded
traffic for different network sizes. Fig. 8.6 shows that the proposed SARA algorithm can offload up
to 84% more traffic from the SCN’s infrastructure when compared to the context-unaware approach
for a network with Mu = 70 UEs.

In Fig. 8.7, we show the average offloaded traffic for different values of the ρ parameter in (8.24)
and different number of users. One interesting observation from Fig. 8.7 is that the proposed
SARA algorithm offloads more traffic as the network size grows and eventually saturates, since
the number of RBs is fixed. In fact, Fig. 8.7 implies that, at the cost of a slight reduction in
the average rate of the matched users (see Fig. 8.5), the proposed SARA algorithm allows to
admit more users into the network. Hence, the proposed approach can be used to optimize the
tradeoff between serving more users in a congested network and the average rate of current users.
By properly setting the control parameters in the utility functions, this tradeoff can be balanced
according to the traffic of the network.

In Fig. 8.8, we show the average offloaded traffic resulting from the proposed SARA algorithm
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Figure 8.6: Comparison of the average offloaded traffic between the proposed SARA algorithm and other
three approaches. The ρ = 0.5 and ρ = 0 is assumed, respectively, for context-aware algorithms and
context-unaware approaches.
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Figure 8.7: The average offloaded traffic resulted by proposed SARA algorithm, versus different Mu and
different values of ρ.

and other approaches as the number of RBs n ∈ N3 varies for a network with Mu = 30 UEs.
This figure shows that, as the number of SUE resources increases, the context-aware approach
achieves better offload performance. That is due to the fact that more users with shared interests
can join the same cluster which results to form stronger social clusters. In Fig. 8.8, we can see that
the gap between the offloaded traffic of the proposed SARA algorithm and the context-unaware
approach consistently increases as the network sizes grows. Fig. 8.8 shows that the proposed
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Figure 8.8: Comparison of the average offloaded traffic for the proposed SARA algorithm with other three
approaches, versus different number of RBs n ∈ N3. The values Mu = 30 and N1 = 5 is assumed and the
parameter ρ is set to 0.1.

10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

Number of users M
u

A
ve

ra
ge

 n
um

be
r 

of
 it

er
at

io
ns

 

 
N

1
=3, N

2
=3, N

3
=3

N
1
=5, N

2
=3, N

3
=5

Figure 8.9: Average number iterations of the proposed SARA algorithm vs network size, for different
number of RBs. The error bars indicate the 95% confidence.

SARA algorithm can offload up to 78% more traffic from the SCN’s infrastructure when compared
to the context-unaware approach for a network with N3 = 8 RBs.

Fig. 8.9 shows the average number of iterations resulting from the proposed SARA algorithm
versus the network size Mu, for two different RB numbers. In this figure, we can see that, as the
number of UEs increases, the average number of iterations increases due to the increase in the
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number of players. Fig. 8.9 demonstrates that the proposed matching approach has a reasonable
convergence time that does not exceed an average of 72 iterations for all network sizes and with
N1 = 5, N2 = 3, and N3 = 5 number of RBs. The maximum of the average number of iterations
reduces to 40, when there are N1 = 3, N2 = 3, and N3 = 3 RBs.

8.7 Summary

In this chapter, we have presented a novel approach for context-aware resource allocation in D2D-
enabled small cell networks. We have formulated the context-aware resource allocation problem as
a one-to-one matching game and we have shown that the game exhibits peer effects. To solve the
game, we have proposed a distributed social-aware resource allocation algorithm that exploits the
physical layer metrics of the wireless network along with the users’ social ties from the underlaid
social network. Then, we have shown that the proposed algorithm is guaranteed to converge to a
two-sided stable matching between the users and the network’s resource blocks. Simulation results
have shown that the proposed matching-based algorithm yields socially well-connected cluster
between D2D links, thus, allowing to offload significantly more traffic than conventional context-
unaware approach. The results provide novel insights into the gains that future wireless networks
can achieve from exploiting social context. The results show that with manageable complexity,
the proposed context-aware approach can substantially improve the wireless resource utilization
by offloading a large amount of traffic from the backhaul-constrained small cell network.

8.8 Appendix E

E.1 Proof of Proposition 5

First, consider the game at its initial state where no UE has been assigned to any SUE (no SC is
formed). That is,

∑
j∈Mu\m ajms;µµ′zmj = 0 and Vmn,ms = wn log

(
1 + γ

(3)
msnm

)
+ αmzmms for

∀m ∈ Mu. Thus, from (8.17), a UE m that applies for RB n ∈ N3 during the first matching will
do so only due to the higher achievable rates plus social tie with the corresponding SUE. Without
loss of generality, the preference ordering of UE m is identified with two sets U andW , where

U = {∀n′ ∈ N1|Vmn′,l > Vmn,ms}
∪ {∀n′ ∈ N3|Vmn′,ms > Vmn,ms};

W = {∀n′ ∈ N1|Vmn′,l < Vmn,ms}
∪ {∀n′ ∈ N3|Vmn′,ms < Vmn,ms}. (8.25)

In (8.25), U and W , represent the set of all RBs that are, respectively, more preferred and less
preferred to UE m than RB n. Thus, the preference ordering of UE m can be denoted by U �m
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n �m W . In Stage 2, the process of acceptance or rejection of applicants is done in a manner
analogous to the conventional deferred acceptance algorithm [166]. Thus, we can ensure that, for
a given SC setting, each n ∈ N3 has accepted, out of the applicants, the UE that

µ(n) = argmax
m

Unm,ms(γ
(3)
msnm)

= argmax
m

wn log
(
1 + γ(3)

msnm

)
+ κn · zmms . (8.26)

Therefore, if another UE m′ applies for the RB n during the next matching µ′, then necessarily
n′ = µ(m′) ∈ W , if UE m′ is not unmatched. This is due to the fact that, if n′ = µ(m′) ∈ U , then
it means that UE m′ already satisfies (8.26) for RB n′, and hence, it will be accepted by n′, before
applying to n.

Now, since µ(m′) ∈ W , we can conclude that Unm′,ms < Unm,ms; since otherwise, µ(m′) = n
which contradicts (8.26). In other words, the UEs who are accepted in the first iteration will not
be rejected by their match as the game proceeds. We can hold the same argument for the next
iterations. Nevertheless, this does not imply that UE m necessarily stays in its cluster forever. To
show this, we give an example.
Example: With this example, we show that UEs may alter the S-stability of the clusters. Given
two UEs m and m′, two RBs n ∈ N1 and n′ ∈ N3, and two SUEs ms1 and ms2, assume that
Vmn;ms1 > Vmn′;ms2 before any SC is formed and let the current matching be Cms1 = {ms1,m}
with µ(m) = n and Cms2 = {ms2,m

′} with µ(m′) = n′. Once the SC information is updated for
UEs, the utility of UE m for RBs n and n′ might change to Vmn;ms1 < Vmn′;ms2 , due to its social
tie with m′. Therefore, m will leave its current cluster Cms1 and will join Cms2 . Due to this move,
both clusters are not considered S-stable.

E.2 Proof of Theorem 8

From Proposition 5, each n ∈ N3 will not reject its current match µ(n), in favor of other applicants.
Thus, a new UEm can join an SC, only if it applies for an unmatched n ∈ N3. After each matching
is done, more UEs will join SCs, due to the non-negative social effect they impose on one another.
Eventually, there is a stage where no more UEs prefer to join clusters.

There can be only two possibilities if a UE m with µ(m) ∈ N3 can leave its cluster, and thus,
alter the S-stability condition: Case 1: there is an unmatched n ∈ N1 such that n �m µ(m), and
Case 2: there is an unmatched n ∈ N3 corresponding to another cluster where, again, we have
n �m µ(m). Next, we show that even when either Case 1 or Case 2 occurs, the current SC will
converge to an S-stable SC.

For the first case, we can check that UE m has surely been rejected in previous matchings by an
RB n ∈ N1 such that n �m µ(m). Here, since µ(n) is matched to another player and RB n is
unmatched now, m will be accepted by RB n. If µ(n) never applies again for RB n, then we can
ensure that UE m will not be rejected by n, since it satisfies µ(n) = argmaxm Unm,l(γ

(1)
lnm). Thus,
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UE m will not get back to its SC again. If µ(n) applies again to RB n, then RB n will reject m.
However, µ(n) cannot cycle between RB n and another RB n′ for unlimited number of iterations.
This is due to the fact that, if µ(n) oscillates between n and another RB n′ ∈ N3, the reason is
due to the peer effect by a current SC member m′′ who also oscillates between n′ and another RB.
However, µ(n) will set aµ(n)m′′;µµ′ = 0, if m′′ does not stay in SC for two consecutive matchings.
Therefore, µ(n) has to finally decide between n and n′ after finite iterations. Moreover, if an RB
n′ ∈ N1 is the reason due to which µ(n) cycles, then similarly we can show that µ(n′) will have to
stop the oscillation after a finite number of iterations. Consequently, µ(n) will stop oscillation.

Case 2 implies that some of the friends of UE m has encouraged m to join their cluster. Here,
if UE m joins the new SC, it will never prefer the previous SC to new one, unless some of its
friends, say m′, leave the cluster. Then, UE m ignores the peer effect of m′ by setting amm′;µµ′ = 0
and reorganizes its preference ordering. After a finite number of iterations, the friends’ list who
stay in the cluster will not change and, thus, UE m stays in the new cluster or comes back to the
previous cluster and will never cycle between those two. In addition, if the incentive for UE m
to join RB n′ of the new cluster does not stem from the friendship relationship, then, this implies
that n′ �m µ(m) and UE m has been rejected by n′ in previous matchings. Thus, similar to the
previous case, we can observe that after finite iterations, the µ(n′) stops oscillating, and, hence,
UE m will decide whether to stay with µ(m) or leave it.

E.3 Proof of Theorem 9

In order to prove the two-sided stability, we need to show that there is no blocking pair (m,n) or
(ms, n) that meets either of the following:

(m,n) /∈ µ | µ(m) ∈ N3 , n ∈ N1 ∪N3; (8.27)
(ms, n) /∈ µ | ms ∈Ms , n ∈ N2; (8.28)
(m,n) /∈ µ | µ(m) ∈ N1 , n ∈ N1 ∪N3. (8.29)

All SCs are S-stable once the algorithm terminates since, otherwise, the SC sets will be different
from those in previous matching which contradicts the termination condition.

From Theorem 8, we can see that no UE m having µ(m) ∈ N3 would make a blocking pair with
any RB n1 ∈ N1 or n3 ∈ N3 from another cluster, due to the S-stability of all clusters. In addition,
the matching of RBs n ∈ N3 belonging to SUE ms and UEs in Cms is done through the deferred
acceptance algorithm. Therefore, these players will not form a blocking pair. Consequently, there
is no blocking pair that satisfies (8.27).

In addition, the preferences of RBs n ∈ N2 become strictly fixed, once the S-stability is satisfied
at all clusters. Then, followed by the deferred acceptance algorithm, we ensure that the given
matching between SUEs and RBs n ∈ N2 is stable and there is no blocking pair that satisfies
(8.28).
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Finally, no RB n ∈ N3 makes a blocking pair with any m where µ(m) ∈ N1, due to the S-
stability of all clusters. Moreover, the matching of RBs n ∈ N1 and UEs m where µ(m) ∈ N1 is
followed by the deferred acceptance algorithm. Therefore, these players will not form a blocking
pair and there is no blocking pair that satisfies (8.29). Hence, the proposed SARA algorithm is
guaranteed to reach a two-sided stable matching for all D2D and cellular links.



Chapter 9

Conclusions

In this dissertation, we have addressed some of the challenging resource management problems for
next-generation wireless networks. Among these problems include: 1) Context-aware scheduling
of the user applications in presence of both mmW and sub-6 GHz frequency resources, 2) Finding
a cost-effective mmW backhaul solution in dense small cell networks, 3) Optimizing the mobility
management in future dense HetNets by leveraging the new capabilities of emerging cellular net-
works, such as mmW communications and caching, 4) Addressing the challenge of load balancing
in HetNets with both mmW and sub-6 GHz radio access technologies, 5) Designing a novel MAC
protocol to optimize the performance of WLANs by managing the traffic over both mmW and sub-
6 GHz unlicensed bands, and 6) Exploiting the social context information to reduce the backhaul
traffic in D2D-enabled small cell networks. Following, we present a summary of the research that
has been carried out in this dissertation.

9.1 Summary

9.1.1 Context-aware scheduling of joint millimeter wave and microwave re-
sources for dual-Mode base stations

Modern smartphones and tablets allow a user to simultaneously run multiple UAs, such as naviga-
tion, chat interfaces, or online games. However, each UA may belong to a variety of QoS classes,
depending on the required data rates and tolerable delay. To meet the QoS requirement per UA,
novel network protocols and scheduling algorithms are required that enable application decou-
pling, based on the QoS class, and manage network resources to maximize the number of satisfied
UAs. Such strict QoS provisioning can be achieved by exploiting the capability of emerging wire-
less SCNs to operate at both mmW and sub-6 GHz frequencies. However, the intermittent nature
of mmW links and other major differences in characteristics of communications over mmW and
µW bands make the joint mmW-µW resource management challenging.

157
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To address this problem, in Chapter 3, we have proposed a novel dual-mode scheduling frame-
work to enable cellular networks to jointly perform UA selection and scheduling over µW and
mmW bands. The proposed scheduling framework allows multiple UAs to run simultaneously on
each UE and utilizes a set of context information, including the CSI per UE, the delay tolerance
and required load per UA, and the uncertainty of mmW channels, to maximize the QoS per UA.
The dual-mode scheduling problem has been formulated as a min-UR optimization problem which
has been shown to be challenging to solve.

Consequently, a long-term scheduling framework, consisting of two stages, has been proposed.
Within this framework, first, the joint UA selection and scheduling over µW band has been formu-
lated as a one-to-many matching game between the µW resources and UAs. To solve this problem,
a novel scheduling algorithm has been proposed and shown to yield a two-sided stable resource
allocation. Second, over the mmW band, the joint context-aware UA selection and scheduling
problem has been formulated as a 0-1 Knapsack problem and a novel algorithm that builds on the
Q-learning algorithm was proposed to find a suitable mmW scheduling policy while adaptively
learning the UEs’ LoS probabilities.

Furthermore, we have shown that the proposed scheduling framework can find an effective
scheduling solution, over both µW and mmW, in polynomial time. Simulation results have shown
that, compared with conventional scheduling schemes, the proposed approach significantly in-
creases the number of satisfied UAs while improving the statistics of QoS violations and enhancing
the overall users’ quality-of-experience.

9.1.2 Inter-operator resource management for millimeter wave, multi-hop
backhaul networks

In Chapter 4, a novel framework has been proposed for optimizing the operation and performance
of a large-scale, multi-hop mmW backhaul within a wireless SCN that encompasses multiple
MNOs. The proposed framework has been shown to enable the SBSs to jointly decide on form-
ing the multi-hop, mmW links over backhaul infrastructure that belongs to multiple, independent
MNOs, while properly allocating resources across those links.

In this regard, the problem has been addressed using a novel framework based on matching
theory that was decomposed to two, highly inter-related stages: a multi-hop network formation
stage and a resource management stage. One unique feature of this framework was that it jointly
accounts for both wireless channel characteristics and economic factors during both network for-
mation and resource management. The multi-hop network formation stage has been formulated as
a one-to-many matching game which is solved using a novel algorithm, that builds on the so-called
deferred acceptance algorithm and was shown to yield a stable and Pareto optimal multi-hop mmW
backhaul network. Then, a one-to-many matching game has been formulated to enable proper re-
source allocation across the formed multi-hop network. This game was then shown to exhibit peer
effects and, as such, a novel algorithm has been developed to find a stable and optimal resource
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management solution that can properly cope with these peer effects.

Simulation results have shown that, with manageable complexity, the proposed framework yields
substantial gains, in terms of the average sum rate, reaching up to 27% and 54%, respectively,
compared to a non-cooperative scheme in which inter-operator sharing is not allowed and a random
allocation approach. The results also have shown that our framework improves the statistics of the
backhaul sum rate and provides insights on how to manage pricing and the cost of the cooperative
mmW backhaul network for the MNOs.

9.1.3 Enhanced mobility management in 5G networks

In Chapter 5, a novel approach for analyzing and managing mobility in joint µW-mmW networks
has been proposed. The proposed approach leverages device-level caching along with the capa-
bilities of dual-mode SBSs to minimize handover failures, reduce inter-frequency measurement
energy consumption, and provide seamless mobility in emerging dense heterogeneous networks.

First, fundamental results on the caching capabilities, including caching probability and cache
duration are derived for the proposed dual-mode network scenario. Second, the average achievable
rate of caching have been derived for mobile users. Moreover, the impact of caching on the number
of HOs, energy consumption, and the average HOF has been analyzed. Then, the proposed cache-
enabled mobility management problem was formulated as a dynamic matching game between
MUEs and SBSs. The goal of this game was to find a distributed handover mechanism that, under
network constraints on HOFs and limited cache sizes, allows each MUE to choose between: a)
executing an HO to a target SBS, b) being connected to the MBS, or c) perform a transparent HO
by using the cached content. The formulated matching game has inherently captured the dynamics
of the mobility management problem caused by HOFs. To solve this dynamic matching problem,
a novel algorithm has been proposed and its convergence to a two-sided dynamically stable HO
policy for MUEs and target SBSs has been proved.

Numerical results have corroborated the analytical derivations and shown that the proposed so-
lution will provides significant reductions in both the HOF and energy consumption of MUEs,
resulting in an enhanced mobility management for heterogeneous wireless networks with mmW
capabilities.

9.1.4 Downlink cell association and load balancing for joint millimeter wave-
microwave cellular networks

In Chapter 6, a novel cell association framework has been proposed that considers both the block-
age probability and the achievable rate to assign UEs to mmW-BSs or µW-BSs. The problem was
formulated as a one-to-many matching problem with minimum quota constraints for the BSs that
provides an efficient way to balance the load over the mmW and µW frequency bands.
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To solve the problem, a distributed algorithm has been proposed that is guaranteed to yield a
Pareto optimal and two-sided stable solution. Simulation results have shown that the proposed
matching with MMQ algorithm outperforms the conventional max-RSSI and max-SINR cell asso-
ciation schemes. In addition, it has been shown that the proposed MMQ algorithm can effectively
balance the number of UEs associated with the µW-BSs and mmW-BSs and achieve further gains,
in terms of the average sum rate.

9.1.5 Performance analysis of integrated sub-6 GHz-millimeter wave wire-
less local area networks

Millimeter wave communications at the 60 GHz unlicensed band is expected to boost the capacity
of WLANs. If properly integrated into legacy IEEE 802.11 standards, mmW communications can
offer substantial gains by offloading traffic from congested sub-6 GHz unlicensed bands to the 60
GHz mmW frequency band. In Chapter 7, a novel MAC protocol has been proposed to dynamically
manage the WLAN traffic over the unlicensed mmW and sub-6 GHz bands. The proposed protocol
leverages the capability of advanced multi-band STAs to perform FST to the mmW band, while
considering the intermittent channel at the 60 GHz band and the level of congestion observed over
the sub-6 GHz bands.

The performance of the proposed scheme has been analytically studied via a new Markov chain
model and the probability of transmissions over the mmW and sub-6 GHz bands, as well as the
aggregated saturation throughput have been derived. In addition, analytical results were validated
by simulation results. Simulation results have shown that the proposed integrated mmW-sub 6
GHz MAC protocol yields significant performance gains, in terms of maximizing the saturation
throughput and minimizing the delay experienced by the STAs. The results also have provided
insights on the tradeoffs between the achievable gains and the overhead introduced by the FST
procedure.

9.1.6 Leveraging social context information to optimize resource allocation
in D2D-enabled small cell networks

Chapter 8 has presented a novel approach for optimizing and managing resource allocation in
wireless SCNs with D2D communication. In particular, we have developed a novel resource man-
agement framework to address the following challenges: 1) How to extract the social context
information, 2) How to define social tie between a pair of users, based on the context information,
3) How to form D2D connections, based on the social ties, and 4) How to allocate the resources
to both BS-connected and D2D users. The proposed approach allows to jointly exploit both the
wireless and social context of wireless users for optimizing the overall allocation of resources and
improving traffic offload in SCNs.

This context-aware resource allocation problem has been formulated as a matching game in
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which UEs and RBs rank one another, based on utility functions that capture both wireless and
social metrics. Due to social inter-relations, this game has been shown to belong to a class of
matching games with peer effects. To solve this game, a novel, self-organizing algorithm has
been proposed, using which UEs and RBs can interact to decide on their desired allocation. The
proposed algorithm has then been proven to converge to a two-sided stable matching between UEs
and RBs. The properties of the resulting stable outcome have been studied and assessed.

Simulation results using real social data have shown that clustering of socially connected users
allows to offload a substantially larger amount of traffic than the conventional context-unaware
approach. These results have shown that exploiting social context has high practical relevance in
saving resources on the wireless links and on the backhaul.

In light of aforementioned contributions, next, we introduce some of the main directions to
extend the research carried out in this dissertation.

9.2 Open Problems

Future works can revolve around addressing the following important open problems:

• The proposed scheduling framework in Chapter 3 focuses on a single-cell scenario, and thus,
it does not consider inter-cell interference management required in a multi-cell environment.
It is interesting to study how dual-mode capability of BSs can be used to mitigate the inter-
cell interference. In addition, we have considered a TDMA scheme over the mmW band with
beamforming for a single user at a time. However, other schemes such as user clustering and
multi-user MIMO can be employed.

• Addressing different challenges of mmW network at PHY and Link layers, including: 1)
Adopting fast beam alignment techniques by proposing novel beam search algorithms based
on location information, 2) Reducing the coverage gap between data and control planes, and
3) Leveraging spatial diversity and adopting practical multi-user MIMO transmissions for
capacity improvements.

• Chapter 4 has considered a static pricing scheme in the resource allocation problem. This
topic can be studied further by finding a comprehensive economical model with dynamic
pricing policies, exploring other possibilities for cooperation among MNOs to reduce back-
haul costs, and extending the theoretical results on the performance-cost compromises of
backhaul solutions.

• The work presented in Chapter 5 can be studied in more details by considering the other
challenges of mobility management in small cells, such as the effect of channel fading,
Doppler effect (especially at mmW frequencies), and the impact of incomplete information
for the user trajectory.

• The performance of the proposed MAC protocol in Chapter 7 can be analyzed further under
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unsaturated and heterogeneous traffic scenarios. Moreover, the coexistence of the proposed
integrated mmW-µW WLAN with LTE-Unlicensed can be studied.

• In Chapter 8, the proposed resource management scheme assumes a static and orthogonal
partitioning of the available bandwidth to serve D2D and cellular links. This work can
be extended to dynamic resource allocation in which the spectrum partitioning may vary,
depending on the social tie strength among users.

• Extracting context information from dynamic settings of wireless networks is a challenging
task, due to the variations of wireless channel, mobility of users, and stochastic network load.
In spite of development of many applications for context information extraction, such as
Netvizz to extract social context data from Facebook, most of these applications are suitable
for offline tasks and cannot be used in online network optimization. In this regard, one can
develop applications, specifically designed for fast data extraction, while taking into account
the constraints of mobile users.
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