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LEAST-SQUARES FINITE ELEMENT APPROXIMATIONS
TO SOLUTIONS OF INTERFACE PROBLEMS*
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Abstract. A least-squares finite element method for second-order elliptic boundary value prob-
lems having interfaces due to discontinuous media properties is proposed and analyzed. Both Dirich-
let and Neumann boundary data are treated. The boundary value problems are recast into a first-
order formulation to which a suitable least-squares principle is applied. Among the advantages of
the method are that nonconforming, with respect to the interface, approximating subspaces may be
used. Moreover, the grids used on each side of an interface need not coincide along the interface.
Error estimates are derived that improve on other treatments of interface problems and a numerical
example is provided to illustrate the method and the analyses.
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1. Introduction. Least-squares finite element methods are the subject of much
current interest; a small sample of the recent literature is given by [1], [4], [5], [6],
[7], [8], [9], [10], [11], [12], [13], [14]. The obvious advantages of this class of methods
is that the discrete problems one must solve are symmetric and positive definite.
However, the practicality of these methods is still not fully documented due to a lack
of study of the behavior of the methods in the presence of “difficulties” arising from,
for example, the use of low-order piecewise polynomial spaces, the application of mixed
Dirichlet—Neumann boundary conditions, the discretization of nonconvex polygonal
domains, and the need to conserve some global quantity such as mass. Some of these
issues were addressed from a computational point of view in [12]. The purpose of this
paper is to address another difficulty by defining and analyzing a least-squares finite
element method for second-order elliptic equations with discontinuous coefficients;
more specifically, we consider interface problems.

One of the first finite element methods (not of least-squares type) treating inter-
face problems was proposed in [2], and a survey of finite element methods for such
problems can be found in [3]. In [1], a least-squares method for the interface problem
of Poisson equations is introduced after a general theory of the least-squares method
has been developed. The authors of [1] were well aware that proving error estimates
for the method is difficult, and therefore the weights they use in the terms related
to the interface conditions cannot be rigorously justified. In this paper, following the
approach of [8] and [13], we formulate the problem as a first-order system and then
apply least-squares principles to this system. The theory of [8] can also be applied
to the interface problem. However, the error estimate there requires that solutions
be sufficiently smooth, which may not be true for interface problems. Least-squares
finite element methods for interface problems are also considered in [15].
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To avoid global regularity requirements, we introduce two terms in the least-
squares functional that are related to the conditions on the interface. Our error
analysis shows that the method has nearly optimal order of accuracy with respect to
an appropriately defined norm. The weights used for these terms are justified by the
error estimate and are supported by our numerical experiments.

The paper is organized as follows. In the next section we introduce the problem
and some necessary notations. An existence and uniqueness theorem is stated. Then,
in section 3 we define and analyze the least-squares finite element method for the case
of Dirichlet boundary conditions. A coercive property for the least-squares functional
is proved and error estimates are obtained. In section 4 we extend the analyses to
problems with inhomogeneous Neumann boundary conditions. Finally, in section 5,
a computational example is presented.

In order to keep the exposition simple, our discussion is in the context of a single
interface separating two subdomains in each of which the coefficients of the partial
differential equations are “smooth.” However, our algorithms and results extend in
an obvious manner to problems with multiple interfaces and domains, so long as the
assumed regularity results within the subdomains separated by the interfaces remain
valid. In particular, we will assume that each of the subdomains has a “smooth”
boundary or, in the very special situations for which this can be arranged, each has a
convex boundary.

2. Statement of the problem. Assume that 2 is an open bounded domain in
R", n = 2 or 3, with smooth boundary. €, and , are two open subsets of Q such
that ﬁ = ﬁl Uﬁg, Ql OQQ = @ Let FO = 8Q, I' = ﬁl QQQ, Fl = 890@1, and
Iy = 002N Qy. Here, T is referred to as the interface. Throughout, we assume that
the subdomains 7 and Q5 both have smooth (or in very special situtations, convex)
boundaries. Smooth boundaries can occur, for example, if Q; C 2, Q5 = Q —Q4, and
Q4 has a smooth boundary. Convex subdomains result, for example, if one subdivides
a rectangle into smaller rectangles.

Consider the following elliptic boundary value problem on :

(2.1) —div (A, Vu;)+cu; = f; inQy, i=1,2,

F,;:()a i:1727

(2.3) U1|F = U2|1" ; and (Al V’U,l . 1’11)|F + (A2 VUQ . 1’12)|F = 0,

where ¢; > ¢ > 0 and 4; = (a};), i = 1, 2, and [,k = 1,...,n, are n X n positive
definite matrices so that, if )\;, j=1,...,n, denote the eigenvalues of A;, then there
exist two constants C, and Cj such that

O<Cag)\;§0ba i:1525j217"'an'

The cases for which ¢; = 0 and/or ¢ = 0 may also be treated at the expense of
greatly complicating the analyses. The constants appearing in our estimates will, in
general, depend on C, and C} and, in particular, on the ratio C;/C,. In (2.3), n;
denotes the unit outer normal vector on €;, i = 1, 2.

For k > 0, we denote by H*(D) the standard Sobolev space consisting of functions
defined over the domain D and having square integrable derivatives of order up to
k. For negative values of k, these spaces are also defined in the usual manner as
appropriate dual spaces. In particular, H (D) is the dual space of H}(D), where the
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latter is the space of functions having one square integrable derivative with respect to
D and that vanish on the boundary of that domain. Also, H*(D) = (H*(D))" denotes
the space of vector-valued functions, each of whose components belongs to H*(D).
The standard Sobolev norm for functions belonging to H*(D) and H*(D) = (H* (D))"
is denoted by || - ||x,p-

For k£ > 0, define the Banach spaces

H* Q) = {u= (u1,u2) | w=ulo, € H*(Q;), i=1,2}

with norm [|ufllx = [[u1llk,e, + [[uzllk,q. and
Vk(Q) :{V: (Vl,Vg) | Vi:V|Qi EHk(Qi)7 1= 1,2}

with norm |||v]|x = [|Villk.0. + [[V2llk.0.- We may extend these definitions to k = —1;
for example,

H Q) ={u=(u,u) | wi=u

Q; € HI:}(Ql)a L= 172}7
where Hlfl(QZ) denotes the dual space of Hf (€;) = {u € H'(Q)|u = 0 on I';},
i = 1,2. Note that, generally,.Hk(Q) ¢ H*(Q) and V¥(Q) ¢ V*(Q). In particular,
we will work with the space H'(f2), which is generally not a subspace of H'(Q), so
that approximations for {u | ulo, = u;, ¢ = 1,2} will be nonconforming in the sense
that these approximations need not belong to H'(2).

Let
(2.4) H=HYQ), V=VYQ), and Hy={uecH | ulr, =0}.
Along the interface T', let [u]r = u1 —ug and [v-njr = v; -n; + v - ny. Let
(2.5) HIT,Q)={ue H | [ulr=0}, Hy(T,Q)=H(I,Q)NHy,
and
(2.6) VI,Q)={veV | [v-nr=0}.
Note that H(T',Q) C H*(). Also, define the Hilbert spaces

V(diV, Ql) = {V S LQ(Q,L) = (LQ(QZ))n | divv € LQ(Q»L)}

with norm [|v(laiv,0; = [|V[lo,e; + [ldiv v]lo,e, and

V(div) = {v = (v1,v2) | v; € V(div, )}

with norm [[vllaw = [V llaiv.00 + [Vllaiv.0s-

Concerning the problem (2.1)—(2.3), we have the following result.

THEOREM 2.1. Assume, for k > 1, that f € Hk*Q(Q), agj € H*(Q,), i = 1,2,
l,j=1,...,n, and ¢; € H*(Q;) for i = 1,2. Then, there exists a unique solution
ue HH(Q) for (2.1)-(2.3).

Proof. See [16]. O
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3. Least-squares finite element approximations. We rewrite (2.1)-(2.3) as
a system of first-order differential equations:

(31) —div (Vz) + cu; = f in Qz s 1= 1, 2,
(3.2) Aqul —V; = 0 in Qz s 1= 1, 2,
(3.3) ulp, =0, [ulr =0, and [v.n]r=0.

We introduce subspaces H" C Hy and V" C V parameterized by h, usually chosen
to be some measure of the grid size such as the largest diameter of the triangles in a
triangulation of Q. Note that H" need not be a subset of H'(£2) so that in this sense
our method is nonconforming.

We assume that the subspaces H” and V" possess the approximation properties

mthufuthQ <O Mullsq, YueH(Q), v e H"  i=1,2
un€H

and

inf ||v—v"rq, < TF|V]sa, VveVIQ),vieVt i=12,
vhevh . B

where 0 < k < s. As a result, we have that

(3.4) ing) llu—unlle < CR¥|ulls Y ue HY(Q), " € H
upeH™
and
(3.5) }m{ﬂ v = vk <h7¥|v]ls ¥V veVviQ), vh e V!,
Le g3

where 0 < k < s. We also assume that the following inverse inequality holds in H":
there exists a constant C' such that for u" = (uf,u%) € H",

C

h h h
(3.6) Juf —usllij2r < h1/2Hu1 -
Note that if the restrictions to I' of the approximating spaces in ; and €5 coincide,
then the inverse property (3.6) is simply the inverse property in the usual sense.

3.1. The least-squares functional. We define a functional on Hy x V as fol-
lows. For u € Hy and v € V|, let

2
T, v; £) => (| = divvi + ciu; — fII§ + [ Ai Vi — vi|3)
=1

1 2 1 2
+W/F[U]Fdr+hel /F[V~n]1—\dl—‘,

where f € H°(Q) and €y, e; > 0. Note that if u € Hy([',Q) and v € V(I',Q), then
the last two terms in (3.7) vanish. Also, note that if v and v satisfy (3.1)—(3.3), then
J(u,v; f) = 0.

The functional J(-,-; -) satisfies the following coercivity property.

(3.7)
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PROPOSITION 3.1. Let uj, = (uft,ub) € H", vh = (vI,vh) € VI u = (uy,u9) €
Hy(T,Q), and v = (v1,va) € V(I',Q). Then, for h sufficiently small, there exists a
constant C' > 0 independent of h such that
(3.8) T —u"v=v"0)>C ([lu—u"|+ v - v"Z) -

Proof. Let

2
~ 1 _1
Tu,v) =Y (Il = e Pdivvi + ¢ will§ + |47 Vus = A7 villf)

i=1

1 1
+m/r[u]%df+ e /F[v-n]%dr.

It is easy to see that J(-,-;0) and j(7 -) are equivalent, i.e., that there exist two
positive constants C'; and Cs such that

C1J (u,v;0) < j(u,v) < CoJ(u,v;0)
for all w € H and v € V. Thus, it suffices to prove that
Tlu—u, v =v") > C (lju—uIF +lIv = v"lI3)
for some constant C' > 0. Now, since u € Ho(T',§2) and v € V(TI', ), we have that
j(u—uh, v —vh)
2
= 31— i (v - v + s — )
i=1
+ 1 |ult — ub|? dl + ! (v —=vh).n)2dr
h1+50 r 1 2 hel r 1 2 :
Integrating by parts, one obtains, for ¢ = 1,2,

| = e 2div (vi = vE) + e (u — al) |2+ A2V (s — ult) = A7 (v = V)2

7 i

1AV ;= lt) = AT v = v)I)

= lle; 2 div (vi = VI 2+ lle) P (ui — ul) |2 =2 [ div(vi — V) (u; — ul) dO

%

i

Q
AT (s = )+ 14720 = VIR =2 V(s = ) (vi = v a9
Qi

—-1/2 5. 1/2 1/2
= |l V2 div (vi — V)2 + ller? (us — )12+ A7V (ui — )3

%

AT (v — v - 2 / (s — ul')(vi — v") - ndl .

7

Hence, for some constant C3 > 0,

T (u—u",v —v")

2
>G5 ) (ldiv (ve = VIS + llus = uf g + IV (ws —uf)II3 + [[vi = vE5)
i=1
+ 2/(u1 —uM)(vy —vP) -ndl — 2/(u2 —ul)(vy —vl) -ndl
r r

1 h h\2 1 / h h 2
+ dl’ + vy vo)-n dal’.
hlteo ,/]"(ul U’Q) he T (( 1 2) )
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By the definition of Hy(T',€2) and V(T ), trace theorems, and the inverse property
(3.6) on H", we have, for some constant Cy > 0,

[ = vs vy mar = [ s = v —v§>-ndr\

/(u}f — ug)(vl — v?) -ndl’ + /(ug — ug)(v? —VQ) -ndl
r r

h h h h h h
< lut = wgllyzrll(vi = vi) -0l _1j2p + lluz = uzflor[[(vi = va) - nflo,r

1 1
< O (el = v + ol = il + FlvE = vEIB+ ellu = o)

Hence,

T(u—u",v=v") = (Cs = Cae) (lu = u"[If + [Iv = v"I3)

1 20 L 1 20, W a2
+(h1+eo_h6>/r|u1—ug| dl’ + e e F((Vl—v2)~n) dr.

We first choose € small enough so that C's — Cye > 0. Then, for this fixed €, we choose
ho sufficiently small so that 2C4hi® < € and 2C4hy' < e. Thus, for 0 < h < hg, we
have that

Flu—u"v=v") > Clu— 3+ |lv =v"3,). O

Proposition 3.1 shows a certain coercive property about the functional [J. If
we choose © = 0 and v = 0 in (3.8), then we see that the coercive property is
true on the finite-dimensional subspace H" x V" of H x V, ie., J(u", v";0) >
C(|lu™||? + thH%I(div)) for (u”,vh) € H" x V*. However, this does not hold for all
elements of H x V. Neverthless, Proposition 3.1 suffices for us to obtain an error
estimate for the least-squares finite element approximations of the solution of (3.1)—
(3.3).

3.2. Finite element approximations. We define (u”, v/) to be the solution

of the following problem:

(3.9) Ji V)= min _ J@" v f).

up€HM vheVh

We then have the following error estimate.

THEOREM 3.2. Let s > 0. Assume that the solution (u,v) of (3.1)—(3.3) satisfies
u € HPH(Q) N Hy(T,Q) and v € VSTHQ) N V(T,Q). Then, for h sufficiently small
and for 0 < e; < 1 and any 6 > eg > 0, there exists a constant C > 0 such that

(3.10) llw = w2l + llv = vEllaiw < CR* = (llullss1 + [Ivillss1) -

Proof. By the approximation properties (3.4) and (3.5), there exist #" € H" and
vh € V" such that

(3.11) llw — @™l < Ch*[lullssa
and

(3.12) v = %"l < Ch*[[v]ls41 -
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By Proposition 3.1 and the definition of u” and v,

llu—u2I + [lv = V23 < CT(u—ul,v — v 0)
= Cj(uiViLQ f) < C’J(ﬂhﬁh; fl=CT(u—- ah7v _ Qh;0>
(3:13) < flu— @12 + v — 913,

1 ~h _ ~h\2 1 / oh ohy )2
—_ - dr - dr.
T e /F(Ul uy)”dl' + e )y (1 = ¥3)n)

Using trace theorems, we have that

1 o~ 1 ~h A
1

~h ~h
= v [[@ =+ =R

+ 0

(3.14) < hl% (/F@’f _u)2dr + /F(ag - u)2dr)
+ h2€1 (/F (¥} —v)-n)2 al]."—i—/F (v —v)-n)2 dl")

1 . 1 N
< ml\lu —u L|||?1/2)(1+25760) + EMV -V L|||§_%1

1 ~ ~
/ ((Vil —v1+ vy —vh)~n)2 dr
r

399

1 c
< B2l + R VIE < CRPCT O (ully + (VI3

for h sufficiently small. Combining (3.11)—(3.14) yields (3.10). |

Remark. The conclusion of Theorem 3.2 is also valid for problems with homoge-
neous Newmann boundary conditions and mixed homogeneous boundary conditions.
Remark. Theorem 3.2 is a generalization of Theorem 5.1 of [8]. We merely require
that u € H*t1(Q) and v € V5T1(Q), i.e., regularity within each subdomain and not
across interfaces. Furthermore, we allow for the use of nonconforming elements in the

sense that the finite element functions u" € H" need not belong to H'().

4. Inhomogeneous Neumann boundary conditions. We now consider prob-
lem (3.1) with the homogeneous Dirchlet boundary condition replaced by an inhomo-

geneous Neumann boundary condition; i.e., we consider the problem

(41) —div (Vz) +ciu; = f in Qi, L= ].7 27
(42) AZvVui —V; = 0 in Qi7 1= 1,2,
(4.3) v-n|r, =g, [ulr =0, and [v-n]r=0.

Define the functional K(u,v; f,g) on H x V as follows. Foru € H and v € V,

2
K(u,vif,g) =Y (I = div(va) + cui = fII§ + |4V = v43)
(4.4) i=1
1

1 1
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First we prove a coercivity property for C; the result and its proof are similar to
that of Proposition 3.1. Let H* ¢ H and V" C V be finite-dimensional subspaces
satisfying the approximation properties (3.4) and (3.5).

PROPOSITION 4.1. Let (u",vh) € H" x VP with u = (u,ul) and v = (v, v})
and (u,v) € H(T,Q) x V(I',Q) with u = (u1,u2) and v.= (vi,v2). Then, for h
sufficiently small, there is a constant C > 0 independent of h such that

K(u—u",v—v"0,0) > C(llu—u"IF + llv - v*[IF) -

Proof. Define

2
> —-1/2 5. 1/2 1/2 —1/2
K(u,v) =3 "( = ¢ V2div (vi) + ¢} 2uill3 + | A} > Vu; — A7 v
(4.5) i=1
1 2.dr 1 2.dr 1 2dr
+W F[U]F +H F[V-n]r + h52 FO(V~I‘[) .

It is easy to see that K(+;0,0) and IE() are equivalent, i.e., that there exist two positive
constants C7 and Cy such that

C1K(u, v;0,0) < K(u, v) < C2K(u, v;0,0)

for all w € H and v € V. Thus, it suffices to prove that

~

Ku—u",v =v") > Cllu = "I + v = v" )

for some constant C' > 0 and all w € H(T',Q2) and v € V(T',2). Now, by the definition
of H(T',Q) and V(T',Q2),

=0 = ¢ Pdiv (vi = vE) + P (s = ul) B+ APV (g — ) — ATV (v = vE)[2)

K2

1 1
e /F|u}f —ub)?dl + e /F((v’f —vh)-n)?dr + e /F (v-n—v".n)%dl.
0
Integrating by parts, one has

l—c; 2 div (vi — v + ¢ (ui — ul) |2+ | ATV (wg — ult) — A7V (v — I3

% %

= e 2div (v = VI + e (s — w2 [ div(v = v s~ ul) a0
Q;

+ A2V (s — w3 + 1A (vi = VIR - 2/ V(ui —uft) - (vi = v{) dQ
Q;
= |ldiv (vi = VI + s — w13 + | A7V (s — )3

AT (v — V)2 - 2 / (u — u) (v — v*) - ndT
I

+2/F (u —u")(v —v") -ndr.
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Hence,
K(u—ul, v —v"
2
>C (IIdiv (vi = VOIS + llws — w 1§ + 11V (us — w)I[S + v — vIII5)
i=1
+ 2/(u1 — u?)(vl —V?) -ndl — 2/(1@ — ug)(vQ — Vg) -ndl
(4.6) r r
1
0
1 1
+ /((v?—v?)-n)QdI‘—l— /(v~n—vh-n)2dl"
h61 r h52 T'o
=I+IT+III+1V,
where

2
1=CY (ldiv (vi = V)5 + llui = w I + 1V (u = wn)[§ + vs = vIII3),
i=1

171 =2 </F(u1 —ul) (v, fv}f)onde/F(uQ —ul)(vy v§)~ndF> ,
I11 =2 /Fo(u —uM)(v —v") - ndrl,

— 1 h h\2

1 1
+ /((v?—v?)-n)QdI‘—l— /(v~n—vh-n)2dl".
her e Jr,

By the proof of Theorem 3.1 we have that for € > 0,
1 1
h h_ . h h h
1] < Cellv = vl + 5 llut = uzll§e + Zlvi = val5r + ellu —unll?
Using the Schwartz inequality we have that

11| =2

1
/ (u —u™)(v-n—v".n) dF' < €3 / (u—u™)?dl'+— [ (vn—v"n)?dl
To o €3 Jrg

for e3 > 0. Hence

Rlu—ut,v=v") > (C1 = e—ea)[lu—u" || + (C2 — )|V = v" |3,

1 1 h_ |2 11 h_ ohy. )2
+<h1+eo_h€>/r|u1_u2 dr"'(h(l_e)/r((Vl—VQ)-n) dr’
+ L 1 / (v-n—v".n)%dl

h€2 €3 To °

We first choose € and €3 small enough so that C; — € — €3 > 0. Then, for this fixed e,
we let hgy be sufficiently small so that h(1)+6° < he, hi' < €, and hi? < eg. Thus, for
0 > h > hg, we obtain

Ku—u",v=v") > C (lu—u"F + v —v"lZ) -

The proof is complete. ]
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Assume that (u”, v?) is the solution of the following problem:

K viif,g)=  min K", v"fg).

uheHh vhevh
We have the following error estimate.
THEOREM 4.2. Let s > 0. Assume that the solutions u and v of (4.1)—(4.3) satisfy

uwe HPY(Q) and v € VSTY(Q). Then, for h sufficiently small and for 0 < e, 3 < 1,
and any 6 > e¢g > 0, there exists a constant C > 0 such that

h h -6
(4.7) e = willly + v = vicllaw < CA*2(lullser + lIVIlse1) -

Proof. By the approximation properties (3.4) and (3.5), there exist u" € H" and
vh € V" such that

llu—a" [l < Ch*|lulls+1
and
v = %"l < CR*[Iv]lls41 -
By Proposition 4.1 and the definition of v and v” we have that

llw = |3 + llv = V23
< OK(u—ul,v —vE;0,0) = CK(u, v f,9)
< CK(@", %" f,9) = CK(u —a",v —9";0,0)

~ 1 o~
<l = G + v~ 9" + o [ (@ - )P ar

1 Sh Sh 1
g e g [

From the proof of Theorem 3.2, we have that

(¥" —=v) -n)%dr.

1 3N Iy

s+5L s—
h2 TNV < CRPETO (e + IIVIEL) -

(4.9)

hQS 26
e~

Using trace theorems we have that

1 ~ 1 o
T (v-n—9".n)%dl Sh v —v"I3
(4.10)
s+2 s
*h52 h2( T )|||V|Hs+1 Ch? |||VH|3+1

for h sufficiently small. Substituting (4.9) and (4.10) into (4.8), we obtain (4.7). d
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a; =10 r a,=05
¢ =10 =10

Q Q,

F1G. 1. Interface problem used in computational example.

5. Numerical results. In this section we report the results of computations
which illustrate our method and error analysis. We take for the domain the rectangle
Q = (0,2) x (0,1). The interface occurs at z = 1 so that ©; = (0,1) x (0,1) and
Qy =(1,2) x (0,1). In (2.1)-(2.3), A; = diag (a;,a;) with a3 = 1 and a2 = 1/2 and
c1 = co = 1; see Figure 1.

For the exact solution, we choose

Ul(xa y) - Sin(ﬂx) Sin(’”y)a (x,y) € = (07 1) X (07 1)
and
ug(x,y) = —sin(27x) sin(wy), (z,y) € Q2 =(1,2) x (0,1).

The right-hand sides f; and fy in (2.1) are then determined from this choice for
(A1, ¢1,u1) and (Asg, c2,us2), respectively. Note that the global solution merely belongs
to H'(Q). We choose ¢y = 2/3 and ¢; = 3/4 in the functional (3.4).

Standard techniques of the calculus of variations may be used to deduce that any
solution (u’, v%) of (3.8) necessarily satisfies the variational problem: find (u?,v") €
H" x V" such that

(5.1) B((ul,v]), (@",v") = F(@",v")) v (", v") e H x VI,
where, for uh = (ull,ub), v = (v, vh), ah = (@b, ah), vh = (¥}, vh), we have
B((uh7vh)7(ﬂh,5h))
2
i=1

=Y ((div (VE) + ciug, div (V0) + ciul), + (AVul — v, A;val - vgl)ﬂy_)
1

h 1 h h Sh _Gh

b (W )+ o (V- vE) o, (9 9 ),

and

2

F(@",v") => (fi, —div(¥}) + ul)g, .

i=1

Here, (-,-)q, and (-,-)r denote the L?(©;) and L*(T') inner products, respectively.
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L2 error for u L2 error of V=(v,w)

25 2 8s 1

15 15 2
H1 error of u L2 error for div(V)

05

ab

-15F

0.5 i 115 ‘2 2.‘5 3 .0.5 f‘l 1.‘5 ‘2 2‘5 3
F1G. 2. Negative of logarithm of error vs. —log(h).

TABLE 1
Rates of convergence.

Function | L? error | H! error
u 3.315 1.837
v 2.321 1.214
w 2.138 1.038
divv 1.898 —

For our numerical results, globally continuous piecewise quadratic finite element
functions based on uniform triangulations of €;, i = 1,2, were used for all unknowns,
i.e., u! and the components of v, i = 1,2. The nodes of the triangulations of
and 2, coincide on the interface I'. Hence, we expect that convergence rates will be
determined according to (3.9) with s = 3.

Figure 2 displays the Lo error of the approximate solutions for v = (uq,us),
v = (A1Vuy, AsVus), the error of u in the H' seminorm, and the Ly norm error
of divv. In Table 1, we list the rates of convergence estimated by linear regression.
These convergence rates match our error estimates in section 3.

Remark. From Table 1, we see that the L? error in the approximation to u is one
order higher than that for its derivative.

Remark. As shown in [9] and [13], if ||curlv||? is added to the standard least-
squares functional, then the optimal error estimate in the H'-norm for v may be
achieved. Also, the error for v in the L? norm of is one order higher. Our numerical
experience (see Figure 3) indicates that if we add |curlv||? to the functional (3.4),
then the H' error in the approximation v is seemingly better, but the L? error is not
improved.



Downloaded 05/27/14 to 128.173.125.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

LEAST-SQUARES METHODS FOR INTERFACE PROBLEMS 405

L2 error for V,noncurl/curl H1 error for V, noncurl/curl

F1G. 3. Negative of logrithm of error vs. —log(h). Solid line: without curl term in functional;
dashed line: with curl term in functional.
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