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FOREWORD 

This 56th annual yearbook of the Council on Technology Teacher Education continues 
the yearbook series' uninterrupted tradition of scholarly excellence and promotion of dis­
course in technology teacher education. In this time of globalization and technological change, 
we are fortunate to have such a forum in these yearbooks to bring to the fore the kinds of 
thinking and innovation that have kept our Council strong and vibrant. This year is no excep­
tion. Not since 1967 have theselearbooks provided serious and in-depth consideration of the 
topic of assessment in our fiel . The tasks of determining what students know by reasoning 
from evidence; evaluating the effectiveness of educational programs; and coming to under­
stand the cohesion between instruction, curriculum, and assessment represent some of the 
hardest tasks educators face. Yet we must never shy away from these grand challenges. The 
Council on Technology Teacher Education wishes to thank and congratulate the co-editors of 
the 56th yearbook, Dr. Marie Hoepfl and Dr. Michael Lindstrom, for their collective work on 
assembling this timely yearbook. 

Assessments of learning in technology education can provide much-needed informa­
tion to help educators, policy makers, students, and parents make decisions. This yearbook 
is well-timed in providing our field with critical insight into aligning assessment in technol­
ogy education with purpose. The yearbook editors and chapter authors have given careful 
attention to helping us build an understanding of the diverse approaches to assessment in 
technology education. The discussion begins with a thorough overview of aligning assess­
ment with purpose and the varied perspectives on assessing technological literacy. Careful 
consideration of assessment design provides a solid grounding for the reader. From classical 
test theory to alternative and adaptive assessment designs, the chapter authors provide a 
good foundation from which to weigh, analyze, and evaluate assessment methodologies. In­
depth discussion of large-scale assessment helps the technology educator appreciate the 
importance and synergy necessary to align curriculum and assessment, while at the same 
time highlighting the role of accountability in many educational systems. Large-scale assess­
ment is not without peril, and the chapter authors have provided superb insight into devel­
oping large-scale assessment of technological literacy. 

Assessment of student learning is not an insular enterprise. The chapter authors aid the 
reader in understanding the nature and scope of assessment in other areas, such as design and 
technology in the United Kingdom, science, mathematics, and trade and industrial educa­
tion. The yearbook concludes with a comprehensive chapter on assessment of teachers and 
programs. 

The editors and chapter authors are to be commended for their detailed treatment of the 
topic of assessment in technology education. We are grateful for their commitment to 
expanding our perspectives and provoking thought and conversation about the importance 
of assessment. On behalf of the Council and the Yearbook Committee, we are honored to pre­
sent this yearbook to the profession. The Council is grateful to have Glencoe/McGraw-Hill as 
our partner in the yearbook series. Its shared commitment to technology teacher education 
has made a significant contribution to the field and is truly appreciated. Finally, I join with 
the Council membership once again in thanking every editor and chapter author who has 
contributed to this remarkable series of scholarly works since 1952. 

Michael A. De Miranda 
President, CTTE 

March 2007 

__ iii 



YEARBOOK PLANNING COMMITTEE 

Terms Expiring in 2007 
Rodney 1. Custer, Chairperson 

Illinois State University 
Michael A. De Miranda 

Colorado State University 
G. Eugene Martin 

Texas State University, San Marcos 

Terms Expiring in 2008 
Kurt R. Helgeson 

St. Cloud State University 
Linda Rae Markert 

State University of New York at Oswego 

Terms Expiring in 2009 
Roger B. Hill 

The University of Georgia 
Doug Wagner 

Manatee School District, Bradenton, Florida 

Terms Expiring in 2010 
Mark Sanders 

Virginia Polytechnic Institute and State University 
William 1. Havice 

Clemson University 

Terms Expiring in 2011 
Phillip Reed 

Old Dominion University 
Brian McAlister 

University of Wisconsin -Stout 

- iv 



OFFICERS OF THE COUNCIL 

President 
Michael A. De Miranda 

Colorado State University 
School of Education 
Fort Collins, CO 80523-1584 

Vice President 
Marie Hoepfl 

Appalachian State University 
Department of Technology 
Boone, NC 28608 

Secretary 
Michael K. Daugherty 

Technology Education 
University of Arkansas 
107 Graduate Education 
Fayetteville, AR 72701 

Treasurer 
Brian McAlister 

University of Wisconsin -Stout 
Department of Communication, Education & Training 
Menomonie, WI 54751-0790 

Past President 
Rodney L. Custer 

Illinois State University 
Associate Vice President for Research and Graduate Programs 
Normal, IL 61790-4040 

v _ 



YEARBOOK PROPOSALS 

Each year at the ITEA International Conference, the CTTE Yearbook Committee reviews the progress of 
yearbooks to prepare and evaluate proposals for additional yearbooks. Any member is welcome to submit a 
yearbook proposal, which should be written in sufficient detail for the committee to understand the proposed 
substance and format. Fifteen copies of the proposal should be sent to the committee chairperson by February 1 
of the year in which the conference is to be held. Below are the criteria employed by the committee in making 
yearbook selections. 

CTTE Yearbook Committee 
CTTe Yearbook Guidelines 
A. Purpose 

The CTTE Yearbook Series is intended as a vehicle for communicating major topics or issues related to 
technology teacher education in a structured, formal series that does not duplicate commercial textbook 
publishing activities. 

B. Yearbook Topic Selection Criteria 
An appropriate yearbook topic should 

1. make a direct contribution to the understanding and improvement of technology teacher education. 
2. add to the accumulated body of knowledge of technology teacher education and to the field of tech­

nology education. 
3. not duplicate publishing activities of other professional groups. 
4. provide a balanced view of the theme and not promote a single individual's or institution's philoso­

phy or practices. 
5. actively seek to upgrade and modernize professional practice in technology teacher education. 
6. lend itself to team authorship as opposed to single authorship. 

Proper yearbook themes related to technology teacher education may also be structured to 
1. discuss and critique points of view that have gained a degree of acceptance by the profession. 
2. raise controversial questions in an effort to obtain a national hearing. 
3. consider and evaluate a variety of seemingly conflicting trends and statements emanating from 

several sources. 

C. The Yearbook Proposal 
1. The yearbook proposal should provide adequate detail for the Yearbook Committee to evaluate its 

merits. 
2. The yearbook proposal includes the following elements: 

a) Defines and describes the topic of the yearbook 
b) Identifies the theme and describes the rationale for the theme 
c) Identifies the need for the yearbook and the potential audience or audiences 
d) Explains how the yearbook will advance the technology teacher education profession and tech­

nology education in general 
e) Diagrams symbolically the intent of the yearbook 
f) Provides an outline of the yearbook, which includes 

i) a table of contents 
ii) a brief description of the content or purpose of each chapter 

iii) at least a three-level outline for each chapter 
iv) identification of chapter authors(s) and backup authors 
v) an estimated number of pages for each yearbook chapter 

vi) an estimated number of pages for the yearbook (not to exceed 250 pages) 
g) Provides a timeline for completing the yearbook 

It is understood that each author of a yearbook chapter will sign a CTTE Editor/Author Agreement and 
comply with the Agreement. Additional information on yearbook proposals is found on the CTTE Web site at 
www.ctteonline.org. 
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PREFACE 

Assessments provide the data from which evaluations of student progress are 
derived. They produce the evidence demonstrating whether educational goals have 
been met. Assessment is a critical attribute of educational accountability and 
defines what is ultimately valued within a course or program. We believe, therefore, 
that it is only appropriate for a CTTE yearbook to purposefully address assessment 
within the context of technology education. 

We have attempted to identify and include the essence of quality assessment 
practices commonly found in educational domains and view them through the 
lens of a technology educator. Expertise in these areas was sought from within the 
ranks of technology educators where possible, and every attempt was made to 
frame examples from the perspective of technology education programs and class­
rooms. We hope the result is a text that holds true to best educational assessment 
practices and at the same time is customized for direct application within technol­
ogy education programs. 

We have also tried to stay true to the ITEA vision of assessment found within 
the Standards for Technological Literacy: Content for the Study of Technology and the 
compendium document Advancing Excellence in Technological Literacy: Student 
Assessment, Professional Development and Program Standards. 

Finally, we are grateful to have had the opportunity to contribute to a profes­
sion in which we so strongly believe. It has been an extraordinary opportunity to 
review and assemble the thoughts from a number of respected authors. In spite of 
the hard work involved, it has been a pleasure to be associated with 
Glencoe/McGraw-Hill, the Yearbook Committee, the authors, and the process of 
this yearbook. 

56th Yearbook Editors 
Marie Hoeptl 

Michael R. Lindstrom 
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Aligning Assessment with 
Purpose: When, What, and 
How to Assess 

Marie Hoepfl 
Appalachian State University 

Michael R. Lindstrom 
Anoka-Hennepin Schools 

INTRODUCTION 

Chapter 

I 

Assessment is a fundamental part of the education process, yet its use­
fulness has been undermined by two influences. First, many educators 
view educational measurement as a specialized activity that is difficult to 
understand and, therefore, as something that should be carried out by 
assessment experts. Second, the appropriation of assessment as the key 
component of the so-called accountability movement in schools has, in 
many cases, meant that assessments are "educationally destructive" rather 
than "instructionally illuminating" (Popham, 2001, p. 27). 

The editors of the 56th Council on Technology Teacher Education 
yearbook have attempted to create a guide to producing instructionally 
illuminating assessments for technology education. Although a plethora of 
assessment resources exists for educators, few are specifically focused on 
the unique aspects of the technology education classroom. This book is 
intended to fill that gap, by customizing the topic of assessment for tech­
nology education instructors and programs, at both the K-12 and post­
secondary levels. Administrators of technology education programs and 
preservice technology teachers will also find topics in many of the chapters 
that are appropriate for their needs. 

PURPOSE OFTHEYEARBOOK 
The purpose of the 2007 CTTE yearbook is to select and summarize 

the aspects of assessment that are most critical and most applicable to 
technology education programs. While it cannot be considered the 
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"unabridged" version of technology education assessment, we hope that 
this yearbook captures the key issues and provides useful references for 
those interested in further study on any of these assessment topics. 

Any book focused on a common theme that incorporates the work of 
more than a dozen authors will present editorial challenges. These chal­
lenges include achieving a common style, linking the chapter topics in a 
meaningful way, and eliminating redundancy. Although we sought to 
address these challenges, we also realized that end users of CTTE year­
books frequently use single chapters in isolation from the remainder of the 
text. With this in mind, we eliminated redundancy where possible, while at 
the same time maintaining sufficient overlap of topics to allow chapters to 
stand alone. 

OVERVIEW OF CONTRIBUTORS AND 
CHAPTERS 

As this yearbook was being envisioned, we worked to identify the 
assessment topics with greatest potential for positively impacting technol­
ogy education teachers and programs. Next, authors with expertise in each 
topic were sought, and the topics were assembled into individual chapters 
and sections. 

Section 1 provides an overview of assessment in technology educa­
tion. We attempt to outline the major themes within technology education 
assessment, and then discuss several issues that must be considered to 
maximize the benefits of assessment. Custer and Pearson provide a more 
broad-based look at assessing technological literacy, based on their work at 
the National Academies that has resulted in the recent publication of the 
book Tech Tally (National Academy of Engineering and National Research 
Council, 2006). 

Section 2 focuses on the design of assessments and includes several 
how-to chapters detailing design considerations for a variety of assessment 
tools. For example, Haynie describes strategies for creating traditional 
classroom assessment tools (tests and quizzes) and provides a number of 
examples to illustrate how these strategies are applied in the technology 
education classroom. Hoepfl gives a similar treatment to the design of 
alternative assessment tools. Cardon examines some of the issues sur­
rounding assessment of students with disabilities in technology education. 
Lindstrom looks at assessment more from the district perspective by 
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describing methods of dealing with data sets and for drawing conclusions 
from data. Finally, Berrett and Shumway describe ways of communicating 
and using the results of assessments. 

Section 3 looks at large-scale assessments and provides case studies of 
two educational settings where large-scale assessments of technology edu­
cation have been adopted. Welfare and Shown describe the assessment sys­
tem adopted in North Carolina, including how the assessments are 
structured, how the data are used, and how the assessment system has 
evolved since its inception. Kimbell details the process of developing a 
large-scale performance assessment of design and technology in the 
United Kingdom. Petrina and Guo discuss the challenges inherent in 
developing large-scale assessments and essentially issue a challenge to the 
technology education community. 

In Section 4, the authors focus our attention on assessment in other 
fields of study. Ruiz-Primo describes her and her colleagues' work on 
assessment in science and mathematics, and shares mechanisms for sys­
tematically thinking about, and measuring, different types of knowledge 
within any discipline. Burns and Schaeffer examine assessment issues 
within the broad field of trade and industry education. They frame their 
discussion around the need within trade and industry education to align 
assessment with identified industry skills and demands and, in some cases, 
with professional certification requirements. 

Section 5 examines issues related to the assessment of teachers and pro­
grams. Day and Schwaller identify several organizations that assess teacher 
education programs, including the National Council for Accreditation of 
Teacher Education (NCATE). They describe data-collection strategies for 
program assessment, as well as strategies for applying assessment data 
toward the goal of program improvement. Finally, Helgeson discusses the 
assessment of teaching performance at both the preservice and in-service 
levels. He uses a case-study approach to illustrate how one institution has 
documented the performance of its preservice teachers. 

Critical Attributes for Chapters 
Based, in part, on guidance provided by the CTTE Yearbook 

Committee, we developed a list of critical attributes for all yearbook chap­
ters. Authors were asked to consider how these attributes could be incor­
porated into their chapters. 
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First and foremost, we asked that chapter material focus on the tech­
nology education context and ways that assessment is uniquely applied 
within that context. Wherever possible, examples used to illustrate ideas 
were expected to come from the technology education classroom. 

Second, we wanted chapter material to emphasize strategies for using 
assessments to inform instruction. This includes designing assessment 
tools to ensure the collection of good data, as well as applying the infor­
mation collected. This criterion also related to a third attribute: commu­
nication of results. Communicating results includes identifying the 
audience for the assessment (students, parents, teachers, administrators, 
communities, legislators); reporting or communicating the results to that 
audience; and doing so with clarity, accuracy, and effective timing. 

We asked that each chapter, as appropriate, address the politics of 
assessment-in other words, the effect that political trends have on assess­
ment and the influence of assessment on educational policy. However, it was 
suggested that there should not be a preponderance of references to specific 
pieces of legislation, such as the No Child Left Behind Act, because of their 
temporal and place-specific nature. Rather, such legislation was to be dis­
cussed in relation to general educational trends or to its lasting legacies (e.g., 
the United States' Education for All Handicapped Children's Act of 1975). 

We asked that selected chapters include material related to trends such 
as performance-based assessment and computer-based assessment. Both 
of these assessment "innovations" have particular applicability in the tech­
nology education context. Finally, we wanted chapter authors to make 
obvious the fact that technological literacy is the goal of technology edu­
cation programs. One of the ways this was achieved was by including ref­
erences to the Standards for Technological Literacy (STL), Advancing 
Excellence in Technological Literacy (AETL) , Measuring Progress, and other 
ITEA publications, where appropriate (International Technology 
Education Association, 2000, 2003, 2004). 

MAJOR ISSUES IN ASSESSMENT 
The age of accountability in education has brought assessment to the 

forefront of almost every aspect of teaching and learning. This emphasis on 
accountability, however, has resulted in what Stiggins (2004) has called a 
"naIve and counterproductive assessment legacy" (p. 23). Ideally, educational 
programs will exhibit a close linkage between the three central elements of 
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the educational process-curriculum, instruction, and assessment-but in 
reality there is often little coherence between the components of this triad 
(Pellegrino, 2002). This lack of alignment may stem, in part, from outdated 
perceptions about how people learn, as well as from the misguided applica­
tion of accountability testing, which can create an unbalanced enterprise 
(Pellegrino, Chudowsky, and Glaser, 2001; Kohn, 2000). It is ironic that, as 
states are hailed for developing standardized tests to better enable the track­
ing and comparison of educational programs, the use of classroom-based 
assessments has been de-emphasized. In other words, classroom teachers 
have been increasingly cut out of the assessment loop, thus making it less 
likely that they will use formative assessment for instructional improvement, 
a process that has been convincingly demonstrated to be effective for 
improving learning (Black et al., 2004). 

Technology education is not immune to these trends, and in addition, it 
encounters further challenges. Technology education courses are often per­
formance-based in nature, which makes the collection of assessment data in 
these courses unique from many other content areas. Few nationally recog­
nized standardized assessments focus on the topic of technology education, 
and courses are seldom textbook-based, which fosters a wider range of top­
ics and foci than would be found in courses such as algebra and biology. In 
spite of frequent references within the literature to the need for better 
"STEM" education-science, technology, engineering, and mathematics­
an understanding of the role that technology plays in this community of dis­
ciplines has not been demonstrated. The lack of national emphasis on this 
arguably critical area of learning has meant that few resources have been 
devoted to defining that role. 

It may seem a remote possibility that technology education will ever fall 
under the umbrella of high-stakes testing. However, based on the ever­
increasing societal dependence on technology and technological literacy, a 
case could easily be made that the United States and other nations in fact 
need high-stakes testing of technological literacy in all schools. Although 
development of large-scale, potentially high-stakes technology education 
assessments is not guaranteed to propel technology education into the 
mainstream of core educational topics, large-scale assessments do remain 
one of the artifacts of core content areas, serving to leverage both notoriety 
and consistency within those areas. These are two forces from which tech­
nology education could certainly benefit. 
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At the same time, technology educators must be encouraged and 
empowered to take advantage of the many benefits that can result from the 
use of classroom-based assessments. Whether formal or informal, measures 
of student learning that are analyzed to better understand what learning has 
occurred and how learning has occurred within technology education class­
rooms are critical to forward progress within the discipline. Technology 
teacher education programs are uniquely poised to offer a major contribu­
tion in this area. Ensuring that each graduating student has a solid under­
standing of the basics of assessment development, assessment applications, 
and data analysis is an essential first step. Second, most in-service teachers 
need a source of graduate-level coursework or professional development on 
these topics. Third, technology teacher educators are perhaps best posi­
tioned to conduct the kinds of research needed to better understand the 
teaching and learning process within technology education. 

THE PURPOSES OF ASSESSMENT WITHIN 
TECHNOLOGY EDUCATION CONTEXTS 

This yearbook addresses a broad spectrum of types of assessments 
that might be used within the context of technology education courses or 
programs. Each type of assessment has specific purposes and applications 
that must be aligned with the intended use of the resulting data. Designing 
or selecting an assessment must therefore be a purposeful act, and a well­
designed assessment system will typically require a variety of assessment 
types. The following list identifies and briefly defines a number of com­
mon assessment types that are referred to throughout this yearbook: 
• Formative Assessments. Their primary purpose is to collect timely data 

about student progress so that teachers can adjust instruction and stu­
dents can modify learning strategies. They are typically more frequent, 
less formal, and less comprehensive than other types of assessment. 
Summative Assessments. Their primary purpose is to collect data at 
the end of a learning experience to assign a score or grade to students' 
performance. They typically occur at the end of a unit or course. 
Declarative vs. Procedural Assessments. These terms describe the 
fundamental purpose of two types of test items. Declarative items are 
designed to test content knowledge (knowledge about), and procedural 
assessments are designed to test process knowledge (ability to do). 

6 = 



Hoepfl and Lindstrom 

Classroom-Based Assessments. This term is typically applied to 
assessments that have been developed by the classroom instructor, 
school, or district for local use. They may serve a formative or a sum­
mative purpose. 
Commercially Prepared Assessments. This term is applied to assess­
ments that are prepared by nonprofit or for-profit organizations (e.g., 
textbook companies) for use in classrooms. Examples include the 
chapter tests found in textbooks and the module tests developed by 
the publishers of modular lab programs. 
Large-Scale Assessments. Their primary purpose is to collect sum­
mative data that can be used to characterize (and compare) learning 
achievement of groups of students. These assessments are typically 
developed at the state, national, or international level and include 
assessments such as the Praxis licensure exams, the SAT and other col­
lege entrance exams, and broad-scale assessments such as the National 
Assessment of Educational Progress (NAEP). 
High-Stakes Assessments. This term refers to assessments that are 
accompanied by consequences (sanctions or rewards) for students, 
teachers, or school districts. They are typically summative, usually 
large-scale, and often commercially prepared. Examples include tests 
that must be passed to receive a diploma, assessments that lead to 
licensure or accreditation, and mandated end-of-course assessments 
that may result in either merit pay for teachers or district sanctions 
against programs or schools. 

Aligning Assessment Strategies and Types with 
Purpose 

Validity is a common topic in assessment texts, but it is most often ref­
erenced in terms of ensuring the validity of individual test items. However, 
it is the alignment of assessment strategies and types with purpose that 
ensures the valid use of the assessment data itself. 

Assume, for example, that an assessment was needed for the purpose 
of improving instruction within some aspect of classroom performance 
(e.g., using CAD software). Many types of assessment could contribute 
information regarding students' ability to perform CAD functions, but not 
all types would be equally effective in producing data that would help the 
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teacher improve instruction. If the purpose were to impact instruction 
with the current group of students, a summative assessment would simply 
provide data too late. Therefore, a targeted formative assessment would be 
a better choice. This situation would also involve choosing between declar­
ative or procedural assessment items. Although using CAD software does 
require declarative knowledge, an assessment of procedural knowledge 
would more directly address the stated purpose of learning whether 
instruction in the use of CAD software has been effective. Next, the teacher 
would need to decide whether a classroom-based or commercially pre­
pared assessment could provide better data regarding the specific instruc­
tion provided. In most cases, a classroom-based assessment will provide 
more targeted and useful data for the purpose of improving instruction. 
Combining these considerations would result, therefore, in the selection of 
a formative, procedural, classroom-based assessment as the optimum 
choice. This would also be the most valid choice, since validity is increased 
when alignment between the assessment tool, the resulting data, and the 
stated purpose is strengthened. 

Once the assessment strategy is identified and carried out, however, 
additional work must be done. The assessment data must be analyzed to 
determine whether instruction has been adequate, and for whom. 
Information regarding specific functions or tasks must be teased out of the 
assessment data, and problems identified. If misunderstandings or inabili­
ties to perform exist, re-teaching to address those problems must occur. 

DECIDING WHEN TO ASSESS 
Assessment is best thought of as an ongoing process, so the question 

should really be stated, ''At any given time, which is the best assessment to 
use?" Since the timing of an assessment is ultimately driven by its purpose, 
clarifying that purpose identifies both the type of assessment needed and 
the best time frame for its use. It is only by broadening our perspective of 
assessment to include both formative (ongoing) and summative (peri­
odic) activities that we begin to understand fully the role that assessment 
plays in the educational process and our responsibility as educators to 
facilitate that role. 
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DETERMINING WHAT TO ASSESS IN 
TECHNOLOGY EDUCATION 

Quality assessments can be time-consuming to develop and imple­
ment. They should, therefore, produce data that are valuable and that have 
practical applications within the technology education classroom. The pri­
mary applications addressed within this yearbook focus on providing 
information about and for students, determining teacher/program effec­
tiveness, and measuring the degree to which standards have been met. 

Assessment of individual students is done for a variety of purposes. 
These might include assessing student knowledge of safety within a labo­
ratory environment to reduce the number of accidents; assessing specific 
units of instruction formatively to show students and teachers needed 
areas for improvement; or assessing end-of-unit or end-of-course learning 
attainment for individual accountability and reporting. 

Assessing for teacher effectiveness also takes a variety of forms. At the 
preservice level, assessments can determine student readiness to enter the 
teaching profession. At the in-service level, assessments can be used to 
uncover gaps in teachers' ability to reach certain student populations or to 
achieve course outcomes. Ultimately, assessment of teacher effectiveness 
could conceivably be used in performance appraisal systems or compen­
sation systems. Similarly, assessments of program effectiveness can be used 
to determine current program weaknesses and strengths, and to provide 
insights for planning future changes to the program. 

Teaching to standards is increasingly seen as educational best practice. 
While a variety of standards will find their way into technology education 
programs, primary among them at this point in time are the Standards for 
Technological Literacy. Important as these standards are for defining the 
content for the study of technology, they fall short of defining what it 
means to be technologically literate. According to Pellegrino (2002), con­
tent standards cannot substitute for domain-based theories of learning in 
or about technology. In other words, the standards serve as a starting point 
for the dialogue about what constitutes knowledge within the discipline, 
but they must be fleshed out to give a true picture of what this knowledge 
looks like in context. The questions on which assessment efforts could 

9 -



Aligning Assessment with Purpose: When, What, and How to Assess 

focus include, "What constitutes expertise in the technology domain?" 
"What patterns exist in the growth of understanding and competency?" 
"What constitutes evidence of transfer in technology education?" 
(Pellegrino, 2002, p. 119). Assessments designed to address questions such 
as these must necessarily go beyond recall of facts or the ability to mimic 
the steps in a technological process. 

Other foci for assessments include measuring the effects of participa­
tion in technology education courses on understanding of "core" knowl­
edge in areas such as mathematics and science; performing needs 
assessments for programs and staff development; determining customer 
satisfaction (students, parents, and community); and demonstrating 
accountability at the local, state, national, and international levels. 
Furthermore, a variety of political implications that impact what is 
assessed exists, including marketing of schools and programs as well as 
influencing policy decisions related to funding, graduation requirements, 
and international competitiveness. 

MAKING ASSESSMENTS COUNT IN WAYS 
THAT MATTER 

It seems that the only constant in the world of education is change, 
which is typically approached under the auspices of improving education. 
Too often, the educational tinkering that results is done with little regard 
to an evidence base (Coalition for Evidence-Based Policy, 2002). Educators 
may not agree with the politically charged nature of many educational ini­
tiatives, or with the rationales sometimes used to promote them. In spite 
of such agendas, educators cannot lose sight of the fact that assessment 
data provide the only real proof that change has actually resulted in 
improvements (or declines) in learning. Furthermore, assessment is a crit­
ical step in identifying what needs to change and what types of change 
might lead to desired improvements. Although assessment in some form 
has always occurred in educational settings, it has often been underutilized 
or misused. This is particularly true in the field of technology education 
and other "non core" content areas, which have not benefited from the pos­
itive effects that can flow from the use of large-scale assessments. 
Regardless of the level or type of assessment being considered, it is incum­
bent on all educators to use assessments in ways that improve the educa­
tional process. 
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The Challenge of Creating Quality Assessments 
In the world of computer programming, the acronym GIGO indicates 

that the quality of the output is no better than the quality of the input 
(garbage in, garbage out). The same lesson applies to assessment: The 
quality of the resulting data relates directly to the quality of the work done 
in aligning assessments with purpose, and creating quality items or tasks. 
The use of quality assessments must also be followed by quality data analy­
sis if maximum benefit is to be gained. A failure in any of these aspects 
could result in what Popham (2001) called educationally destructive 
assessments. Furthermore, even a good test can result in bad conclusions: 
"Most standardized tests ignore the process by which students arrive at an 
answer, so a miss is as good as a mile and a minor calculation error is inter­
changeable with a major failure of reasoning" (Kohn, 2000, p. 8). 

The problem is exacerbated by the fact that, although tremendous 
energy goes into devising and administering large-scale assessments, 
schools and teachers are often not given the resources to follow through on 
the information gained from these assessments (Stiggins, 2004). Lezotte 
(1997) notes that districts are given analytical tools to carefully manage 
their budgets, but that no such tools exist for managing their greatest chal­
lenge: monitoring the learning process and intervening to improve that 
process. Districts are further challenged by the increased emphasis on use 
of high-stakes testing, which almost inevitably serves to narrow the cur­
riculum by making teachers feel they have less control over what they 
teach, how they teach it, and how it is assessed (Brennan, 2006). In these 
circumstances, valuable instructional time is less likely to be used for for­
mative assessments. 

These difficulties do not mean that technology educators should aban­
don the challenge of measuring-in more sophisticated ways-what and 
how students learn in the technology classroom. This will first require 
attempting to achieve a more complete and nuanced picture of what it 
means to be technologically literate, a path of inquiry being traveled by a 
number of people. At the same time, technology educators must investigate 
strategies and tools that hold potential for enhancing our ability to track 
and measure student progress within technology education programs. 
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The Potential for Computer-Based Assessments 
One way to achieve advancements in how we assess students is 

through the use of computer-based testing tools. At this time, we are just 
beginning to explore the capabilities presented by computerization in the 
classroom. Just as with instructional materials, computer-based assess­
ments are often just jazzed-up versions of traditional delivery methods. If 
we more fully explore the potential of computer-based assessments, we 
may experience real breakthroughs. For example, audio and video could 
be incorporated to enhance the way a test is delivered to diverse student 
audiences. Simulations could be used to enhance the authenticity and/or 
cognitive demands of a test. Tests could be divided into discrete chunks of 
information, tailored to specific settings, and delivered on demand to indi­
vidual students. In this way, checks for understanding could be tightly 
linked to instruction and scored immediately, making the data available in 
time for teachers to make adjustments to instruction (Bennett, 2002). 

Commercial vendors who develop and market modular systems have 
played an important role in determining the look and feel of technology 
education classrooms. The computer-based instructional management 
tools that are part of many of these systems could be exploited for their 
potential to transform assessment. These management systems typically 
allow teachers to track whether and when students have completed tasks, 
and how many attempts were required to do so. More sophisticated analy­
ses could be applied to these data as a source of information about how 
students learn (Hoepfi,2003). 

The Potential for Performance Assessments 
The literature devoted to promoting the use of performance (or 

authentic or alternative) assessments is vast. Certainly, within technology 
education programs it is difficult to accept assessment systems that do not 
include measures of students' ability to perform tasks that are integral to 
"doing" technology. It is probably even safe to say that technology teachers 
have done a credible job of evaluating student performance, in spite of the 
fact that they sometimes fall prey to a tendency to include nonacademic 
criteria in their scoring systems (Marzano, 2000). An example might be to 
include scores for "attitude" or "cleaning the work space" in an evaluation 
of a design mock-up. Technology teachers can always work to refine per­
formance-scoring tools so that they are more descriptive of the kinds of 
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performance desired, and suggestions for doing so are provided in chap­
ters 4 and 12 of this yearbook. Performance assessments have the potential 
to provide evidence of learning and skill attainment that could never be 
captured through a traditional test, and they can be applied in both for­
mative and summative ways. 

Although performance assessment is a relatively straightforward 
process at the classroom level, significant challenges occur when educators 
attempt to carry them out on a large scale. More specifically, challenges 
occur when performance assessments are used for purposes of account­
ability, which seems to demand uniformity of tasks and external scoring to 
avoid biases. The question is a simple one: What kinds of assessment data 
will decision-makers accept as evidence of attainment? In Chapter 4, 
Hoepfl describes a performance assessment pilot study undertaken in 
North Carolina, and in Chapter 10 Kimbell describes the nationwide per­
formance assessment of design and technology students used in the 
United Kingdom. Each of these efforts provides some insights into the 
potential broader use of large-scale performance assessments. 

The Potential for Data Analysis Strategies 
Several chapters within this yearbook describe analysis strategies that 

can be used to elicit more sophisticated and useful information from 
assessment data. For example, in Chapter 3 Haynie describes techniques 
for measuring item difficulty and item discrimination. These are simple 
mathematical calculations whose use by technology teachers on a routine 
basis would result in better traditional test items. Chapter 6 is devoted to 
data analysis tools and strategies that enable schools and districts to better 
understand the information gained from testing programs. Perhaps most 
important, Chapter 6 includes strategies for examining growth in student 
knowledge over time, as opposed to only taking one-shot measures that 
often say little about the effectiveness of instruction. 

At another level of analysis, in Chapter 11 Ruiz-Primo discusses use of 
the "assessment square" to evaluate and characterize the nature and com­
prehensiveness of assessments. This type of analysis is critical for two rea­
sons: It will help to achieve the kind of coherent alignment between 
curriculum, instruction, and assessment called for by many education 
experts; and it will provide a means of determining systematically the 
extent to which standards are being addressed. 
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These are just a few examples of the benefits that could be attained by 
adopting better data analysis tools. Clearly, creating adequate measure­
ment devices is only one step on the road toward better assessments. 
Development of assessments with an eye toward analysis as well as toward 
tight alignment with curriculum and instruction presents both a challenge 
and an opportunity for the technology education community. 

CONCLUSION 
Educational assessment (and use of the associated data) has become a 

critical national focus and certainly represents a topic whose time has 
come for technology education. We hope this yearbook promotes what 
needs to be a continuing dialogue regarding assessment within technology 
education classrooms and programs. Among future steps, technology edu­
cators can become more engaged in the discussion about what constitutes 
technological literacy at the elementary, secondary, and postsecondary lev­
els. They can become better informed about the issues surrounding, and 
processes for ensuring, high-quality assessments. They can incorporate 
new and better assessments into their own work as teachers and program 
leaders. Finally, technology educators can become better consumers of 
assessment data, so that better decisions can be made about the future of 
technology education. As the Standards for Technological Literacy are more 
widely adopted, the technology education profession needs to mature in 
its use of assessments, both at the classroom/district level and at broader 
levels. That process should include mechanisms for developing, evaluat­
ing, and sharing assessments between systems to enhance the quality and 
effectiveness of those assessments. We hope this yearbook makes a useful 
contribution to that dialogue. 

DISCUSSION QUESTIONS 

1. What do you perceive as the biggest benefits of, and the major prob­
lems with, high-stakes assessment in the context of accountability? 

2. As a teacher, how do you or could you make use of formative assess­
ments? If you currently teach, how could you change the way you use 
formative assessments to better inform teaching and learning within 
your technology education classroom? 
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3. What emerging assessment strategies or tools do you think hold the 
greatest potential for improving the way we assess students in tech­
nology education? Why? 
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The National Academies (www.nationalacademies.org), based in 
Washington, D.C., is a nonprofit, nongovernmental set of institutions that 
has a long history of addressing issues at the intersection of science, engi­
neering, and public policy. One topic that has received considerable atten­
tion from the Academies, particularly the National Academy of 
Engineering (NAE), is technological literacy. In late 2005, the Academies 
completed a two-year study that focused on determining approaches for 
assessing how much students, teachers, and out -of-school adults know 
and can do with respect to technology. This chapter addresses many of the 
concerns in the study and discusses some of the findings and recommen­
dations in the NAE's report. 

The National Academies 
Founded in the 1860s as the National Academy of Sciences, the 

Academies have grown to include the National Research Council (NRC), 
the National Academy of Engineering (NAE), and the Institute of 
Medicine. In addition to serving as honorary membership organizations, 
these institutions conduct hundreds of studies every year, often at the 
request of Congress or the executive branch, on a variety of topics. 
Committees of experts who serve without compensation oversee the stud­
ies, which may be funded by the federal government, corporate or non­
profit foundations, individuals, or internal monies. In a typical year, there 
are some 10,000 volunteer experts and 1,200 staff working on nearly 700 
studies. Annually, this work results in about 250 published reports. 
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The process of selecting individuals to serve on study committees 
includes steps that assure the panel has all of the requisite expertise, that 
there is a balance among panelists' points of view on the issue at hand, and 
that there is no conflict of interest that might impugn the study results. An 
assessment report is reviewed by a group of 11 individuals not directly 
involved in the project, but who have expertise very similar to those on the 
study committee. The identities of the reviewers are not revealed to the 
committee or project staff until after the report has been approved for 
publication. Reviewers' comments result in a number of editorial and 
organizational changes that improve the accuracy, completeness, and read­
ability of the final document. 

The National Academy of Engineering 
The NAB's involvement in technological literacy began in the mid-

1990s with discussions between the then interim NAB President William 
Wulf and a number of individuals from inside and outside the Academies. 
Wulf was interested in involving the NAB in K-12 education issues, a pas­
sion that he brought with him from the University of Virginia, where he is 
a professor in computer science. One important early contact was with 
Kendall Starkweather, executive director of the International Technology 
Education Association (ITEA). At the time, ITEA was just beginning its 
effort to create K-12 content standards. In a move that would affect not 
only the standards, but also the course of technology education in the 
United States, ITEA received input from the NAB and NRC on developing 
standards. The NAB soon adopted the "technological literacy" label to 
describe its portfolio of studies, workshops, and other activities intended 
to promote and improve public understanding of technology. 

The National Science Foundation 
In the late 1990s, the National Science Foundation (NSF) provided 

funds for a joint NAB-NRC project that was meant to draw attention to 
and make the case for technological literacy. The resulting report, 
Technically Speaking: Why All Americans Need to Know More About 
Technology (National Academy of Engineering and National Research 
Council, 2002), argued that all citizens ought to have some level of tech­
nological knowledge and capability. The project determined that there had 
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been very few attempts to actually measure technological literacy in adults 
or children. The report noted that without a way to ascertain an individ­
ual's or a population's technological literacy, it is not possible to determine 
whether steps to enhance such literacy are working. To address this con­
cern, Technically Speaking recommended an initiative to assess technolog­
icalliteracy. 

In 2002, again with funding from NSF, NAE partnered with the NRC's 
Center for Education to analyze the need, extent, and possible approaches 
for assessing technological literacy in the United States. A 16-member 
study committee, chaired by NAE member Elsa Garmire of Dartmouth 
College, included four technology educators: Rodney Custer, then profes­
sor and chairperson of the Department of Technology at Illinois State 
University; Marc DeVries, an assistant professor of philosophy and 
methodology of technology at Eindhoven University of Technology in the 
Netherlands; William Dugger, director of the Technology for All 
Americans Project in Blacksburg, Virginia; and Richard Kimbell, head of 
the Technology Education Research Unit at Goldsmiths College, 
University of London. Individuals with expertise in assessment design and 
implementation, K-12 science and mathematics education, curriculum 
and standards development, informal education, cognitive science, public 
understanding of science and technology, simulation, and sociology were 
also on the committee. 

The committee's report, Tech Tally: Approaches to Assessing 
Technological Literacy, was published in summer 2006. This chapter dis­
cusses several key aspects of the report, including a conceptual framework 
for assessing technological literacy in students, teachers, and out -of-school 
adults; the challenge of assessing technological capability; and recommen­
dations for improving and expanding assessment in this arena. 

THE CASE FORASSESSING 
TECHNOLOGICAL LITERACY 

It is clear that we are living in a world that has become increasingly 
technological. For nearly everyone, part of living in the 21st century 
involves having at least some technical knowledge and capability. This is 
certain to increase in the years and decades to come: 
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As far into the future as our imaginations can take us, we 
will face challenges that depend on the development and 
application of technology. To take full advantage of the 
benefits and to recognize, address, or even avoid the pit­
falls of technology, Americans must become better stew­
ards of technological change. (NAE and NRC, 2002, p. 12) 

Five compelling arguments are presented in the NAE and NRC pub­
lication Technically Speaking that support the value of technological liter­
acy: (I) making good consumer decisions; (2) increasing citizen 
participation and involvement in the democratic process (i.e., voting on 
technologically related issues); (3) helping individuals develop a base 
level of technological skill as a foundation for workforce development; 
( 4) ensuring access by narrowing the digital divide; and (5) enhancing 
social well-being by providing citizens with a sense of empowerment 
with, and over, technology. 

The potential benefits of assessing technological literacy may be sig­
nificant, but that fact by itself will not bring such assessments into being. 
Any discussion of assessment in the United States today must consider the 
overall climate for educational testing and accountability, particularly 
related to the No Child Left Behind Act (NCLB). NCLB has placed con­
siderable pressure on schools to demonstrate achievement gains in read­
ing, mathematics, and, beginning in 2008, in science for students in grades 
three through eight and at least one year of high school. The law also 
requires all K-12 teachers to be highly qualified in the subjects they teach. 
Finally, NCLB asks that states assure every student is technologically liter­
ate by the eighth grade. Although the law does not define technological lit -
eracy, the requirement has been largely interpreted by the states to refer to 
computer, or information, technology literacy. 

In this environment, it is easy to see how any initiative that increases 
the overall assessment burden might fail to gain traction. Compared with 
more established areas of testing-i.e., reading literacy and numeracy­
assessment for technological literacy will face an additional challenge: It 
does not have a strong connection to a core K-12 school subject. 
Technology education is the academic base from which assessment of 
technological literacy ought to spring. But the field's small size and histor­
ical roots in industrial arts education, among other factors, continue to 
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challenge efforts to bring it into the educational mainstream. Unless or 
until there is greater emphasis in K-12 classrooms on curricula that 
encourage the study of technology, it is hard to imagine widespread, 
school-based assessment of technological literacy. 

However, the situation is far from hopeless. As important as it is for 
technology education to continue to grow and become more relevant in 
the broad sweep of American education, technology education is not the 
only discipline with a claim on technological literacy. Science, mathemat­
ics' social studies, and, increasingly, engineering are K-12 subjects that can 
include explicit content connections to technology. Assessments in these 
subjects might also-and in some cases already do-include technology­
related items. 

Compared with the situation for K-12 students and teachers, assessing 
out -of-school adults presents different challenges. For one thing, adults are 
not the captive audience that children or teachers sitting in a classroom are, 
so anyone assessing adults will need to cope with the logistics of identifying 
appropriate test subjects and convincing them to participate. In addition, 
assessing adult populations is not required by the government the way it is 
for K-12 students, so those interested in assessing what adults know about 
technology will have to raise funds to carry out such efforts. 

A CONCEPTUAL FRAMEWORK FOR 
ASSESSING TECHNOLOGICAL LITERACY 

To assess technological literacy, conceptual frameworks are valuable 
tools with which to structure complex ideas into a format that can be eas­
ily understood and communicated with a variety of constituencies. 
Conceptual frameworks are frequently presented in graphic form, often as 
a matrix. These graphic structures typically identify the essential elements 
of a concept and then attempt to describe how these elements interact or 
correspond with one another. 

The value of conceptual frameworks extends far beyond identifying, 
clarifying, and structuring ideas. These frameworks are essential to assess­
ment planning. Assessment designers rely heavily on these conceptual 
structures, using them as blueprints to ensure comprehensive coverage of 
all aspects of a topic, concept, or field of study. 
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The National Assessment Governing Board 
A leading authority in education assessment is the National 

Assessment Governing Board (NAGB), which since 1969 has overseen the 
National Assessment of Educational Progress (NAEP). The NAEP, widely 
known as the Nation's Report Card, is designed to determine what u.s. 
students know and can do in various subject areas. NAEP assessments are 
designed with the help of detailed frameworks and associated matrices 
that contain cognitive and content elements. For example, the "cognitive 
dimension" of the NAEP science framework (NAGB, 2004) includes con­
ceptual understanding, scientific investigating, and practical reasoning; 
whereas the "content dimension" includes earth science, physical science, 
and life systems. The nature of science and themes related to systems, 
models, and patterns of change are presented as cross-cutting "big ideas:' 
The current science framework, developed in 1990, is being revised to use 
in the 2009 science assessment (NAGB, 2004). The NAGB has developed 
similar cognitive/content frameworks to structure assessment planning for 
a broad range of academic disciplines in addition to science, including 
reading, mathematics, geography, u.s. history, and civics. 

The Conceptual Framework of Assessment 
Several documents published in the past decade provide starting 

points for those interested in developing a detailed conceptual framework 
to assess technological literacy. The Standards for Technological Literacy 
(ITEA, 2000), its companion document Advancing Excellence in 
Technological Literacy (ITEA, 2003), and Technically Speaking: Why All 
Americans Need to Know More About Technology (NAE and NRC, 2002) 
present schemes for organizing the content of technology. In addition, 
standards developed for science by the American Association for the 
Advancement of Science (AAAS, 1993) and the National Research Council 
(NRC, 1996) include significant technology-related elements. 

Tech Tally (NAE and NRC, 2006) presents a two-dimensional matrix 
that combines core organizing ideas from the Standards for Technological 
Literacy and Technically Speaking. Technically Speaking's three dimensions 
of technological literacy (knowledge, capability, and ways of thinking and 
acting) identify a broad spectrum of cognitive activity and are conceptually 
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consistent with the cognitive elements in NAEP's science and mathematics 
frameworks. As a comprehensive set of content standards, the ITEA's 
Standards for Technological Literacy (STL) represents the logical point of 
departure for structuring the content dimension. 

Through careful deliberation, the study committee made some minor 
modifications to the STL's approach, combining the "understanding" and 
"doing" of design into a single content dimension, and merging the 
Designed World standards into a content dimension, entitled "Products 
and Systems." 

The final content schema consists of characteristics, core concepts, 
and connections that closely align with the STL. The resulting conceptual 
framework has the advantage of forming ranks with contemporary 
national assessment planning while retaining the essential content ele­
ments identified in key curriculum standards documents (Fig. 1). 

Figure I. Conceptual framework for technological literacy. 
(Source: NAE and NRC, 2006, p. 53). 

Cognitive Dimensions 

Technology & Society 

Design 

Products & Systems 

Characteristics, Core 
Concepts & Connections 

Knowledge Capabilities 

Ways of Thinking 
and Acting 

Conceptual understanding will continue to change and evolve over 
time. This has certainly been the case with technological literacy as a con­
cept as well as with the field of technology education, which has redefined 
itself substantially over the past two decades. For the purpose of assess­
ment, a conceptual framework, such as the one described in this section, 
represents a structure that aligns with multidisciplinary, national-level 
practice (NAEP) and provides a healthy environment within which under­
standing technological literacy can continue to evolve and be refined. 
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TECHNOLOGICAL LITERACY AND THE 
NATIONAL ASSESSMENT AGENDA 

For the purpose of influencing national- and state-level changes in 
education policy and practice, data from large-scale assessments are cru­
cial. Large-scale student assessments typically cross classroom and school 
boundaries and provide information to schools, school districts, and states 
about trends in student achievement. The results of such assessments also 
provide accountability. This is the case with NCLB, discussed earlier, 
which requires states to meet annual goals for improving student perfor­
mance in certain core subjects. These types of state-level assessments 
reveal the extent to which individual students are meeting subject-and 
grade-specific learning goals such as those spelled out in curriculum 
frameworks. 

At the national level, it is not feasible to have each individual answer 
every question, so large-scale assessments such as NAEP are based on sam­
pling techniques. Under this method, subgroups of test subjects are given 
only a portion of the total battery of test items. Because no single test taker 
answers every question, comprehensive scores cannot be computed for 
individual students, and sample-based results are not used for account­
ability purposes. However, measures of performance for the group as a 
whole-say, fifth graders-can be computed. Therefore, such assessments 
are helpful for tracking national trends in performance according to vari­
ous demographic variables, such as gender, race, and socioeconomic sta­
tus. In addition, in the case of NAEP, sample-based performance data for 
states are also reported. For both state and national samples, NAEP con­
verts the raw scale scores into three broad achievement levels: "basic;' 
"proficient;' and "advanced." Criteria for each level are developed with 
input from subject-matter experts, parents, and others. It is worth remind­
ing readers here that technological literacy is not currently part of the 
assessment agenda at the national level in the United States. However, 
some states (including North Carolina-see Chapter 8) do conduct 
statewide standardized testing of all students enrolled in technology edu­
cation courses. 
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The Connection to Government Testing 
How might assessment for technological literacy fit within these exist­

ing state and national assessment regimes? There are at least two possibil­
ities. The first would be to include test items related to technology in 
existing assessments for other subjects, such as science, mathematics, and 
history. The natural subject connection between technology and these 
other fields makes this approach intuitively attractive. At least one 
researcher has made the case that NAEP's long-term science assessment 
included items consistent with a vision for technological literacy (Hatch, 
1985, 2004). This approach is limited by the small number of included 
items that makes it difficult to draw statistically valid conclusions about 
the technological literacy of an individual or a group. 

A second possibility would be to craft an entirely new assessment 
instrument devoted to probing the multiple aspects of technological liter­
acy. While certainly more costly and time-consuming, such an assessment 
would have obvious advantages. For one thing, it would produce more 
valid and reliable performance data than the first approach, potentially 
across all three dimensions of technological literacy. It would also provide 
a highly visible indicator of u.s. students' technological savvy and bring 
attention to the field of technology education. Depending on the nature of 
the assessment results, it could also stimulate policy makers to enhance 
technological-literacy-related curriculum development, teacher educa­
tion, and research. 

In this regard, one important development is NAGB's 2005 decision to 
conduct a "probe study" of technological literacy assessment. The board 
uses probe studies to test the feasibility of designing new stand-alone 
assessments. The study will have several phases, which include developing 
an assessment framework, field-testing of sample items, and assessing stu­
dents, which will occur in 2012. The rollout and results of the probe study, 
which will be made public, will bear the scrutiny of those in the technol­
ogy education community. 
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THE SPECIAL CASE OF PERFORMANCE 
ASSESSMENT 

In Technically Speaking, technological literacy has three dimensions: 
knowledge, capability, and ways of thinking and acting. The capability to 
do something with a variety of tools and technologies, as well as to solve 
technological challenges, has been at the core of the technology education 
field throughout its history. In fact, this historic attention to capability has 
frequently led to a disproportionate emphasis on activities (often for their 
own sake) with a corresponding de-emphasis on content and conceptual 
development (Custer, 2003). While the STL have identified and elevated 
the importance of technological concepts and critical thinking, the ability 
to "do" will remain essential to technology education. 

The Challenge of Assessing Capability 
This emphasis on capability presents some unique challenges for 

assessing technological literacy. First, the general public tends to associate 
the capability of a technologically literate individual with the in-depth 
technical competence of specialized technicians and technologists (e.g., 
electricians, automotive technicians, computer repair specialists, etc.). A 
dear distinction should be drawn between these two different skill sets. To 
broadly assess technological literacy, the focus should clearly remain on 
more general levels of capability. Based on the STL, these include capabil­
ities such as applying general design and problem-solving processes, using 
basic tools for practical purposes, and performing simple repairs on 
household devices. One significant ongoing challenge for technology edu­
cators will be to clarify the specific types and levels of capability appropri­
ate for technological literacy. 

A second challenge for assessing technological capability has to do 
with aligning capability with conceptual development. As noted in 
Technically Speaking, technological literacy represents a combination of 
knowing, doing, and thinking critically in relation to technology. The STL 
represents a concerted effort to identify the core concepts connected with 
the activities that are being delivered in technology education laboratories. 
While the alignment between concept and capability is important and 
necessary, it poses significant challenges for assessment. Developing 
assessments that are able to tease conceptual knowledge out of activity­
based curricula will not be easy. Current assessment practices tend to sep­
arate the two, focusing on either knowledge or performance. 
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A third major challenge for assessing the capability dimension of 
technology literacy involves large-scale assessment. Because of the 
resources and time required to test large numbers of individuals, large­
scale assessments typically include mostly multiple-choice and short­
answer formats, since these can be scored quickly and easily. Performance 
assessments, on the other hand, tend to be highly individualized and typ­
ically involve direct student observation and other time- and resource­
intensive practices. Furthermore, specialized knowledge, expertise, and 
training are often required for evaluators to objectify student performance 
into norms that could apply to selected populations. One notable example 
of successful, national-level, large-scale assessment was developed and 
conducted in the United Kingdom in the late 1980s by a team of 
researchers led by Richard Kimbell. The Assessment of Performance in 
Design and Technology project assessed the design ability of 10,000 
IS-year-old students using a paper-and-pencil instrument and focused on 
the designing aspects of technological capability. The rubric-based assess­
ment involved extensive training for the rater and was implemented on a 
national scale. 

Simulated Environments for Assessment 
Some of the challenges associated with performance assessment may 

be addressed with tools such as computer-based simulations. An entire 
chapter of Tech Tally is devoted to this topic. Simulated environments offer 
the possibility of assessing performance and competence in situations that 
cannot or should not be attempted in actual practice. In education, simu­
lations and computer-based modeling are being investigated as tools to 
enhance learning in areas such as biology, chemistry, and physics (see, for 
example, projects of The Concord Consortium [www.concord.org] and the 
Technology Enhanced Learning in Science center [www.telscenter.org]). 
Web-based electronic portfolios offer another avenue for assessing stu­
dents' design-related capabilities. The United Kingdom is developing an 
e-portfolio system (e-scape) that contains solutions to creatively assess, in 
e-portfolio environments, work done by students in design and technology 
classes. The system, in which students use personal digital assistants-such 
as sketchbooks, notebooks, cameras, and voice recorders-was pilot tested 
in IS schools in summer 2006 (R. Kimbell, personal communication, 
August 17,2006). 
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RECOMMENDATIONS FOR IMPROVING 
ASSESSMENT OF TECHNOLOGICAL 
LITERACY 

Tech Tally makes 12 recommendations intended to improve and 
expand the assessment of technological literacy in the three target popula­
tions: K-12 students, K-12 teachers, and out-of-school adults. In this sec­
tion, we will address only the recommendations focused on teachers. 

The report argues that all K-12 teachers, not just technology educa­
tors, need a basic level of technological literacy. Technology is integral to 
many, if not most, school subjects-from history to art to science-so 
teachers should be comfortable discussing technology-related issues. Put 
another way, can we expect students to be fully technologically literate 
unless their teachers are? Yet apart from the Educational Testing Service's 
Praxis exam for technology teachers and the technology portion of the 
Praxis exam for science teachers, there are no assessments aimed at eluci­
dating teachers' technological understanding. Even the Praxis assessments, 
in the study committee's view, fell short of adequately probing the knowl­
edge, capabilities, and critical thinking spelled out in such documents as 
Technically Speaking and the ITEA Standards. 

Tech Tally makes two recommendations related to teacher assess­
ments. First, the report suggests that questions about technology be 
included in the tests that states use to determine teacher quality under pro­
visions of N CLB. Since avenues other than tests can be used by teachers to 
meet the NCLB quality standard, this recommendation, if implemented, 
can be expected to have only moderate impact. Second, the report urges 
the National Science Foundation and the U.S. Department of Education to 
fund the development of stand-alone, sample-based assessments of pre­
service and in-service teachers of science, technology, English, social stud­
ies, and mathematics. Such wide-scale testing could have significant 
impact on how schools of education prepare teachers, on whether and 
how prominently technology is included in K-12 curricula, and on the 
activities of state boards of education and other groups concerned with 
teacher preparation and teacher quality. 
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IMPLICATIONS FOR THE EDUCATION OF 
TECHNOLOGY TEACHERS 

The focus and scope of this chapter has extended beyond the field of 
technology education. This is important and intentional since technolog­
icalliteracy and its assessment are, to some extent, embedded into the con­
tent of other academic disciplines and its implications impact society. 
Another key indicator of this broad perspective is the fact that technolog­
icalliteracy has captured the attention of prestigious organizations such as 
the National Academies, NSF, and NAGB. 

Technology teacher educators should pay careful attention to this 
increased visibility and expanded context. As the technology education 
field continues to evolve, teachers and teacher educators will increasingly 
need to know about, and be involved with, cross-disciplinary efforts to 
promote, deliver, and assess technological literacy. This should include 
familiarity with various standards documents, national assessment orga­
nizations and initiatives, and the work of state and national agencies and 
educational institutions. This is important for curricular and advocacy 
reasons, and will also equip technology educators to collaborate meaning­
fully with educators from other subject areas, such as mathematics, sci­
ence, and engineering, to conceptualize, deliver, and assess technological 
literacy. The collective goal should be to position technological literacy on 
the national assessment and policy-making agenda. Such positioning is 
critical if addressing technological literacy is to become a part of what is 
considered a core function of schools across the United States. 

DISCUSSION QUESTIONS 

1. The Tech Tally report recommends developing a "stand-alone, sam­
ple-based assessment of pre-service teachers of science, technology, 
English, social studies, and mathematics" (2006, p. 9). Based on the 
materials presented in this chapter and standards from the disci­
plines, what types of knowledge, capabilities, critical thinking, and 
decision making specific to technology do you think should be 
assessed? 
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2. Tech Tally alludes to the special challenges associated with assessing per­
formance, particularly on a large-scale basis. What would be required 
to develop a successful assessment effort of this type, and what do you 
think its impact would be outside of technology education? 

3. It has been said that we value what we assess. Based on your knowl­
edge of assessment, what do you think it would take to convince pol­
icy makers, educators, and other key constituencies to develop and 
deploy assessments of technological literacy? 
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INTRODUCTION 

Chapter 

3 

Technology education, from its earliest roots in apprenticeship, indus­
trial education, Sloyd, manual arts, and industrial arts, has always been a 
"learn-by-doing" discipline. The reader may therefore ask what value tra­
ditional classroom tests have in this hands-on approach to learning. It is 
clearly apparent that many of the skills students learn in technology edu­
cation classes are better evaluated via the products of their experiences, 
observation of their efforts, rubrics, self-assessments, and other means, 
but cognitive knowledge is still often best evaluated by tests. This chapter 
will help you understand how to prepare and administer effective tests 
appropriate for technology education. 

In general, teachers demonstrate a lack of skill in development of 
effective tests (Burdin, 1982; Carter, 1984; Fleming and Chambers, 1983; 
Gullickson and Ellwein, 1985; Stiggins and Bridgeford, 1985). Two studies 
by Haynie (1992; 1997a) carefully examined teacher-made tests from tech­
nology classrooms to see if the same could be said in our discipline. Those 
findings clearly support the need for a chapter in this yearbook concern­
ing test development. Teacher-made tests are especially important because 
of their unique ability to be tailored to specific instructional objectives and 
to match the learning conditions in a given classroom (Mehrens and 
Lehmann, 1987; Nitko, 1989). 

Therefore, the basic goal of this chapter is to help technology teachers 
improve the quality and appropriateness of tests they develop. Since many 
technology teachers also use commercially developed tests and test items 
(found in textbook teachers' guides and modular instructional units), a sec­
ondary goal is to help teachers better evaluate, select, and edit or customize 
items and tests from those sources. Topics concerning the importance of 
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traditional classroom tests, development of effective tests, administration 
of tests, analysis of tests for improvement, and the limitations and pitfalls 
of traditional classroom tests are presented. Teachers who heed the recom­
mendations here will find their tests more helpful in their efforts to fairly 
and fully evaluate their students. 

IMPORTANCE OF TRADITIONAL 
CLASSROOM TESTS 

Any examination of the Standards for Technological Literacy (ITEA, 
2000) makes clear that today's technology courses are rich in cognitive 
content on a greater diversity of topics than ever before. Much of this con­
tent knowledge can best be assessed via tests. 

Knowledge of information, understanding of concepts, and applica­
tions of principles are appropriately evaluated with tests. Likely, the reader 
recognizes these as the first three levels of Bloom's taxonomy (1956). In 
many school subjects, tests are used for evaluation of nearly all learning, 
but in technology education we have historically evaluated higher-order 
cognitive knowledge (i.e., analysis, synthesis, and evaluation-Bloom, lev­
els 4-6) via projects, presentations, group activities, and other assign­
ments, rather than with tests. Readers should note that throughout the rest 
of the chapter the terminology adopted in the Revised Bloom's Taxonomy 
(RBT) will be used to refer to the levels within the cognitive-process 
dimension: remember, understand, apply, analyze, evaluate, and create 
(Anderson et al., 2001). 

Knowledge and understanding are most often evaluated with tests in 
all disciplines, including technology education. The application level has 
multiple aspects, some of which are best evaluated on the basis of projects 
and longer assignments, but others that are well assessed with classroom 
tests. Tests can also be good for determining how much a student learned 
independently from a group activity or large project on which the student 
may have had considerable help from a parent, other teachers, or peers. 

Rationale for the Use of Traditional Tests 
One criticism of tests is that students simply memorize facts to pass the 

tests. The criticism proves valid when tests intended to measure learning at 
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the understanding level or higher levels can be passed via memorization 
alone. Those tests need items that force students to demonstrate under­
standings and applications rather than simple facts. Examples of valid 
applications of testing at the lowest level of RBT (simple recall of facts) 
would be rote memory of lab safety rules, spelling of technical terms, or a 
sequence of process steps that must memorized. In these cases, students 
need "automatic" recall of basic facts so they do not have to look up the 
information repeatedly, and a quiz or test will encourage them to learn the 
basics before engaging in more advanced study. 

Tests that ask students to restate meanings in their own terms, select 
the best answer from several choices of which all but one are only partially 
correct, or apply learned information in a new situation can help teachers 
determine which students have merely memorized facts without under­
standing. These questions separate the students who committed informa­
tion temporarily to short-term memory from those who really learned. 

Efficiency is a consideration when deciding to test. A test can quickly 
demonstrate which students are ready to move to the next step of a process 
or next unit of study when the actual project they are working on will not 
be finished until much later. Suppose students in a medical technology 
unit are assigned to develop a Web page about a medical condition. If the 
overriding objectives of the unit demand that all students be able to define 
"diagnosis" and explain how technology affects treatment, it would be 
conceivable that a student could explain a condition but never truly attain 
the stated objectives of the unit. The student might know more than any­
one in the class about one condition, but nothing in the project would 
demonstrate adequately that they met the major objectives. However, if a 
test were given following the student presentations in which all of the stu­
dents had to apply what they learned (both from their own project and 
from hearing the presentations of peers) to a novel situation, such as dis­
covery of a new disease and its impacts, then the teacher would have a 
good basis to assess which students had truly attained the major objectives 
and which ones simply learned a lot of facts about one disease. Such a test 
surely would be immune to the criticism of simple memorized facts and 
would represent an excellent use of classroom testing in a modern tech­
nology education laboratory. 
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How and When Traditional Tests Are Used 
The above examples show some instances in which tests are used effec­

tively in technology education. They can test knowledge of facts or 
demonstrate understanding of concepts and relationships. They can be 
designed to ask students to apply learned information in new settings. 
They are often the most efficient way of assessing understanding when 
everything that is important simply cannot be infused into other student 
assignments and projects, when it is difficult to evaluate what part of a 
group project an individual student experienced, or any situation in which 
the test item clearly matches the stated learning objectives. To meet this 
challenge, however, the test items must be good ones. A poorly developed 
test will be a hindrance to both learning and evaluation and will waste 
valuable learning time. Upcoming sections will explain how to develop 
effective tests, how to ensure fairness and validity, and how to administer 
tests properly to maximize their usefulness and minimize the stress they 
produce in students. 

DEVELOPING EFFECTIVE CLASSROOM 
TESTS 

All teachers can recall the serious blow to their egos when they graded 
the very first test they prepared and administered in a class. Despite the 
typical novice's assumption that students simply lacked ability or effort, 
most of us later came to realize that our test was probably flawed or that 
we had not actually found the best approach for teaching the material. Our 
inexperience may have deluded us into the assumption that the students 
did know the material well, just because of the lack of questions at the end 
of each day's lesson when we queried, "Does everyone understand?" With 
experience, we later understood that students rarely give response to that 
overused question. So, we believed they did know the material until we 
graded that first test. What a learning experience it was for us! Even the 
best students cannot perform well on a poorly developed test. 

Types of Test Items 
The first choice to make is what type of test to develop. Some types of 

tests are easy to develop quickly, while others require lots of work up front. 
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There is, however, a trade-off to consider. The ones that are easy to develop 
often take longer to grade. Before you take the easy road of simply writing 
three essay questions on the chalkboard, remember that this approach will 
have you up late several nights reading all those answers. So, practical con­
cerns of time are to be considered. Table 1 shows a listing of types of test 
items and some characteristics of each. 

Table I :Types of test items and their characteristics. 

Type of item / .. Advantages Disadvantages 
Essay Easy to develop, often the best way Difficult to grade, burdensome for stu-

to allow students to put informa- dents, and may allow students to go 
tion into their own words (under- astray and get lost in details that are 
standing) or to force them to put less important than the essential infor-
their understandings into a new mation you wish to test. 
context (application). 

True-False Few, see text. Easy to develop poor ones, difficult to 
develop good ones; easy to grade; often 
seem tricky or ambiguous to students; 
more often fraught with errors than 
any other type of item (Haynie, 1992, 
I 997a); more likely to be answered 
incorrectly by the best students, 
while weaker students prefer them 
because they seem easy. Generally 
not recommended. 

Multiple-Choice Easy to grade; can test at any level Must be carefully developed to avoid 
of RBT; for the skilled test devel- the extremes of ambiguity (due to 
oper, these are the best and most tricky response alternatives) or simplic-
versatile items (but teacher-devel- ity (due to some response choices 
oped ones often have serious flaws being so implausible that even unin-
and caution is recommended formed people would never select 
[Haynie, 1992, I 997a]). them). 

Matching Relatively easy to develop and easy Only useful when there are lists of 
to grade. related stems and responses which are 

compatible; often misused by teachers. 

Short Answer Generally easy to develop. If the Tend to test at lower levels of cogni-
pitfalls are avoided, these can be tion; can be ambiguous if not properly 
very useful for classroom tests. This developed. 
would also include listing items. 

Problems Especially effective when mathemat- More difficult for slower students who 
ical computation or use of an algo- are less able to separate the important 
rithm is an important aspect of facts from trivial details. 
the topic of study. Word or story 
problems are better for testing 
higher level understandings and 
applications. 
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Matching Tests to Objectives 
Before committing to a type of test or test item, the teacher must care­

fully consider the objective(s) to be tested. An objective written at the 
application level of RBT cannot be tested with a simple "List the six stages 
of ... " sort of item-that would be basic recall of facts. Likewise, if the 
objective is for students to be able to "list the four basic components of the 
systems model;' an essay item that asks them to explain the operation of a 
3-D prototyping machine would be unfair. In fact, a student answering 
such a question would probe around all four of the components of the sys­
tems model (input, process, output, feedback), but may not actually name 
any of them-thus the teacher would not know whether students giving 
the best answer had met the specific learning objective intended. So, 
matching item type to objective level is crucial. Recall knowledge (lowest 
level) is tested with lists, short answer, true-false, matching, and multiple­
choice items. Second level cognitive objectives (understanding) are better 
tested with brief essays, multiple-choice, and sometimes matching items. 
Application-level objectives are well tested with problems (especially story 
problems), essay, and multiple-choice items. 

Developing Good Test Items 
Care in matching item type to the level of the objective it tests is clear; 

another related issue is the overall balance of the test. If no purposeful 
action is taken to ensure balance, what often happens is that items that are 
easy to develop dominate the test, while some important information may 
go entirely untested. To prevent this, construct a "test blueprint" (also 
known as a table of specifications) prior to writing the items (Bertrund 
and Cebula, 1980; Gronlund, 1981). The test blueprint is a matrix with the 
objectives to be tested on the left side and multiple columns with headings 
to show how many and what levels of items are to be developed for each 
objective (see Table 2). The types of items to develop will naturally follow 
from the levels of the objectives, as discussed earlier. 
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Table 2. Portion of a sample test blueprint on GIS technology. 

List six applications of 
GIS technology 

Identify and explain how 
GIS technology improves 
understanding of resource 
utilization 

Apply the principles of 
GIS technology in a novel 
simulated setting 

Define the key terms 
common in GIS applications 

Develop a hypothetical 
scenario in which GIS 
technology could be 
applied to solve a societal 
problem 

Discuss how GIS applications 
might be used by a state 
government 

2 

2 

4 

Haynie 

4 

4 

4 

Now let's consider some tips on how to develop improved items of 
each type. Example items are provided and critiqued. 

True-False Items 
Though they are often plagued with problems, true-false items are 

popular among teachers, and students are accustomed to them. Teachers 
who choose to use them must, however, take care to avoid their natural 
pitfalls. The first consideration is to avoid words such as "never)) and 
"always;' which consistently make statements false. Next, ensure that state­
ments intended to be true are indeed fully true, with no possible false or 
contradictory information imbedded within them. In constructing items 
intended to be false, it is imperative that the element that renders the state­
ment untrue is an obviously important element of the statement-not 
something silly or insignificant, such as a misspelled word or unimportant 
detail tagged into an otherwise true statement. The intention is to deter­
mine how much of the subject matter students know, rather than to see 
which of them is the best detail proofreader, most talented trivia buff, or 
best able to decipher complex sentences. True-false items often have seri­
ous flaws that make them ambiguous (and therefore tricky) in such a way 
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as to cause the brightest students to agonize over them and sometimes 
mark them incorrectly, when they actually know the subject matter well. 
At the same time, some of the less-informed students score high by guess­
ing correctly; after all, there is a 50% chance of a right answer. One of the 
most anxiety-provoking tests this author ever experienced was a college 
exam that consisted entirely of 100 true-false items. Every item was true. 
Even the best students in the class labored over this test for the entire 
period, feeling certain that some chicanery was at hand and that many of 
the statements were surely false. Some students scored very poorly on the 
test. Such practices simply cannot be defended. 

Figure I. Sample true-false items. 

__ I. GIS, geographic information systems, is a technology that is used to 
view and analyze data from a geographic perspective. 

__ 2. GIS designates a technology that is used to view and analyze data 
from a geographic perspective. 

__ 3. The full name designated by "GIS" (a technology that is used to view 
and analyze data from a geographic perspective) is "global information 
systems:' 

__ 4. GIS technology could help a government in its efforts to keep 
pesticides out of a body of water, such as the Chesapeake Bay. 

Examining the true-false items in Figure 1 illustrates some of these 
points. Item 1 is a true statement, with one word (Information) mis­
spelled. If the teacher's intent was to test students' spelling of that word, 
the item should simply read, "The proper spelling of the middle word des­
ignated by GIS is Information." This would not be a particularly important 
test item, but at least it would not be a "trick question;' with its purpose 
embedded in a distracting field. If the item's actual intent is to determine 
that students know what GIS stands for, it should be true regardless of the 
spelling-but some of the brightest students would miss it, due to the mis­
spelled word. Item 2 is good for a true-false item because it exactly states a 
definition provided from the text materials and includes no distracting 
information-it is a "true" item. Item 3 is a typical, acceptable true-false 
item operating at the lowest level of RBT. Item 4 is also a good true-false 
item, but classifying its level of operation according to Bloom's taxonomy 
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is not as simple because it depends upon how the information was taught. 
If cleaning up the Chesapeake Bay was a major topic of discussion in the 
text or lessons, then it operates at the lowest level of knowledge. However, 
if no specific mention was made of water pollution or tracking of pesti­
cides and students were being presented a novel situation that they should 
figure out on the basis of similar topics, then the item tests at a higher 
level. It is possible to use true-false items to test some higher-level skills, 
but care must be used in doing so. 

Multiple-Choice Items 
Most evaluation textbooks recommend multiple-choice items as the 

most versatile and best form of item to use. That advice is correct when the 
items are developed by skilled authors, proofread carefully, edited, and 
then evaluated for validity and reliability (Ellsworth et al., 1990; Hoepfl, 
1994). But few classroom teachers have either the time or the resources to 
develop their tests in this way. Therefore, as research by Haynie (1992, 
1997a) recommended, technology teachers who choose to develop their 
own multiple-choice items must use care. Some important points to con­
sider include: 

The stem (the question or statement portion of the item) must con­
tain most of the information, and the alternatives (the answer choices) 
should be short to lessen the reading load on students. This is impor­
tant because students forget what they have read when they must pore 
over lengthy alternatives. This penalizes slow readers, even if they 
know the subject matter well. 
Grammar, punctuation, and word choices must be accurate so that all 
of the alternatives correctly complete a sentence. This includes care in 
the use of articles, such as "a;' "an," and similar words at the end of the 
stem. Students who are good readers will be able to eliminate some 
alternatives due to grammar problems even if they do not know the 
subject of study. 
All of the distractors (alternatives which are incorrect answers) must 
be plausible enough so that a student with incorrect or partial knowl­
edge will view them as possible answers. 
Although some multiple-choice items ask students to choose the 
"best" answer from a field of alternatives in which several may be tech­
nically correct, in teacher-made tests it is advisable that only one of the 
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alternatives for each item be correct. The "best -answer" approach is an 
acceptable testing strategy only when the tests are developed with the 
care and field testing employed by skilled professional test developers. 
When classroom teachers attempt to implement this technique, the 
resulting items frequently are unfair, ambiguous, tricky, or simply not 
valid. 

• There (optimally) should be one correct response and four distractor 
alternatives. If it is not possible to have at least four alternatives, the 
item is little better than a true-false item in terms of its capacity to 
identify those who really know the material. 
Style may vary, but consistency is important. If capital letters are used 
to identify alternatives, do so consistently and arrange items so they 
may be read easily. Items should not begin on one page and bleed over 
to another page-this includes the alternatives for the item. 
Readability issues such as these are especially important for computer 
and online tests because switching screens is not as seamless a process 
as turning a page. 

Figure 2. Sample multiple-choice test items. 
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-- 5.GISisa 
A. government operated system for predicting seismic interactions 
B. technology that is used to view and analyze data from a 

geographic perspective 
C. should really be "SIG" 
D. acronym that stands for global identification signifier 
E. none ofthe above 

-- 6. Despite the large variety of technology issues which may be 
considered with GIS technology, it would not normally be used to 
solve which of the following problems: 

A. prediction of future needs for a mass transit system 
B. reinstallation of software on the computer system for a business 
C. tracking of the spread of a disease epidemic 
D. trend analysis of population growth 
E investigation of acid rain impacts 

-- 7. is the acronym for a technology which uses data 
from many sources, including satellites, to solve problems involving 
_____ and ___ _ 

A. GPS, computers, globes 
B. GGS, geology, geography 
C. GIS, geography, information 
D. GPA, geography, positioning 
E. GCA, geosynchronous orbit, cartography 
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Consider the examples of multiple-choice items shown in Figure 2. 
Question 5 demonstrates several common flaws. It was intended to oper­
ate at the "remember" level of the RBT cognitive dimension. The first 
problem is that the stem is shorter than the answer alternatives and does 
not provide a clear indication of the point of the question. Students will be 
so confused by the time they read all of the alternatives that they will need 
to re-read all of them in order to sort out the correct one, which is a great 
burden for slower readers. Grammatically, this stem can only go with alter­
natives A, B, or E. There is also no punctuation at the end of the stem; most 
frequently, a properly worded stem will end with either a colon or a ques­
tion mark. The alternatives are not homogenous; they are like mixing 
apples and wrenches rather than apples and oranges. Is the basic question 
whether students know the acronym, or what GIS technology can do? 
What about alternative E? Many teachers make the mistake of throwing 
either "none of the above" or "all of the above" into any item for which 
they cannot conceive more than two or three alternatives. In those cases, 
students readily determine that the final choice is never actually the cor­
rect one. If those response alternatives are ever used, they should some­
times be the correct answers. This leads to two immediate results: First, the 
item automatically goes up in cognitive level. Second, it becomes more 
complex and difficult to develop. Students tend to dislike these items, and 
research by Haynie (1992, 1997a) found that items of this type developed 
by classroom teachers had more errors than any other forms. Worse still 
are items with an alternative such as "A and C but not B." Another pitfall 
for many teachers is unnecessarily stating an item in the negative, as shown 
in Question 6 (Figure 2). 

In Question 6 it would be easy for a student to become confused and, 
while quickly reading to finish the test in the allotted time, fail to notice 
the word "not" in the stem. Since positively stated information is the norm, 
unless there is no other way to phrase the item, use positive statements 
exclusively. When you must resort to a negative statement in the stem, take 
two very important precautions: accentuate the word or phrase that ren­
ders the stem negative by underlining, using bold typeface or larger type­
face, or even using all caps; and be very careful to avoid wording any of the 
alternatives negatively so that it would result in a double-negative when 
chosen. The above item would likely be acceptable if it read "it would NOT 
NORMALLY be used;' but a little creative thinking by the test developer 
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could provide a better item using only positive statements. A good quality 
of this item is that it does involve testing at the understanding or applica­
tion level of RBT (depending upon how the information was taught). 

Multiple problems are illustrated in Question 7 (Figure 2). Beginning 
the stem with a blank is poor because the stem should clearly reveal the 
main point of the question, and a blank first word is confusing. Multiple 
blanks in the same item also confuse and could trick students who know 
the material or provide easy correct guesses for students with partial knowl­
edge. Alternative "E" does not fit the blanks because one part of it is two 
words. Actually, putting blanks in a multiple-choice item is rarely the best 
approach; item stems that end with each alternative completing the sen­
tence are more often preferred. The alternatives in this example are weak, 
as well. If they all had "GIS" first, any of them potentially could be correct, 
so why have such a difficult and confusing item to determine if students 
know this one simple bit of jargon? Teachers should examine their first 
draft of each item carefully to ensure that items are not confusing for stu­
dents. In short, keep multiple-choice items as simple in form as possible. 

Matching Items 
When a long series of very closely related multiple-choice items seems 

to evolve from the test blueprint, a matching item may be a better solution. 
This is especially true when similar stem-and-answer alternatives are being 
used repeatedly. Proper matching items consist of two lists in column 
form. Typically, the stems (questions) should be on the left and the 
responses (answers) should be on the right. The list of responses should 
include a few more choices than there are stems, to prevent guessing by 
elimination. Though some teachers break this rule, the response choices 
should not be used more than once each so that students may mark 
through them as they are used, to lessen their reading burden. As with 
multiple-choice items, the stems should be the longer statements, and 
responses should be very short to facilitate scan reading. Number the 
stems and label the responses with capital letters. Matching items are easy 
to score, students usually enjoy them, they can possibly test at upper levels 
of the cognitive domain, and they can help break the monotony of a 
lengthy test by providing stimulus variety. But there are many pitfalls to 
avoid. The first is long groupings: keep them in the 8- to IS-item range or 
they become a burden. Another mistake is to combine unlike information 
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into matching items. This practice makes the items confusing for all stu­
dents, it can provide easy opportunities for guessing by students with some 
knowledge, and it results in items that are less valid than other types of 
items would be. Consider the example shown in Figure 3. 

Figure 3. Sample matching item. 

__ I. Invented by A. G. Bell A. teleprompter 

-- 2. Was used in the Civil War B. telemetry 

-- 3. Displaced typesetters' jobs C. television 

-- 4. Expanded after WWII D. teletype 

-- 5. Used in TV studios E. telegraph 

-- 6. Prints out messages F. telephone 

__ 7. Early communications G. teleplane 

-- 8. Remote measurement system H. Telstar 

I. linotype 

J. radar 

K. cell phone 

L. satellite 

The set of matching items in Figure 3 does have the sort of homoge­
nous nature that enables use of matching items. To add in stems such as 
"cooks popcorn in 3 minutes;' "forms a 3-D image," or "joins metal via 
cohesive bonding" simply to lengthen the set would reduce effectiveness 
and validity. Although these are reasonably acceptable, could some bright 
students be tricked into choosing answer "J" for item number 4? It is clear 
from the general thrust of the series that the intended answer is "C;' but 
radar did expand greatly following World War II, particularly in its 
nonmilitary applications. The advice regarding matching items is to only 
use them when they truly are the best choice. 

Essay Items 
Essay or discussion items have many advantages and disadvantages from 

both the teacher's and the students' perspectives. They are generally easy for 
the teacher to develop but difficult to score. Their subjective nature com­
promises efforts to be fair in scoring. The length of student answers, often 
combined with poor handwriting, creates a large time burden for teachers. 
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From the students' perspective, they require a large burden of time to 
answer, but they allow students who are willing to devote enough effort to 
clearly evince all they know about the subject at hand. There are few cues to 
jog one's memory, so the successful answer reveals both remembering and 
understanding; often essays also test application to novel situations. 
Additionally, they reinforce the total school mission to teach writing. The 
freedom-of-response characteristic is one that wise students quickly learn to 
exploit when they do not fully know the correct answer because they can 
"explore" around the topic, groping for points by including related infor­
mation that does not directly answer the question at hand. Students who 
write well and whose native language is English have an obvious advantage 
in answering these items, and oral responses may be the only fair alternative 
for students with reading/writing difficulties. It is also common for teachers 
scoring tests to develop an unintended bias toward answers they read first, 
which affects how they score the answers that follow. The first technique to 
increase the objectivity (and fairness) of essay items is to carefully develop 
an answer key as the item is conceived. Be sure to indicate to the students 
how many points the item carries. Each point should be clearly tied to a 
meaningful fact or concept in the model answer indicated in the key. Often 
teachers fail to consider this and simply assign the essay item(s) at the end 
of a test some numerical value to round the test out to an even 100 points, 
rather than carefully assigning the values based on what information a per­
fect answer would require. It should be acceptable for an essay item to have 
a value of seven points if it only requires six facts and one concept to create 
a perfect answer. When scoring the test, the teacher should mark all students' 
responses to item one, then shuffle the papers and mark all students' 
responses to item two. This process is repeated with subsequent essays, and 
the teacher should avoid looking at the names of students (though distinc­
tive handwriting often foils this attempt at objectivity). Quickly scan each 
response, looking for the key words or phrases (or their appropriate syn­
onyms). Write a number, beginning with" 1;' after each correct element you 
find. The last number that you write is the student's total score for that item. 
Some teachers prefer to mark correct elements with check marks and then 
count the marks and enter a number at the end of the response. Do not give 
credit for any response elements that were not on your answer key, regard­
less of how plausible they might seem, unless you are prepared to go back 
and review all students' papers to give them the same credit if they included 
this new fact. 
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Figure 4 shows an essay item from a technology education methods 
course on how to score essay items and a typical student response marked 
according to these guidelines. 

Figure 4: Sample essay question, with student response marked by the teacher. 

3. Briefly explain how to score an essay item. (5 points) 
Key for Item 3: 

Outline the key while writing the items 
Score item I for all, shuffle. then 2, etc. 
Avoid names 
Mark points in sequence 
Do not credit any "bull" 

Student's Response: 

3. M .. ~ ....... ovTI ...... o.f t\, .. ..... s"" .. " '10V """ ... T 
""\., ..... '10V """.T .. t\, .. T .. sT.l1h .. ovTI ...... 
s\"ovl.l b.. b" ... .f ..... .1 ""s'l To vs.. bVT "'0 
0 ..... bVT '10v "",\\ s .... • T. 6",,' .. .. " .. "'I:.. ..... 's 

o,ye.s"ho ... I .f'"sT ..... .1 t\, ..... '0 .. \\ ';l's Z"".t\,OVT 

loo~'''':; .. T ..... _s. 3 Do ... "'\" :;'"'' ." .. .I.T .fo" 
.. )(T"" :; .. "b,,:; ... 4 '-\., ... ~ sp .. \\ .... :; a. p ....... TV .. T.o ... 

.fo" ..... \., .T .. M a. T,,~ .. po .... TS """"'I .fo" 

..... 0Mpl .. T.. s ..... T ........ s. 

As shown, the teacher found four correct elements in the student's 
response. This student included a novel element in his answer that may be 
both true and equally as important as other elements indicated on the 
teacher's model answer key. Since it was not on the key, it does not receive 
a point. However, the notion raised by this student is something for the 
teacher to consider when grading essays. One approach would be to 
deduct points for misspelled "technical" words that are clearly related to 
the topic at hand (with advance notification to students that they are 
responsible for learning to spell them) and to simply mark other grammar 
and spelling errors without deducting points to help students learn to rec­
ognize problems in their writing. In nontest writing assignments such as 
term papers, PowerPoint® presentations, and lab reports, such errors 
should be marked with a penalty to reinforce writing, but not on the test. 
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One more consideration is the choice of whether to deduct points for 
incorrect statements that are made in addition to the correct statements 
required for an answer. If the preceding guidelines for scoring essay items 
are followed precisely, incorrect statements would simply be ignored when 
scoring. Many teachers would argue that a student who made four correct 
statements and then added an additional incorrect statement (possibly 
searching for more points) should receive a grade of three rather than four, 
to penalize for the incorrect statement. That practice, if it is known to the 
students, does help prevent students from artificially lengthening their 
answers. It also may help students learn a more efficient writing style that 
could benefit them in other contexts. In any case, teachers who intend to 
deduct points for wrong statements should clearly inform students before 
they take the test. 

Short-Answer Items 
Short -answer items have three fundamental forms: brief questions 

similar to essay items but only requiring a few words or one sentence to 
answer; statements with one or more blanks for students to fill in; and 
items that appear as multiple-choice item stems without any response alter­
natives, so that students must answer from recall. In all cases, the stem must 
be clear enough to elicit only the desired response. Generally, the guidelines 
for developing good short -answer items vary, depending upon which form 
is used, but the factors explored in the sections above should help teachers 
improve their short -answer items. The greatest danger is an ambiguous 
stem that may be answered correctly in multiple ways or that does not 
clearly lead students to the desired answer. Since teacher-developed multi­
ple-choice items are often spoiled by confusing and contradictory answer 
alternatives, teachers who have difficulty developing effective multiple­
choice items may consider short -answer items as a good alternative. Avoid 
confounding items with multiple blanks in the same item. Figure 5 shows 
examples derived from earlier items. 
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Figure 5. Sample short-answer test items. 

8. What do the letters in the acronym "GIS" represent? 

9. Identify one application of GIS technology. 

10. Identify a technology system that could help a government in its efforts 
to keep pesticides out of a body of water such as the Chesapeake Bay. 

Haynie 

Item 8 is a clear replacement for previous example true-false item 
number 1 or number 3 (depending upon the teacher's intent). Its only 
acceptable answer is "Geographic Information System." Had the item 
simply been stated "What does GIS stand for?" then this would be an 
acceptable answer along with several others such as "a system that uses 
geographic information to solve problems." Item 9 replaces true-false 
item 4 or multiple-choice item 6. There would be many acceptable 
answers. If one particular answer is desired, the stem must be expanded 
to limit possible answers. In answering item 10, both the acronym and the 
full name would be acceptable answers, unless the stem is altered. The 
essential consideration is to ensure that the stem elicits only the exact 
desired answer, unless a range of answers is acceptable. 

Problems 
Many of the guidelines for improvement of essay items also apply to 

story problems or word problems. The essential consideration is to ensure 
that students understand the intent of the item. The number of points 
credited for the various steps toward solution and the number given for the 
correct answer must also be known to the students. Direct students to show 
their work and indicate whether the answer should be stated in a complete 
sentence, circled, or otherwise presented. Whenever a common hypotheti­
cal situation or data set is to be used for several problems, make it clear to 
students that this is being done and cluster all of the related problems 
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together on the test. Make it a habit to deduct points when students fail to 
show their work, for two reasons: The algorithm (process toward solution) 
is often as important as the final answer, and awarding full credit for the 
final answer alone makes it more difficult to detect cheating by students. 
The quality of problems on teacher-made tests may be improved by asking 
a mathematics teacher to review and discuss them prior to final revisions. 

ADMINISTERING TESTS 
Even when a well-developed test is available, its effectiveness for eval­

uating student learning may be hindered by common oversights or confu­
sion in the administration procedures or the environment. Preparing for 
testing includes preparing the instructions and the testing environment, as 
well as encouraging students to be prepared for the test. 

Maintaining a Good Testing Atmosphere 
Some students fear tests and view the test environment as a tense and 

threatening situation. Unfortunately, some teachers exacerbate this 
unhealthy climate by making threatening statements or by adopting an 
uncommonly authoritative demeanor on test days. Tests should not be 
viewed as major events-they should simply be one aspect of the educa­
tional process. Yes, the room must be quiet to allow students to concentrate, 
to reduce confusion, and to limit cheating, but it should not seem hostile. 

Do not begin the test until everyone is seated and has the needed 
materials (paper, pencil or pen, cover sheets, references if allowed, and 
others as needed). Ensure that all students have adequate space, can easily 
shield their paper from view of others, are comfortably situated, and that 
the room is quiet, well lighted, and well ventilated. It is generally advisable 
to make any needed announcements and to give general directions (such 
as how to submit papers) before distributing the test copies because many 
students will focus only on the test itself once they have it in hand. If you 
have discovered errors in the test copies, note them on the chalkboard, 
screen, or whiteboard and call attention to them before the distribution of 
tests. Remind students that the test is important, but do not make state­
ments to induce fear. Make a last call for full attention and continued quiet 
prior to distributing the copies. Have some sort of quiet assignment out­
lined for students who finish early. After students receive copies of the test, 
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encourage them to look the test over briefly and pace their work. Ask if 
there are any general questions before beginning. 

Once the test begins, avoid interruptions. When students ask ques­
tions about the test or individual items, determine before answering if the 
question is valid and its answer does not reduce the validity of the item. If 
you decide to answer the question, do so for the whole class by calling their 
attention to the item, repeat the student's question, and then answer it for 
all to hear. Add this to the errata notations on the board and mention the 
item to the next class prior to the test. Have clear instructions on the test 
concerning how to answer each type of item, the point values of each sec­
tion and the whole test, where to write, and how the students should iden­
tify their papers (names or numbers and where to place them). Also, have 
written instructions about where to submit papers, whether to clip or sta­
ple, and other factors, so that you will not have to speak often during the 
test (these may be on the board with the errata). Ensure that there is ade­
quate time for the test. Never rush students to finish in a certain allotted 
time, unless it is a specific goal of the test, in which time is a valid measure 
of job proficiency (e.g., a timed test in typing). 

Maximizing Learning Benefits of the Test 

Several research studies by Haynie (1990b, 1991, 1994, 1995, 1997b, 
2003a, 2003b, 2004) have found that, in addition to providing information 
for evaluation, tests aid the learning process. Students learn while they pre­
pare for a test. In addition to this motivational aspect of the testing 
process, the actual act of taking a test has been shown to lead to greater 
learning gains. In these studies, students who were informed of an upcom­
ing test performed better than those who were told they would not be 
tested, and students who then actually did take a test learned more than 
those who did not receive the anticipated test. These results were con­
firmed by student performance three weeks later on an unannounced test 
for delayed retention. Other means to increase the learning value of a test 
include what is done before and after the test. Reviews of information 
before the test help students retain longer. So does a review of the right 
answers, with students examining their own scored papers, after the test. 
Having students research to find corrections for their own errors is 
another common way to turn the test into a learning aid. Review sheets 
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and preparation or study questions given in conjunction with tests have 
also been shown to aid in retention learning (Nungester and Duchastel, 
1982). One study even found that the best form of test to use to maximize 
learning retention is a take-home test. However, this same study showed 
that students only learn the precise facts and information actually repre­
sented on a take-home test, while they study more broadly and learn 
related information better when tested in class (Haynie, 2003b). Tests 
require far too much teacher and student time not to maximize these ben­
eficiallearning effects. 

Encouraging Honesty 
One troubling concern for teachers is cheating. The professional liter­

ature is full of examples of dishonesty among students, and virtually every 
teacher has had to confront a student about cheating. A wise old saying is 
that "a lock is only to keep an honest man honest." The implication is clear: 
a committed thief will simply break the lock, but the lock will limit the 
strength of the temptation to steal for most people. The same is true in the 
classroom. The teacher should arrange seating to make cheating more dif­
ficult, carefully monitor students to watch for note-passing and whisper­
ing, encourage use of cover sheets, challenge students when their papers 
have exactly the same wording in response to essay answers, and keep the 
room quiet and orderly in generaL In the final analysis, the truly dishon­
est student may still find a way to cheat. The teacher should use a positive 
approach as much as possible by encouraging honesty rather than threat­
ening to punish if cheating is discovered. Help all students remember to do 
their own part to keep papers covered (like putting a lock on a door), and 
provide a safe means for students to report peers whom they fear have 
cheated. Students will recognize diligence in establishing order and in 
monitoring, and that will go a long way toward ensuring honesty. 

ANALYZING CLASSROOM TESTS FOR 
IMPROVEMENT 

Standardized tests undergo extensive review and editing during their 
development and then are subjected to careful scrutiny via statistical 
analysis of data collected during pilot testing. Once final revisions are 
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completed and the test is actually published and placed in service, data col­
lection continues to develop pools of information for interpreting the test 
results normatively as the characteristics of the populations being tested 
evolve. Although it would be impractical or impossible for classroom 
teachers to conduct the kind of review and analysis done to standardized 
tests, there are some very practical ways they can examine and improve 
the tests they develop. With the ease of revision provided by modern 
word-processing software, there is little excuse for continuing to use a test 
that is found to be flawed. 

Validity and Reliability 
There are several types of validity, but the type most commonly refer­

enced is content validity, which measures the extent to which a test actu­
ally tests what it is intended to. In layman's terms, we could use 
"truthfulness" to refer to content validity. As an example, suppose a com­
munications technology teacher administered a test about CAD applica­
tions, but the test focused on terms and features found in a CAD program 
not used in the class. It might happen that there was one student who had 
used the alternative CAD program and who knew enough about it to score 
reasonably well on the test, while all others, even those with good knowl­
edge of their classroom version of CAD, scored poorly. Do those results 
truthfully reflect the students' knowledge of CAD software? For a test to be 
valid, each item on the test must also be valid. That means each item must 
match well with what is intended by the course objectives and the test 
blueprint. 

Reliability is a different, but related, issue. To say that a test is reliable 
essentially says that the test will consistently render the same results if used 
again and again in a given situation. Basically, if the same test is used in 
several class sections or over a period of semesters, do the results generally 
seem stable, or is there wide variation of scores with each administration? 
One might ask how reliability and validity relate. A test must be reliable if 
it is to be valid-a test simply cannot be telling the truth if its results are 
different each time it is used. Being reliable does not automatically ensure 
that a test is valid. Recall the example of the test focusing on an alternative 
CAD program. The test was probably not truthfully assessing students' 
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knowledge of CAD, but it would likely be highly reliable because the scores 
would not vary much if we gave the same test again the next day or when 
we used it in the third-period as well as fifth-period class. So, it would be 
reliable (consistent), but still not be valid (truthful). 

How can technology education teachers improve the validity and reli­
ability of the tests they develop? If we concentrate on the validity of each 
item on the test, overall validity will likely be enhanced, and reliability 
should follow as a result. So, the advice here is to strive to ensure that every 
item is valid. This begins by careful attention to the development of the 
test blueprint so that it properly reflects the content and objectives being 
tested. This will ensure the overall validity of the test itself, and, if care is 
taken to make each item within the test valid, a good test is assured. Once 
the test is actually used, however, some real data can be analyzed to 
improve the test when it is revised. Item analysis is the best technique for 
classroom teachers to use in revising their tests. 

Item Analysis 
A simplified form of item analysis is helpful to the technology teacher 

who wishes to analyze tests for improvement. Divide the papers into two 
groups according to their scores on the total test: upper scores and lower 
scores. We will assume that multiple-choice items are being analyzed in 
this example, but the procedures may be easily altered for other types of 
items. The main point is to determine if each item is being answered cor­
rectly by the better-prepared students and missed more often by the 
weaker students. For multiple-choice items it is also simple to determine 
which distractor alternatives are operating properly and which ones are 
weak. Hypothetical data is recorded for analysis of example items 5 and 6 
(Figure 2). A class size of 22 students is assumed. Since 10 is an easy num­
ber to work with, the two scores in the middle are ignored for convenience 
and the 10 highest-scoring and ten lowest-scoring students' papers com­
prise the upper and lower groups. Table 3 shows a portion of the spread­
sheet with the information recorded. Bold typeface and an asterisk 
indicate the keyed correct answer for each item. 
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Table 3. Raw data recorded in a spreadsheet for item analysis. 

Once the data are recorded, the formulas for calculating difficulty and 
discriminating power are simple: 

Difficulty = Correct Answers 
Total Attempts (Record %) 

Inserting the data for Item 5 we find: 

Difficulty = 13/20 
Difficulty = .65 Record 65% 

Examining the formula helps the reader understand what the resulting 
value indicates. An item that is so difficult that no students choose the cor­
rect answer will have a difficulty rating of 0% (extremely difficult). An item 
correcdy answered by only one student is rated 5%, and one that all students 
answer correcdy receives a rating of 100%. The 65% rating of item 5 shows 
a moderately difficult item. The test should have items with a range of diffi­
culty ratings from about 25% to 75%, with many items hovering near the 
50% level. A test with many highly difficult items is too frustrating for stu­
dents, while tests with too many easy items may be of litde value for evalu­
ation purposes. Table 4 shows the same table of data, with the calculated 
values for both difficulty and discriminating power inserted. 
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Once difficulty is found, solving for discriminating power is simple, 
too. Here is the formula: 

Discriminating Power = Correct Upper Group-Correct Lower Group 
Total Attemptsl2 

Inserting data for Item 5, we find: 

Discriminating Power = (10-3)/(20/2) 
Discriminating Power = 7/10 
Discriminating Power = .70 

Careful analysis of this formula shows that an item that is marked cor­
rectly by only the students in the upper group will have a discriminating 
power of 1.00. Similarly, an item that every student answers correctly will 
be rated 0.0, and items with discriminating power ratings that are negative 
numbers are those that the brightest students answer incorrectly, but the 
lower group students answer correctly. These items should be deleted or 
heavily revised before they are used again. Discriminating power ratings 
near .50 are generally good for most items on teacher-developed class­
room tests, and a range from about .25 to .75 is common. Example item 5 
discriminates effectively, while item 6 is so difficult (15%) that it probably 
frustrates all students in the class and its discriminating power (.10) is 
poor as well. It appears that there is some flaw in distractor A of item 6, 
attracting the best prepared students away from the correct answer. 

Table 4: Difficulty and discriminating power recorded. 
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If the same items are used a second time (with or without revision), 
the process of item analysis may be repeated and a history developed for 
each item. When used in conjunction with careful assessment of content 
validity, perhaps by having colleagues review the items, along with the 
teacher's own careful proofreading and editing, these simple procedures 
are adequate for improving teacher-developed classroom tests. 

Research Findings on Teacher-Made Tests 

Haynie (1997a) found that technology teachers differed greatly in 
their ability to develop effective test items. These findings replicated, in 
most regards, those of his 1992 study. Problem areas included grammar, 
punctuation, mismatch of items to objectives (both in content and level), 
validity, clarity, and poor distractor alternatives used in multiple-choice 
items. Haynie also found that experienced teachers (those with more than 
eight years of service) outperformed novices, and both undergraduate and 
graduate courses in tests and measurements were helpful for improving 
teachers' test -development skills. However, not all undergraduate pro­
grams include them. Experienced teachers with master's degrees and at 
least one course in tests and measurements developed the best items. The 
most notable change in the quality of items developed in the two studies 
was that spelling errors, which were very common in 1992, were nearly 
nonexistent in 1997. Haynie attributed this finding to the fact that the 
teachers in the later study all had used computers with spell-checking soft­
ware. There was, however, a new problem noted in the second study. 
Although the finding was not statistically significant, there were more fre­
quent occurrences of the wrong word being used when two or more words 
sound alike (e.g., "there" was used when the proper choice would be 
"th . " C(th '" «" d " d" fu d "t . " elr or even ey re ; or an an an were con se ; or ransmlt 
replaced "transit"). In all of those cases, the error was not detected by spell­
checking software, and it appeared that the item author had proofread less 
carefully than he or she would have in the era prior to the availability of 
such software. So, the primary caution in development of test items is cer­
tainly to proofread them carefully, rather than relying on the computer to 
find and repair all problems. 
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Testing Using Computers 
In addition to word-processing software with spell-check capabilities, 

there are many other computer applications now available that assist in the 
development of tests. As with any computer function, the old motto 
"garbage in=garbage out" applies. The computer will not improve weak or 
invalid items that are entered. Teachers must periodically check item banks 
to ensure that the items continue to operate as desired and continually 
update the item banks as appropriate. The more powerful software pack­
ages permit test generation, selection by difficulty or grade level, coding by 
standards, and many other useful features. An item bank needs to be large 
enough so that multiple forms of tests on the same content are available, 
and items may be used to generate other resources, as well as tests (e.g., 
review sets, pretests, study packages, etc.). When whole districts or states 
use a large item bank, it is possible to perform sophisticated analysis, and 
the resulting tests may be norm ed, as is done with standardized tests. This 
makes the information gathered by the tests more useful, but does possi­
bly detract from the unique nature of individual teacher-made tests. The 
ability to be customized for an individual classroom or setting is lost as the 
items and resulting tests become standardized (and thus, homogenized). 

When students actually take their tests on computers, instant results 
may be given, which could help students learn more and retain the infor­
mation learned. Computerized and online testing permits use of many fea­
tures not possible with paper-and-pencil tests, such as multimedia based 
items, 3-D animations, color graphics in illustrations, rotation of 3-D 
images, video clips, sound, and more. These bring a reality to the testing sit­
uation that would have been inconceivable in the past. Vendors are already 
beginning to market testing software, tests, and other media with some of 
these features. Two precautionary statements are timely concerning 
increased use of these computer-based testing techniques and advanced 
features. First, the prudent teacher will take care to ensure that testing soft­
ware, applications, and features selected do not outpace the availability and 
capabilities of the school's computer systems and networks. Second, since 
many of these features require the computers to be networked, increased 
care must be taken to ensure that students are not able to cheat by access­
ing information directly from the Internet during the test or by temporar­
ily installing their own media on the machine that they use. 
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Although a good case has been made here for the importance of class­
room tests in modern technology education, limitations must be recog­
nized. Tests are not capable of evaluating many important skills in a 
modern technology class. Written tests are generally not effective for eval­
uation of projects, learning products constructed by students, reports, 
presentations, role-plays, and daily work habits of students. Teachers' 
observations are a far better assessment of students' adherence to proper 
laboratory procedures and safety rules than any type of items appearing 
on written tests. Tests do not help teachers understand students' motiva­
tions, preferences, or dispositions. Rubrics, which are natural embellish­
ments of the project evaluation sheets used in the industrial arts shops of 
yesteryear, yield far more meaningful evaluations of student work in 
many laboratory activities than do tests. The goal here is not to encour­
age technology teachers to use written tests in all situations, but to help 
them improve the tests they develop when a test is the best choice for 
evaluation of the skill or knowledge under consideration. 

In these days of increased use of high-stakes, end-of-course testing in 
many subjects, there is fear within the education community that teachers 
will "teach to the test" in an effort to improve their students' scores. These 
fears are well-founded, and the damage such practices could do to the total 
education program are significant. Teaching specifically and exclusively 
what is on the end-of-course test may lead to sterile instruction that is 
devoid of character and innovation; to tedious assignments, such as drill 
and practice; and to inhibition of creativity for both students and teach­
ers. One of the benefits of teacher-made tests is that they can be tailored 
specifically to what is being taught in a particular classroom or setting 
(Mehrens and Lehmann, 1987). Technology teachers are encouraged to 
seek creative approaches, interesting projects, and a variety of ways to eval­
uate student performance. 

CONCLUSION 
This chapter focused on tests developed by technology teachers. 

Precautionary statements were presented concerning the limits of the 
applicability of tests, teachers' preparedness in test development, and 
applications of various types of test items. 

_ 59 



Conventional Classroom Assessment Tools: Item Selection, 
Development, and Evaluation 

Development of an effective test begins when a test blueprint based on 
the learning objectives is developed. This ensures balance and also helps to 
align the test items with both the information under study and the types and 
levels of objectives. Careful proofreading is essential, and having a colleague 
review the test items and comment on their content validity is also helpful. 
Guidelines for improving the quality of various types of test items were pre­
sented. The testing environment should be controlled and businesslike, but 
not tense. The teacher who wishes to improve a test can easily conduct a 
simple analysis of each item for difficulty and discriminating power. There 
are limits to what should be assessed by tests versus by other means. 

Since many technology teachers do not take tests-and-measurements 
courses as part of their undergraduate degree programs, the burden for 
helping them understand how to develop effective classroom tests falls on 
the faculty teaching their methodology courses (Haynie, 1992, 1997a). 
Even when undergraduate students do take a tests-and-measurements 
course, there is no guarantee that topics concerning how to develop and 
analyze effective teacher-made classroom tests will be adequately covered. 
They may instead be generalized courses that stress a lot of information 
concerning standardized tests and how to interpret their results. Even 
when those broadly defined courses do include information on develop­
ment of teacher-made tests, they typically do not make any specific men­
tion of the unique situations found in technology laboratories. 
Tests-and-measurements courses are suggested as required components of 
graduate programs in technology education. The master teachers and 
future leaders in our profession should have increased background to help 
them understand development, norming, analysis, and interpretation of 
standardized tests and to also help them gain a clear understanding of how 
to apply portions of that information to improving teacher-made tests. 
Wherever such courses are not available or other curricular demands are 
considered more important, the technology education faculty must ensure 
that graduate students leaving programs are well prepared to develop and 
analyze effective classroom tests. 
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DISCUSSION QUESTIONS 

1. Classroom tests are only one means of evaluation in technology lab­
oratories. List the major topics, skills, and knowledge studied in your 
classroom, and cite the appropriate methods for evaluation of each. 
Which ones are best evaluated with teacher-made tests? 

2. Make a case for utilizing teacher-made classroom tests as learning 
activities. What are some ways to maximize their effectiveness as aids 
to learning? 

3. What are the most common problems found in teacher-made class­
room tests? How might you eliminate these problems from the tests 
that you develop? 

4. Analyze this statement and explain the meanings of the two terms 
(reliability and valid): "Reliability is a necessary but insufficient ele­
ment of a valid test." Is the statement true or false? Why? 

5. Analyze the most recent teacher-developed or vendor-supplied test 
you used in your technology classes according to the guidelines pro­
vided in this chapter. What common problems did you find, and how 
can they be remedied? 

6. Despite the many problems found in some teacher-made tests, the 
author of this chapter encourages their use. Make a compelling argu­
ment advocating continued use of teacher-made classroom tests and 
also cite potential drawbacks. Does the increased use of required end­
of-course tests in many states alter the argument? If so, how? 
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INTRODUCTION 

Chapter 

4 

The term alternative is typically applied to any assessment other than 
the so-called traditional or paper-and-pencil test. Traditional assessments 
generally employ multiple-choice or some other type of closed-response 
question. Because these items require selection of a single, correct 
response, they are often perceived to be more objective than assessments 
with multiple, open-ended solutions. Alternative assessments are often 
performance based, and mayor may not be considered "authentic." Thus, 
although it is not uncommon to see the three terms-authentic, perfor­
mance, and alternative-used interchangeably (Walberg, Haertel, and 
Gerlach-Downie, 1994, p. 7), the more inclusive term alternative will be 
used predominately within this chapter. 

In today's educational climate, views about assessment tend to be 
polarized. Assessment is seen as a "potent tool for change" in the schools 
and assessment that relies on traditional tests is an attractive option to pol­
icy makers because they are relatively easy and inexpensive to create and 
administer (National Research Council [NRC], 2002, p. 60). However, to 
many educators and parents, these standardized, often high -stakes tests 
lack instructional sensitivity, and their use can lead to negative changes in 
the teaching and learning process. "Teaching to a bad test and spending 
months on drill and skill may boost scores but surely ends up turning off 
students" (Lederman and Burnstein, 2006, p. 430). Some educators believe 
that open-ended alternative assessment tasks are more challenging and 
reflective of the desired learning outcomes and, as a result, that they give 
truer pictures of student understanding (Shepard, 1997). In reality, a bal­
anced and comprehensive assessment plan will likely include both tradi­
tional and alternative measures of student capability. 
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High-quality assessment plans will emphasize the improvement of 
teaching and learning; will align with established criteria or standards, as 
well as with the local enacted curriculum (i.e., what is actually taught); and 
will include multiple measures of performance, including both traditional 
and alternative measures (International Technology Education 
Association [ITEA l, 2004; Jones, 2004; NRC, 2001). The latter point is crit­
ical because no single assessment tool can provide all of the information 
needed about student cognition and performance, particularly in fields 
such as technology education where process skills are a key part of the 
learning objectives. Although paper-and-pencil tests can be used to cap­
ture cognitive understanding, such tests are unable to capture the dimen­
sions of knowing related to the "doing" of technical tasks. The goal of 
alternative assessment is to wed paper-and-pencil content assessments to 
the richer performance data found in classrooms and to effectively round 
out the picture gained about teaching and learning in classrooms. 

The goals of this chapter are threefold. It is designed to 
• expand the reader's overall understanding of alternative assessment 

strategies and tools; 
• give readers a better understanding of how to create alternative assess­

ments and scoring mechanisms that elucidate and align with the con­
tent standards; and 

• show readers ways that alternative assessments might be included in 
an overall assessment plan. 

ALTERNATIVE ASSESSMENT TOOLS AND 
TECHNIQUES 

Scott (2000) provides an excellent overview of alternative assessment 
tools for the technology classroom. He notes, ''As one reviews the list of 
tools, it will become immediately obvious that there is scant distinction 
to be made between performance activities and assessment techniques" 
(p. 38). Scott divides his examples of assessment tools and activities into 
three categories: graphic organizers and concept mapping, performance 
products, and live performances (p. 39). Each category contains a wide 
sampling of activities that could be used to demonstrate conceptual 
understanding or process skills. What must be understood is that each of 
these sample activities, if used for assessment purposes, requires a set of 
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criteria or standards against which the performance will be judged using 
some type of scoring mechanism. Such scoring mechanisms form the 
heart of alternative assessments, because they define the desired charac­
teristics or attributes of performance that will be examined. For this rea­
son, a great deal of attention will be paid throughout the rest of Chapter 
4 to the development of scoring mechanisms. 

Another helpful resource that provides an overview of alternative 
assessment tools and scoring mechanisms is the Technology Education 
Performance Based Education Implementation Handbook (Missouri 
Department of Elementary and Secondary Education, 1994). This hand­
book includes examples of a variety of types of scoring mechanisms, from 
checklists to holistic rubrics, which could be useful in the technology edu­
cation classroom. Similarly, the ITEA document Measuring Progress: 
Assessing Students for Technological Literacy (2004) provides a sampling of 
assessment tasks, along with a description and discussion of the advan­
tages and limitations of each. Readers will find all three of these docu­
ments useful additions to their professional bookshelf. 

Performance tasks that might be used in the technology education 
classroom are virtually limitless, and could range from student presenta­
tions to the creation of a diagram that describes the function of a robot 
arm, or to assembling a mock-up that illustrates a design idea. The selec­
tion of any performance task that will form the basis of an alternative 
assessment should, however, be determined by one simple question: To 
what extent will the activity provide acceptable evidence that the desired 
results have been achieved? Answering this question requires having a 
good understanding of the curriculum standards and of what is most sig­
nificant within those standards. It is only then that the actual activities that 
best match the curriculum goals, and that will elicit the acceptable evi­
dence regarding goal attainment, should be selected (Wiggins and 
McTighe, 2001; Brown, 2004). 

SCORING MECHANISMS 
Alternative assessments generally contain elements that cannot be 

scored or assessed in traditional ways. That is, they generally involve the 
completion of a task that is multifaceted, requiring that multiple charac­
teristics be examined. Usually there is not a single "right" answer; therefore 
correct responses can take differing forms. Levels of quality in completing 
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the task can vary, but still represent satisfactory work. Therefore, some 
type of scoring mechanism must be created that captures the critical com­
ponents of the assessment task, as well as its attributes. The term rubric is 
generally applied to such a scoring mechanism. There are, however, a 
number of variations for this type of tool. 

Quinlan (2006) distinguishes between evaluation checklists, perfor­
mance lists, and rubrics. She further identifies two types of rubrics-holistic 
and analytic. Checklists identify the components or steps that must be 
included in a performance product. These are typically binary lists that indi­
cate whether a component is present or not present, and do not usually 
involve judgments of quality. Ratings on a checklist can be expanded some­
what by using a check (the component or step is present), a plus sign (the 
component is consistently present), or a zero (the component is not present) 
to indicate the degree to which a desired component is exhibited. Quinlan 
notes that, in spite of their limited capacity as scoring mechanisms, checklists 
can provide a foundation for more detailed performance lists and rubrics. 

In situations where simple checklists are not sufficient, an enhanced 
scoring mechanism is needed. A performance list usually has a list of com­
ponents or attributes, with a possible range of scores for each item in 
which the range of points is defined by some sort of scoring key (e.g., 
4 points=excellent, 3 points=good). Their drawback is that they do not 
define, for students, the precise criteria used by the teacher in determining 
the numeric score in each category. To clarify the attributes of expected 
performance for students, and to be able to justify the numerical grade 
assigned, it is necessary to create a scoring rubric that details the exact cri­
teria on which a score will be based (Quinlan, 2006). 

Holistic rubrics are used to evaluate an entire project or performance 
and yield one overall score. Their advantage is that they can be easier to 
create and to score than other types of rubrics. However, they provide few 
details about the relative quality of various aspects of a performance, so 
their usefulness in providing feedback to students is somewhat limited. 
Analytic rubrics, on the other hand, break down the features of a project 
or performance and examine a range of characteristics for each feature. 
The number of components included can vary, depending on the com­
plexity of the task. Analytic rubrics allow for more detailed analysis of per­
formance, providing more specific feedback to students and teachers. Also, 
some components can be weighted more heavily than others, reflecting 
relative importance (Quinlan, 2006). 
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Detailed scoring rubrics provide many benefits compared with other 
scoring tools, and these add to their utility from both a formative and 
summative perspective. Aside from their great value in helping make what 
could be a fairly subjective analysis more objective and defensible, rubrics 
have other significant benefits. Probably most important is their capacity 
to inform. By creating a rubric, the teacher must break down a perfor­
mance into its component parts and in the process make decisions about 
which are the most critical components. The teacher must also articulate 
the characteristics of each component and define what the range of per­
formance might look like. When this information is shared with students, 
as it always should be at the start of an activity to which the scoring rubric 
will be applied, the rubric plays a formative role up front. Additionally, it 
enables the students to become engaged in self-assessment, because they 
will be able to perform self-checks as they progress through the activity 
prior to its completion (Quinlan, 2006). 

Establishing Performance Outcomes and 
Scoring Criteria 

The starting point for any alternative assessment scoring tool, just as 
with traditional assessments, is the learning objectives. These define what 
the critical components of a unit or lesson are. A helpful step in articulat­
ing the learning objectives is to develop an assessment framework. This 
framework will be based on the content standards and will graphically dis­
play the range and type of competencies desired. From this, it's possible to 
more systematically determine the nature of the assessment task or tasks 
to be used. 

The work done by Lorin Anderson and his colleagues on the Revised 
Bloom's Taxonomy (RBT) provides one strategy for developing an assess­
ment framework that can be used to better align assessments with objec­
tives. The RBT table is a matrix consisting of four knowledge dimensions 
along one axis and six cognitive process dimensions along the other axis. 
Following the guidelines described by Anderson et al. (2001), teachers can 
identify the major objectives within a unit of study and place them in the 
corresponding matrix cells on the taxonomy table. Assessment tasks can 
similarly be placed in their corresponding matrix cells. Assessments and 
objectives will be aligned if they share the same cells on the matrix and if 
they place similar amounts of emphasis on each element. Although it is 
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beyond the scope of this chapter to provide a detailed description of RBT, 
readers are encouraged to learn more about this approach and to apply it 
to their own instructional planning efforts. 

Part of the challenge in aligning assessments with objectives is dealing 
with what Anderson et al. (2001) call the "level of specificity problem" 
(p. 105). That is, to what level of detail must we go when unpacking learn­
ing objectives for a particular unit or lesson? 

A useful test of the specificity of an objective is to ask 
whether, after having read it, you can visualize the perfor­
mance of a student who has achieved it. "What would a 
student have to do to demonstrate that he or she has 
learned what I intended him or her to learn?" If you envi­
sion a variety of different performances, you probably 
ought to ask, "What performance is the most representa­
tive of the achievement of this objective?" Discerning this 
central performance narrows broad objectives down to 
the more specific ones. (Anderson et al., 2001, p. 105) 

By focusing on the alignment between objectives, assessment, and 
instruction, we are better prepared to create scoring tools that enhance the 
teaching and learning process. 

Steps for Creating a Rubric 
Regardless of the content area, there are some basic steps that should 

be followed when developing a rubric. First, the specific nature of the 
assessment task must be identified. The task should be selected on the 
basis of the extent to which completing the task is expected to elicit the 
behaviors or evidence of understanding desired. Second, the type of rubric 
to be developed must be identified: Will it be holistic or analytic? Once 
these decisions have been made, the following steps can occur: 

1. List three or four critical attributes of the performance/project. Focus on 
clear outcomes, which will likely be tied to the content standards. This 
step asks: What is important for students to learn from the activity? 

2. Describe the "expected" qualities of each attribute. This will involve 
describing performance that goes beyond expectations, and perfor­
mance that falls below expectations. This step asks: What is the stan­
dard of performance vis-a.-vis each critical attribute (in other words, 
each cell on the rubric matrix)? 
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3. Evaluate the rubric. Get input from colleagues and from students. 
Conduct a practice run of the rubric and revise as needed. This step 
asks: Does the rubric capture the outcomes of importance? Does it 
accurately describe levels of student work? What shortcomings are 
evident in the rubric? How can it be improved? 

The ITEA (2004) has developed a rubric template that can serve as a 
useful starting point for the creation of a scoring rubric (see Table 1). The 
finished rubric can contain as many rows as needed to capture the key 
objectives of the assignment. However, including too many objectives 
(rows) can result in a scoring rubric that is unwieldy to use. Descriptive 
characteristics must also be articulated for each cell in the matrix to reflect 
performance levels relative to each objective. 

Table I :Template for developing a performance rubric. 
Note:Adapted from ITEA, 2004, p. 43. 

Stated Description Description Description 
objective or of identifiable of identifiable of identifiable 
"big idea" characteristics characteristics characteristics 

reflecting a reflecting reflecting mastery 
beginning level development of performance 
of performance and movement 

toward mastery 

Description 
of identifiable 
characteristics 
reflecting the 
highest level of 
performance 

Quinlan offers a "generic" 4-point scoring key that could be modified 
for use with a number of scoring tools, including rubrics (p. 27). Points are 
awarded as follows: 

4=Advanced (in-depth understanding)-Exemplary per­
formance or understanding; shows creativity. 
3=Proficient (general understanding)-Solid perfor­
mance or understanding; the "standard:' 
2= Basic (partial understanding)-Performance/under­
standing is emerging or developing; makes errors or 
demonstrates a grasp that is not thorough. 
l=Below basic (minimal understanding)-Work 
attempted but has serious errors; demonstrates miscon­
ceptions or weak understanding. 
O=No attempt made. 
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Note that 0 is always reserved for "no attempt" or "no response" 
(p. 26). This type of a generic scoring tool could be used in a number of 
ways, such as the key on an analytic rubric, or a performance checklist that 
has several components. This type of scoring formula takes the often-used 
"excellent, good, fair, poor" type of breakdown a step further by describ­
ing some of the attributes of advanced, proficient, or poor performance. It 
also establishes a minimum standard, while allowing for recognition of 
work that goes beyond what is expected. 

Addressing Validity and Reliability 
The challenge in creating any rubric lies first in identifying and clari­

fying the desired outcomes and their attributes, while at the same time not 
including extraneous information. In addition, there is the challenge of 
reducing subjectivity when describing attributes. The descriptive adjec­
tives that are sometimes used can lead students to legitimately ask for clar­
ification. What constitutes "some"? When is a solution "appropriate"? How 
many is "considerable"? Why is something "significant" or not? For this 
reason, it's necessary to be as descriptive as possible, to establish objective 
criteria when possible (e.g., "more than three spelling errors per page"), 
and to select the rubric components carefully. One should not waste time 
scoring attributes that have little to do with the overall goals of the unit or 
activity. 

Rubrics can be evaluated for their reliability, their validity, and their 
utility. Reliable rubrics will result in consistent scores over time, or 
between multiple scorers. Valid rubrics match the stated learning objec­
tives, as well as what was actually taught. Just as importantly, a rubric that 
has utility will be easy to understand and easy to use (Quinlan, 2006). 
Teachers will often find that they need to revise their checklists or rubrics. 
For example, teachers may find that trying to dissect a performance or 
product at too fine a level results in the inclusion of extraneous perfor­
mance variables, and adds to the complexity and time needed to apply the 
scoring tool. They may discover that a rubric is difficult for students to 
understand. They may find that some critical objectives or attributes of 
performance have been overlooked and need to be included. 
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Because the essence of validity is the degree to which there is align­
ment between the stated learning objectives, instruction, and assessment, 
creating an assessment framework, like the one described in the last sec­
tion, is a relatively easy test for validity that can be performed by individ­
ual teachers. 

Tombari and Borich (1999) describe several types of validity, includ­
ing what they call "instructional validity;' which refers to the link between 
teaching and assessment. The two most common problems that can arise 
are (a) when students are not assessed on, and thus cannot demonstrate, 
what they have learned; and (b) when students are assessed on material 
that has been covered marginally or not at all. 

Teachers fall into two traps when designing assessments. 
The first is that they test content areas or skills that they 
didn't teach ... The second trap occurs when the assess­
ment places more emphasis on certain domains ofknowl­
edge or skills than was reflected during instruction ... 
Thus, an assessment has instructional validity when it asks 
learners to do what was taught during their lessons and 
with the same degree of emphasis. (Tombari and Borich, 
1999, p. 57) 

These problems can be particularly apparent when a teacher relies on 
generic rubrics, or on rubrics that were developed for a context dissimilar 
to their own. For example, in one of my own courses I made use of a rubric 
developed by others for scoring student performance in a classroom 
debate. After the first round of use, it quickly became apparent that the 
rubric failed to capture some critical dimensions of performance that I 
had stipulated for that activity. After the third iteration of the rubric, it 
seemed to finally have achieved the instructional validity desired. 

Lack of reliability can be a real concern with alternative assessment 
scoring tools. This problem may result simply from the use of a poor scor­
ing instrument. Because alternative assessment tasks can be more time­
intensive than other assessments, they may yield only a limited sample of 
performance or provide a too-small number of observation occasions, 
both of which can result in unreliable scores. Problems can also result 
when the task instructions are unclear, or when vague scoring standards 
lead to scoring imprecision (Tombari and Borich, 1999, pp. 61-63). 
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CLASSROOM-BASED ALTERNATIVE 
ASSESSMENTS 

Thus far, general considerations for selecting alternative assessments 
and scoring tools have been discussed. In this section, I attempt to illus­
trate how alternative assessment decisions might be made by individual 
technology education teachers, with the goal of maximizing the benefits 
from the assessment. As was noted in Chapter I, assessments should be 
conducted as part of an overall plan that includes their formative use to 
provide timely feedback to students and teachers. "Good assessment 
should be so entwined with good teaching that it becomes impossible to 
see where one leaves off and the other begins" (Shepard, 1997, p. 26). The 
purpose of any alternative assessment is to determine not only what stu­
dents know, but how they use what they know. By design, alternative 
assessment tasks cannot be completed successfully by "good guessing" 
(Donovan, 2002, p. 39). 

Standard 12 of the ITEA's Standards for Technological Literacy: Content 
for the Study of Technology states, "Students will develop the ability to 
assess the impact of products and systems" (ITEA, 2000, p. 133). Within 
that standard, Benchmark K for students in grades 9 to 12 states that stu­
dents should be able to "synthesize data, analyze trends, and draw conclu­
sions regarding the effect of technology on the individual, society, and the 
environment" (p. 138). The first job in unpacking this benchmark is to 
specify what learning objectives are associated with the benchmark. What 
kinds of data, trends, and conclusions are we interested in having students 
learn about? What prior knowledge do students have about these topics? 
What knowledge base is required to be able to synthesize data? The teacher 
would have to answer these questions within the context of his or her own 
classroom and program. Benchmark K clearly calls for a demonstration of 
procedural knowledge (synthesis, analysis), but will also require a demon­
stration of conceptual knowledge (What constitutes a trend? What evi­
dence is required to draw defensible conclusions about an issue?). 

Following the process described in Appendix H of Measuring Progress: 
Assessing Students for Technological Literacy (!TEA, 2004), we might 
develop a plan to assess Standard 12, Benchmark K by identifying the "big 
ideas" or critical attributes associated with this benchmark. Next, for each 
idea/attribute we would establish assessment criteria or performance 
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expectations at, above, and below our performance targets. A draft of a 
rubric that could be used to assess attainment of Benchmark K is shown 
in Table 2. This rubric would need to be reviewed, tested, and revised. 
Because evidence of deep understanding of the benchmark can only be 
demonstrated through multiple performances in varying contexts, the 
same rubric could be used repeatedly to show progress over time. For 
example, students might be asked to examine the available evidence show­
ing linkages between human technological activity and global warming, 
and then to take a position regarding those linkages or to proposed 
responses to the threat of global warming. In another situation, they might 
be asked to examine the trends regarding the size of automobiles and auto­
mobile safety. In both situations, the objectives of interest are their capac­
ity to gather and synthesize data, and to use that data to reach and defend 
a conclusion. 

Table 2. A Draft rubric for assessing Standard 12, Benchmark K of the Standards 
(or Technological Literacy. 

Students in grades 9 to 12 should be able to synthesize data, analyze trends, and draw 
conclusions regarding the effect of technology on the individual, society. and the environment. 

Synthesize data Locates two or fewer Locates at least three Locates four or more 
sources of data; does reputable sources of reputable sources of 
not attribute the data regarding the data; attributes those 
sources, or selects topic; attributes those sources; discusses 
sources that are of sources; combines conflicting pieces 
questionable accuracy; all data sources of data; creates a 
does not combine the to establish a comprehensive picture 
data comprehensive picture of the data 

ofthe data 

Analyze trends Does not make any Describes prior effects Achieves at target level; 
predictions based on of the technology makes mUltiple 
the data, or draws and predicts future predictions about 
erroneous conclusions performance or effects future performance 
from the data based on prior based on at least two 

performance different potential 
scenarios 

Draw and defend a Does not articulate a Articulates a Achieves at target level; 
conclusion based on conclusion/opinion conclusion/opinion demonstrates the 

evidence gathered about the effects ofthe about the effects of ability to understand 

technology. or does not the technology and and respond to 

base conclusion on the provides evidence dissenting points 

available evidence to support that of view 
conclusion 
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Harris, McNeill, Lizotte, Marx, and Krajcik (2006) describe a process 
they used to create assessments linked to science standards. The multistep 
process they adopted includes identifying the standard they wished to 
address, and unpacking that standard. Unpacking entailed clarifying the 
standard by expanding the primary concepts embedded within the stan­
dard and then identifying the learning performances through which stu­
dents could demonstrate their ability to use the scientific ideas outlined in 
the standards. They addressed the issue of adequately sampling perfor­
mance by first selecting learning performances that constituted multiple 
ways for students to demonstrate their understanding in a sequential and 
coherent fashion. Next, they developed assessment tools that aligned with 
the learning performances. The team developed what they called "base 
rubrics" (p. 7l) that describe the components of a specific learning per­
formance, such as scientific explanation. These base rubrics could then be 
modified for specific learning tasks. Finally, the team developed a "driving 
question" (p. 72) that would organize tasks across a series of lessons­
what they called "the central organizing feature that drives students' inves­
tigations during an inquiry unit" (p. 72). 

Of course, the reality of most standards-based alternative assessments 
is that we will not work with individual standards one by one, but will 
more likely link several standards in meaningful ways both in our teaching 
and in our assessments. Furthermore, if we are serious about the attain­
ment of a standard (in other words, about deep understanding of core 
concepts), then we must "constantly work to extend that knowledge and 
ask about the concept in new ways" (Shepard, 1997, p. 28). We will, in 
other words, introduce a concept, work with it, introduce it in new con­
texts and with new examples, and continue to do so until a deeper under­
standing can be demonstrated with novel tasks. What this suggests is the 
need for the development of several powerful rubrics that together mea­
sure the most fundamental process skills within technology education, 
and their application over time. 

Combining Traditional and Alternative 
Assessment Tools 

Perhaps the most exciting, yet least tapped, resource in assessment is 
the use of alternative assessments designed to uncover student thinking in 

- 76 



Hoepfl 

the performance of a task (Shepard, 1997). In technology education we 
often think of performance assessment as having to include the making of 
something, and it is the artifact that results that is assessed. However, by 
designing tasks that require students to show their "thinking" in the com­
pletion of a task, we can better assess student "understanding." Let us say, 
for example, that we want to assess students' ability to identify and defend 
engineering design constraints. The teacher could pose a design scenario 
on paper, along with representative examples of design constraints, and 
ask the students to select several constraints that would best enable the 
design of an acceptable solution. The students would be asked to describe 
why they selected those constraints. Based on student responses, the 
teacher could gain insights into the students' levels of understanding of the 
role played by constraints. Although this assessment task does not engage 
the students in the actual process of design, it is an alternative to a tradi­
tional multiple-choice test that will yield a richer source of information for 
the teacher. 

Structuring Instruction for Effective Use of 
Alternative Assessments 

Siegel, Hynds, Siciliano, and Nagle (2006) describe their work at the 
University of California-Berkeley with the Science Education for Public 
Understanding Program (SEPUP). The project included development of 
an embedded assessment system designed to measure students' thinking, 
decision-making, and science process skills. This embedded assessment 
system contained four fundamental features. First, it took a developmen­
tal perspective that focused on student learning during the school year. 
The same rubrics were used repeatedly during the year to document stu­
dent growth on key variables. Second, to ensure curriculum alignment 
instructional materials and assessment tools were developed simultane­
ously. Third, efforts were made to establish and ensure the validity and 
reliability of the measures used. Finally, teachers were brought into the 
development process and included in creating tasks and rubrics, scoring 
student work, and analyzing assessment data. 

Perhaps most importantly, the SEPUP approach limited the assess­
ment effort to a small number of learning goals or "variables" (p. 93). For 
example, one variable was "communicating scientific information" (p. 95). 
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The rubric developed for this variable contained operational descriptions 
of the two sub-variables of interest-organization and technical aspects of 
communication in science. Then, rating scales for each sub-variable were 
created (see Table 3). The result is a simple, understandable, holistic rubric 
that can be used to measure a key scientific skill. 

Table 3: Holistic rubric for scoring middle school science students' ability to 
communicate scientific information. 
Source:Adapted from Siegel, Hynds, Siciliano, and Nagle, 2006, p. 95. 

4 

2 

Response logically organizes arguments, 
evidence, andlor ideas related to a problem or 
issue. Ideas are frequently, but not always, 
organized in the following way: 
• Introduction 
• Explanation of procedures 
• Presentation of relevant evidence 
• Consideration of the evidence 
• Conclusion 

Accomplishes Level 3 and goes beyond in 
some significant way. 

Response conveys a concept or idea dearly 
by using the assigned medium appropriately. 
Possible forms of communication and ideas to 
examine are: 
• Written (e.g., report): sentence structure, 

grammar, spelling, neatness 
• Oral (e.g., presentation): enunciation. projection, 

and eye contact 
• Visual (e.g., poster): balance of light, color, size of 

lettering, and clarity of image 

Accomplishes Level 3 and enhances communication 
in some significant way. No technical errors. 

All parts are present and are logically organized Presents response that is clear and easy to 
understand, with few minor errors. 

Shows logical order but part is missing. Provides an understandable response but clarity 
is missing in places; technical errors exist but do not 
prevent audience from understanding the message. 

Also included in the SEPUP assessment system were assessment blue­
prints that gave a list of course activities along with potential assessment 
tasks, as well as linked test item banks. An additional tool was the identifi­
cation of exemplars of student work for each scoring category, so that stu­
dents would have a model for performance and teachers would have a 
model for scoring student work. 

Based on their work with SEPUP, Siegel, Hynds, Siciliano, and Nagle 
(2006) have identified several recommendations for teachers to achieve a 
more effective use of alternative assessments. These include the need to 
introduce rubrics early, so that students understand their structure and their 
usefulness as performance guides. They recommend using the rubrics to 
"shift students' attention from grades to learning" (p. 101). Students can be 
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taught to evaluate their work in relation to the criteria contained in the 
rubric to determine if they have included all items requested and whether 
they have met the standard for a desired score. These researchers also rec­
ommend establishing a system whereby rubric scores are translated into the 
existing letter-grade system, and where rubric scores represent just one com­
ponent of an overall assessment system that might also include test and quiz 
scores, completion of assignments, and participation grades. 

LARGE-SCALE ALTERNATIVE ASSESSMENTS: 
A CASE STUDY 

Although the Carl D. Perkins federal legislation provides funding for 
career and technical education it mandates that states receiving funding, 
develop performance standards and measure progress toward those stan­
dards, in most cases those performance standards focus specifically on the 
overall CTE program and not on individual student performance. For 
instance, states might include in their performance standards a measure 
of special needs students served, which yields an overall piece of data 
describing numbers of students enrolled. Where large-scale efforts are 
made to assess "individual" students relative to established course stan­
dards, they are likely to take the form of paper-and-pencil tests of cogni­
tive knowledge, since such tests are less costly, easier to design, less 
time-consuming to implement, and easier to administer and score in a 
secure way (Hoepfl, 2000). 

In the United States, North Carolina has taken a leading role within 
the field of CTE in the development of standardized curriculum and state­
provided support materials that include course blueprints, curriculum 
documents, and banks of classroom assessment items for grades 7 to 12. 
Course completers in nearly every CTE course at the high school level, 
including technology education courses, are required to take an exit exam 
consisting of multiple-choice questions drawn from a secure test item 
bank. (This system, known as VoCATS, is described more fully in Chapter 
8.) In September 2004, the North Carolina Department of Public 
Instruction (NCDPI) initiated a pilot project to determine the feasibility 
of incorporating a performance assessment component as a complement 
to its present VoCATS system. I served as the external evaluator for that 
pilot project (Hoepfl, 2005). 
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Two or more courses from the scope and sequence model of every 
CTE program area were selected for inclusion in the pilot project. Teams 
of approximately six teachers were assembled for each course. These teach­
ers were provided training in the development of rubrics, and then each 
team set about the task of creating rubrics for the course, under the direc­
tion of NCDPI consultants. The number and type of rubrics developed by 
these teams varied; some groups naturally gravitated toward the creation 
of a single, holistic rubric to evaluate a capstone project that was part of 
the course, while others created a series of rubrics for projects of shorter 
duration. The technology education teams fell into the latter category. 

Baseline data were collected from all teacher participants. Analysis of 
the data showed that, although teachers had a good general knowledge 
about what alternative assessments are, only about half had made use of 
rubrics in their own classrooms. Three-fourths of teachers relied exclusively 
on the VoCATS item banks as the source of quiz and test questions for their 
courses. More than half expressed a desire to include more project or per­
formance grades in their evaluation of the students (Hoepfl, 2005). 

Team members created draft rubrics, tested them in their own class­
rooms, and then came together to revise the scoring tools. Attempts were 
also made to establish inter-rater reliability, and to compare student per­
formance on the traditional versus the alternative assessment tasks. 

More than 75% of the teachers said their approach to evaluation had 
changed as a result of participation in the pilot project. A number of 
teachers noted that they were using rubrics for the first time or using them 
more extensively than they had before. Many found that using rubrics as 
scoring mechanisms allowed them to be more consistent and less subjec­
tive in their grading of project work, and that grading was easier as a result 
of having the rubrics. These teachers found that participation in the pro­
ject helped them learn more about effective grading in general. Many par­
ticipants said that having clear expectations for both students and for 
themselves was a primary benefit of using rubrics. Several teachers 
expressed a belief that student performance had improved as a result 
(Hoepfl, 2005, p. 14). 

Following a year of development work, overall response to the pilot 
effort was favorable, with 85% of participants expressing a desire to see the 
project continued. Although the feasibility project was not extended 
beyond the pilot year, the experience offered insights into the issues and 
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challenges that would need to be addressed if such an effort were contin­
ued, or if the use of alternative assessment was adopted on a broader scale. 
These included: 

Rubric Development. In most cases, these teams found that it was 
only after extensive discussion among members that they were able to 
create rubrics they all agreed were of suitable quality and user-friend­
liness. Determining which performances to include also required 
extensive discussion. Recommendations made to NCDPI focused on 
the need to incorporate rubric development into the curriculum writ­
ing process, which would allow expectations to be clearly communi­
cated to teachers and students at the beginning of a course. It was also 
recommended that rubrics be reviewed by content area experts to 
assess their validity relative to the curriculum standards. 
Implementation of Performance Assessment. Issues emerged regard­
ing the ways that performance assessments were implemented in the 
classroom. Although many teams created single, holistic rubrics for 
scoring a comprehensive final project, teachers stressed the need to pro­
vide periodic, in-progress feedback to students rather than waiting until 
the end of the term. In addition to giving necessary feedback to stu­
dents, this decreased the amount of time needed at the end of a term for 
grading. Teachers also worried about issues related to student atten­
dance (e.g., could an assessment be recreated for students who missed 
the scheduled assessment day?); special needs students (e.g., should dif­
ferent criteria be established for these students?); availability of materi­
als and equipment (e.g., can we afford to require performance 
assessments that involve the use of costly materials?); storage of projects 
(e.g., what kind of record can be maintained for large projects, or pro­
jects of an ephemeral nature?); and how to handle group work. 
Recommendations made to NCDPI focused on the need for teacher 
training in the use of the rubrics, which could be delivered via online 
modules and through professional conferences or regional workshops. 
Additionally, it was recommended that NCDPI establish policies to 
insure equitable implementation of assessments across school sites, if 
the alternative assessment scores were to be reported statewide. 
Concern About How Performance Assessment Data Might be Used. 
Nearly all of the participants recognized the potential for performance 
assessments to provide a more balanced view of student achievement 
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and felt it could lead to improvements in instruction. However, they 
wanted some assurance that the performance data would not be used 
in a punitive way against teachers, as some felt the traditional test data 
had been. Recommendations made to NCDPI to address this concern 
were mixed; the fundamental question on which the recommenda­
tions hinged was whether scores from the alternative assessments 
would be part of the state's accountability mandate, thus dictating 
some type of third-party scoring, or whether scores generated by 
teachers would be accepted as one measure of student performance, in 
addition to their scores on secure tests (Hoepfl, 2005, p. 4). 

There are, certainly, some successful examples of large-scale alterna­
tive assessments, including assessments used for trade certification, pro­
fessional licensing, and some types of advanced placements for 
educational programs (Hoepfl, 2000). The over arching factor in deciding 
whether to implement such assessments is the degree to which "security" 
is desired: There is an essential trade-off between insuring that scoring is 
objective and the cost of implementation. For many school programs, the 
resources required to conduct large-scale, secure, alternative assessments 
are simply not available. This does not mean, however, that governing 
bodies should overlook the use of alternative assessments in some form. 

CONCLUSION 
Alternative assessments hold great value in their capacity to inform 

the teaching and learning process. They can be powerful tools for measur­
ing students' understanding of different types of knowledge, particularly 
procedural knowledge, which is not effectively assessed by traditional 
means. They allow students to demonstrate their knowledge in more 
holistic ways through an application of that knowledge. Yet alternative 
assessments represent just one component of what should be a balanced 
assessment system that will include both traditional and alternative tools. 

In programs such as technology education, which emphasize both 
factual/conceptual and procedural knowledge, alternative assessments are 
an essential mechanism for measuring student capability. Teacher knowl­
edge about all types of assessment is often limited, however, so they typically 
need "substantial and ongoing professional development to create valid and 
reliable tasks and build effective classroom assessment repertoires" (Jones, 
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2004, p. 586). Technology teacher education programs must include instruc­
tion on the development and use of both traditional and alternative assess­
ments. School districts, state departments of education, and professional 
organizations can be important providers of assessment tools and of 
instruction in the use of those tools for in-service teachers. 

Many educators advocate assessment reforms that feature two critical 
changes. First, they would like to see changes in the types of assessment tasks 
that are imposed on schools and teachers, to minimize the damaging effects 
of large-scale, high-stakes testing on the teaching and learning process. 
Second, they would like the "locus of assessment" to shift to the teacher, 
rather than toward external entities that attempt to take a one size fits all 
measure of learning (Darling-Hammond, Ancess, and Falk, 1995, p. 253). 
Significant questions remain about the viability of alternative assessments 
for large-scale use, particularly when the resulting scores are to be used for 
comparing students or districts. However, if as a society we are willing to 
place renewed trust in the judgment of teaching professionals, and if those 
professionals are trained in the use of instruction and assessment strategies 
that are tightly aligned with learning standards, then we might begin to real­
ize the true power of assessment as a tool for enhancing learning and not 
just as a tool for holding teachers "accountable:' 

Brown (2004) describes how teachers trained in the Understanding by 
Design approach to instructional planning are able to improve their use 
"of a range of formal and informal assessment tools;' and how the result­
ing picture that emerges of student performance is more like a photo 
album than a mere snapshot (p. 59). Well-designed assessment systems 
give a comprehensive picture of what works, when, and for whom. 

DISCUSSION QUESTIONS 

1. What are some of the important benefits of incorporating alternative 
assessments into an overall assessment plan? 

2. For what type of technology education classroom activity would you 
use a scoring checklist? A holistic rubric? An analytic rubric? 

3. Identify a benchmark from the Standards for Technological Literacy that 
you believe represents a foundational knowledge or skill within tech­
nology education. What critical attributes or "big ideas" would you 
include in a rubric designed to assess attainment of that benchmark? 
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4. What do you see as the primary challenges of implementing alterna­
tive assessments on a large scale? Do you think such attempts should 
be made? Why or why not? 
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INTRODUCTION 

Chapter 

5 

As assessment in education continues to evolve, the field of technol­
ogy education must also make changes in order to match those assess­
ments. The need to assess students with disabilities in the technology 
education classroom is a part of these assessments. This chapter will dis­
cuss the characteristics of assessing students with disabilities, along with 
traditional and alternative assessment methods. It will also discuss how 
legislation and standards influence the assessment of students with dis­
abilities, and how to communicate the assessment needs of students with 
disabilities to school administrators, teachers, and parents. 

Background of Assessing Students with Disabilities in 
Technology Education 

Throughout the history of the field, technology education assessment 
has been related to performance regarding subject matter and related lab­
oratory skills (Kimeldorf, 1984). Concurrently, much of the dialogue has 
been related to the assessment of the "typical" student; that is to say, the 
nondisabled student. However, since the passage of the Education for All 
Handicapped Children Act of 1975 (also known as Public Law [PL] 
94-142), assessment of children with disabilities has been a requirement. 
This act requires "a free and appropriate public education and related ser­
vices designed to meet [the] unique needs" of each student (Kimeldorf, 
1984, p. 6). PL 94-142 defines students with disabilities as those with 
visual or hearing disabilities, mental capacity reduction, serious emotional 
or orthopedic difficulties, or multiple disabilities. Later, under the 
Individuals with Disabilities Education Act of 1990, students with brain 
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injuries or autism were added to the list (Podemski et al., 1995). Although 
PL 94-142 gave students with disabilities an opportunity to participate in 
regular educational activities, it posed a reforming but positive challenge 
for technology educators and administrators: how to incorporate students 
with disabilities into all phases of technology education and laboratory 
activities. 

Importance of Assessing Students with Disabilities in 
Technology Education 

Since a portion of the approximately 6.29 million students in the 
United States with disabilities may be enrolled in secondary technology 
education courses, technology education personnel and school adminis­
trators should develop and follow an assessment plan that includes 
Individual Education Plans (IEPs) for students with disabilities (National 
Center for Education Statistics, 2002). 

The term assessment as it relates to students with disabilities is defined 
as "the systematic process of gathering educationally relevant information 
in order to make legal and instructional decisions about the provision of 
special services to students with disabilities" (McLoughlin and Lewis, 
1994, p. 601). Some considerations relative to the assessment of students 
with disabilities include the characteristics of quality assessments, tradi­
tional versus alternative assessments, psychomotor skills and safety, leg­
islative issues, and the relationship with the Standards for Technological 
Literacy (International Technology Education Association [!TEAl, 2000) 
and its assessment companion, Advancing Excellence in Technological 
Literacy (ITEA, 2003). These play an important role in assessment in the 
field of technology education and need to be communicated to school 
administrators, teachers, and parents. 
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CONSIDERATIONS WHEN ASSESSING 
STUDENTS WITH DISABILITIES IN 
TECHNOLOGY EDUCATION 

Multi-Factored Assessment of Students with 
Disabilities 

Cardon 

Multi-factored assessment refers to the "assessment and evaluation of 
a handicapped child with a variety of test instruments and observation 
procedures" (Heward and Orlansky, 2002, p. GL-l 0). Some of the ques­
tions to be considered in the multi-factored assessment of students with 
disabilities include the methods of observation and interview to be used, 
student learning-environment interactions, effective interventions, and 
family characteristics and influences (McNamara and Hollinger, 2003). 

A study performed by McNamara and Hollinger (2003) determined 
multi-factored assessments to be very beneficial in determining intervention 
strategies for students with disabilities. In addition, they found that problem 
solving in hands-on assessment models better served students with disabil­
ities and met school goals. Technology education classrooms would appear 
to fit well with a multi-factor approach, since problem-solving procedures 
may provide students with disabilities more effective hands-on assessments 
than traditional core-content procedures do. 

Validity in Assessing Students with Disabilities 
Since students with disabilities are included in the general classroom 

and assessed using each state's general academic instrument, this assessment 
needs to be performed without interference from the disabilities in order to 
obtain a true academic score. Validity is evident when a test assesses what it 
is supposed to assess and nothing more; Traditional measures of assessment 
validity, such as content, predictive, and face validity, must also be present 
when assessing students with disabilities (Power, 2000). 
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According to Koretz and Barton (2003), for assessment of students 
with disabilities to be valid, issues of identification and classification of 
disabilities, appropriate accommodations, evaluation of proficiency, bias, 
and instrument design need to be addressed. Technology educators must 
evaluate curriculum materials, assessment instruments, procedures, and 
environments, and modify them to match the needs of students with dis­
abilities. This could include the modification oflaboratory equipment and 
tools or the use oflarger text fonts and/or Braille documents. For example, 
when assessing a disabled student's knowledge and understanding of 
drawing concepts, he or she may need modified books and reading mate­
rials or adapted drawing tools. Modified test questions may include sim­
ple wording and picture examples in order to help students with 
disabilities better understand the question. Modifications to tools and 
equipment for evaluation purposes should be included so that the stu­
dent's disabilities do not interfere with performance on the evaluation. If 
a disability prevents a student from using his right arm, then the labora­
tory assessment activity should be modified to allow the student to per­
form the assessment without using his right arm, in order not to 
compromise his score or rating. 

Bias-Free Assessment of Students with Disabilities 
According to Popham (2002), bias "refers to qualities of an assessment 

instrument that offend or unfairly penalize a group of students because of 
the students' gender, ethnicity, socioeconomic status, religion, or other 
such group-defining characteristics" (p. 73). This would also include dis­
abling characteristics. 

One way to help ensure the bias-free assessment of students with dis­
abilities is to work with a bias review panel. The panel would review assess­
ment materials and provide feedback regarding possible bias-generating 
items (Popham, 2002). For example, bias may occur in a technology educa­
tion laboratory setting when an assessment requires a student to stand to use 
a scroll saw. A student who cannot stand would not be provided an adequate 
assessment opportunity, making it difficult for him or her to perform as 
expected. The assessment bias may be removed in this example by provid­
ing a scroll saw station suitable for someone who needs to sit in a wheelchair. 
Regardless of whether a panel is used, technology education teachers should 
be cognizant of, and work to prevent, bias in assessment. 
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Laboratory Safety Assessment of Students with 
Disabilities 

Cardon 

Because technology education curriculum is usually connected to a 
laboratory setting, a discussion relative to the laboratory safety assessment 
of students with disabilities is important. Two primary considerations 
when assessing laboratory safety are (a) the physical abilities of the student, 
and (b) lab characteristics that may pose safety concerns. If an instructor 
considers a student with disabilities to be a safety risk to himself, or to the 
rest of the students in the class, then the teacher should consider counsel­
ing the student with disabilities in another class setting (Storm, 1993). 
Determination of safety risks can begin with an examination of the stu­
dent's individualized education plan (IEP), and should include a safety 
assessment of the student in the laboratory setting, as well as a discussion 
with counselors and/or parents regarding potential safety risks. 

A number of measures can be taken to evaluate the safety of students 
with disabilities in the technology education program (Kimeldorf, 1984). 
These include modifying safety tests, using aides or peer tutors to monitor 
safety behavior, and carefully documenting observed safety problems. 

MODIFYING TRADITIONAL ASSESSMENT 
TOOLS FOR STUDENTS WITH DISABILITIES 
IN TECHNOLOGY EDUCATION 

Some of the traditional assessment methods used in technology edu­
cation to assess students in general-and students with disabilities, in par­
ticular-include the response assessment method and the computer-based 
assessment method. Both of these will be discussed in this section. 

Response Assessment of Students with Disabilities 
Because assessment is critical to mapping the learning progress of stu­

dents with disabilities in technology education, it is important to under­
stand the various formats of assessment instruments, and their advantages 
and disadvantages (Goh, 2004; Johnson and Johnson, 2002). Some common 
formats include objective tests (e.g., multiple choice, true-false, matching, 
short answer or completion, and interpretive), essay tests (e.g., essays and 
short essays), and cooperative learning tests (e.g., group discussion tests). 
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The following are some ways in which objective, essay, and coopera­
tive learning tests may be modified to become better suited for students 
with disabilities. When writing objective tests, try to use simple words, and 
capitalize words that are important for students to remember. With mul­
tiple-choice questions, do not use more than three choices per question. 
Provide a word bank for short -answer and essay questions. Whenever pos­
sible, use interactive assessments such as group tests in the laboratory, or 
discussion groups in the classroom (Buffer and Scott, 1986; Sarkees­
Wircenski and Scott, 1995). An example might be for the instructor to 
have a group of students work on a problem and write down the things 
they did and the topics they discussed while they tried to work through the 
problem. During the activity, the instructor should check to see how the 
students are progressing and discuss the results with the group following 
the assessment activity. 

Computer-Based Assessment of Students with 
Disabilities 

As with mainstream education, the computer has had an influence on 
the assessment of students with disabilities. The computer is seen by some 
as enabling "more reliable, cost -effective, and sophisticated" assessments 
than traditional practices (Power, 2000, p. 205). 

As part of most modular technology education curriculum models, 
and in many nonmodular labs, as well, the computer is an excellent tool 
for assessing students with disabilities. Utilizing assistive technology soft­
ware, students can have texts read to them at the speed they choose. With 
modifications to the input devices, students can take self-paced tests on 
the computer, allowing them to be assessed for comprehension and recall 
(Goh, 2004). Computer-based simulations might allow for testing of 
knowledge and skills that might be impractical or dangerous in an actual 
lab setting. 
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ALTERNATIVE ASSESSMENTS USED FOR 
ASSESSING STUDENTS WITH DISABILITIES 
IN TECHNOLOGY EDUCATION 

Although alternative assessments are commonly used in technology 
education, the use of alternative assessments for evaluating students with 
disabilities, specifically, in technology education is critical to the success of 
these students (Sarkees-Wircenski and Scott, 1995). Some of the alternative 
assessment methods used in technology education to assess these students 
include portfolio assessments, affective assessments, group-oriented assess­
ments, other so-called "authentic" assessments, and psychomotor skills 
assessments (Tindal et al., 2003; Towles et al., 2003). 

Portfolio Assessment of Students with Disabilities in 
Technology Education 

As an alternative to traditional assessment methods, portfolio assess­
ment evaluates the knowledge and skills of students through a review of 
their work, and is defined as "the procedure used to plan, collect, and ana­
lyze the multiple sources of data that reflect a student's accomplishments" 
(Goh, 2004, pp. 149-150). These assessments may include completed 
assignments, quizzes, tests, and other materials that form an organized doc­
ument, which gives a picture of the student's abilities. 

Portfolio assessment for students with disabilities in technology edu­
cation might be used in a manufacturing course that teaches problem­
solving procedures, equipment safety, integration, and teamwork. For 
example, when the students are assigned to learn about a manufacturing 
enterprise, the instructor can have students make an audio or videotape 
describing the enterprise. The students might draw pictures describing the 
manufacturing activity performed by the enterprise and then actually par­
ticipate in the manufacturing activity. A summary paper, video, or audio 
recording describing their experience would conclude the activity. All of 
these products would become part of the portfolio assessment. 
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When evaluating the portfolio of students with disabilities in technol­
ogy education, teachers should assess students according to their ability to 
understand content and perform tasks involved in the assignments and 
activities. The portfolio assessment of students with disabilities might be 
different from the portfolio assessment of regular students in that the lim­
itations of the students with disabilities need to be considered and 
accounted for when using scoring mechanisms (Kossar, 2003). 

Affective Assessment of Students with Disabilities in 
Technology Education 

Affective assessments are defined as "those that deal with a student's 
attitudes and values, such as the student's self-esteem, risk-taking tenden­
cies, or attitudes toward learning" (Popham, 2002, p. 99). Technology edu­
cation programs tend to have a positive affective result on students with 
disabilities (Buffer and Scott, 1986). Some of these positive affective results 
include the satisfaction students feel about their completed work at the 
end of a technology education group activity, and the appearance of a 
more positive attitude toward learning in an integrated environment that 
enhances understanding (Popham, 2002). Teachers may assess the affective 
results of students with disabilities through asking simple questions about 
how the students felt about the activity. As educators help students to see 
the value of learning and assess that value or affect, they will be able to bet­
ter assist students to learn by focusing on the affective skills that will best 
help each student (Towles et al., 2003). 

Group.Oriented Assessment of Students with 
Disabilities 

Through student collaboration, the group-oriented learning experi­
ence has been known to not only improve social skills, but enhance learn­
ing. When performing a group-oriented assessment, it is important to 
determine if the purpose of the assessment is to measure the knowledge of 
students, or their ability to collaborate (Webb, 1997). Clarity about the 
focus of the assessment and subsequent attention to the design of assess­
ment tools that measure the desired abilities will lead to greater validity of 
group-oriented assessments. 
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Psychomotor skills are an important part of teaching students with 
disabilities in technology education (Sarkees-Wircenski and Scott, 1995). 
Assessments in the psychomotor skills area have traditionally taken the 
form of tasks or checklists. Most of these assessment tools focus on the 
student's ability to display specific skills or complete assigned tasks such as 
keyboarding skills. 

To assess psychomotor skills of students with disabilities, a prelimi­
nary skills assessment should be performed to determine the student's 
capacity to complete a required activity, given the requisite training. If the 
student is found to be lacking psychomotor abilities in a particular area, 
the instructor has two options. Either the instructor may provide supple­
mental assistance, so the student can acquire the minimum amount of 
psychomotor abilities, or the instructor may remove the student from the 
group. Accommodations may be necessary to ensure that the student will 
have a fair assessment in technology education. 

LEGISLATION AFFECTING ASSESSMENT 
OF STUDENTS WITH DISABILITIES IN 
TECHNOLOGY EDUCATION 

In addition to the Americans with Disabilities Act (ADA) of 1990 and 
the Individuals with Disabilities Education Act (IDEA of 1975), several 
pieces of legislation that affect assessment of students with disabilities in 
technology education include the No Child Left Behind Act of 2001 and the 
Carl D. Perkins Career and Technology Education Act (1984, 1990, 1998). 
Each of these pieces of legislation will be discussed in relation to its impact 
on the assessment of students with disabilities in technology education. 

No Child Left Behind Act and Its Effect on Assessing 
Students with Disabilities 

Since the ratification of the No Child Left Behind (NCLB) Act in 2001, 
schools and programs have made changes to accommodate NCLB. This 
legislation has affected all aspects of the education process in K-12 
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schools, including the education of students with disabilities in technol­
ogy education. The integrative properties of the technology education 
curriculum allow it to be a significant contributor to the development of 
student abilities in mathematics, science, and social science (LaPorte and 
Sanders, 1995). As more frequent testing within a greater range of subject 
areas is implemented as a result of NCLB, measures that enhance student 
learning in the core subject areas will become more important. Some pre­
liminary studies show that participation in technology education pro­
grams helps students perform better on assessments in core subject areas 
(Ernst, Taylor, and Peterson, 2005; Satchwell and Loepp, 2002). 

Americans with Disabilities Act and Its Effect on 
Assessing Students with Disabilities 

The Americans with Disabilities Act (ADA) of 1990 (PL 101-336) gave 
civil rights protection to people with disabilities, which is similar to what 
the Civil Rights Act of 1974 did for people in the areas of gender, race, reli­
gion' and national origin (Heward, 2003; Sarkees-Wircenski and Scott, 
1995). The ADA also protected the rights of students with disabilities in 
education. It required administrators and educators to be aware of cir­
cumstances that inhibit the equitable education of students with disabili­
ties (Sarkees-Wircenski and Scott, 1995). 

The ADA is important to the assessment of students with disabilities 
in technology education. Technology education teachers need to be aware 
of circumstances that prevent students from receiving equal learning 
opportunities and assessments in classrooms and laboratories. For exam­
ple, physical barriers to wheelchair access should be removed, and a stu­
dent's disability should not inhibit the use of equipment and tools. 
Alternative assessments may be considered, and proper accommodations 
may be given to the student. As teachers follow the guidelines set forth in 
the ADA, they may help to ensure the equitable assessment of students 
with disabilities in technology education classroom and laboratories. 

Individuals with Disabilities Education Act and Its 
Effect on Assessing Students with Disabilities 

In 1983, the Education for All Handicapped Children's Act (EAHCA) 
was amended by PL 98-199, which gave provisions for the education of 
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students with disabilities during preschool years, and assisted students 
making the transition to adulthood. A further amendment in 1986 
(PL 99-457) gave additional provisions to children with disabilities from 
birth to pre-school age (Heward, 2003). An amendment in 1990 
(PL 100-476) changed the name of the EAHCA to the Individuals with 
Disabilities Education Act (IDEA; PL 101-476) and added traumatic brain 
injury and autism to the list of supported categories. This act also required 
transition services to be in the student's IEP prior to age 16 (Sarkees­
Wircenski and Scott, 1995). 

The most recent amendment of the IDEA (1997; PL 105-17) greatly 
expanded the requirements of educational proV-isions for students with 
disabilities. These requirements included more parent participation, IEP 
modifications, and general education opportunities (Heward, 2003, p. 33). 

As with the ADA, the IDEA has an effect on the assessment of students 
with disabilities in technology education. Technology education teachers 
should encourage parents to participate in decisions about the student's 
education and provide input regarding the best instruction and assess­
ment methods for the student. This will help the technology education 
teacher make the proper accommodations for the student with disabilities. 
Technology education teachers should ensure that the student's IEP is 
being followed and regularly reviewed by school personnel and parents. In 
this way, the teacher can follow the guidelines set forth by the IDEA 
regarding assessing students with disabilities. 

Carl D. Perkins Career and Technology Education Act 
and Its Effect on Assessing Students with Disabilities 

The Carl D. Perkins Vocational Education Act (PL 98-524) of 1984 
was established to help people obtain the skills they need for employment 
and assist with national economic development efforts. It also addressed 
the issue of access to education by handicapped and disabled persons 
(Sarkees-Wircenski and Scott, 1995). 

In 1990, this legislation was amended by the Carl D. Perkins 
Vocational and Applied Technology Education Act (PL 101-392). This leg­
islation addressed the integration of academics with vocational education, 
and provided additional access to technical skills preparation by special 
needs populations (Sarkees-Wircenski and Scott, 1995). It also ensured 
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that students with special needs would have equal access to education 
recruitment, enrollment, and placement activities, among other things. 
The needs of students with disabilities were similarly addressed in the 
1998 Perkins Act amendment (PL 105-332). The Perkins legislation also 
requires that proper assessments be given to these students (Sarkees­
Wircenski and Scott, 1995). 

The mandate contained in all of these pieces of legislation is clear: All 
teachers, including technology education teachers, must work to recognize 
and accommodate the needs of students with disabilities in their class­
rooms and laboratories by modifying their curriculum, instruction, and 
assessment. 

COMMUNICATING ASSESSMENT NEEDS 
OF STUDENTS WITH DISABILITIES IN 
TECHNOLOGY EDUCATION 

In order for the assessment of students with disabilities in technology 
education to be successful, the needs of the students must be conveyed to 
school administrators, teachers, and parents to encourage a team effort for 
assessment. One of the primary avenues for informing this team of the 
needs of students with disabilities is through the use of an IEP. This docu­
ment, required for all students with disabilities, is developed by a team that 
includes (but is not limited to) a school administrator, the teacher, and a 
parent or guardian (Heward,2003). 

Technology education teachers can use the IEP to assist them in 
preparing lessons and activities that include the student with disabilities. 
The IEP will describe the educational level of the student, educational 
goals, specific required services, and assessment procedures (Sarkees­
Wircenski and Scott, 1995). The IEP will provide guidance for assessing 
students in order to help them be successful. Other resources that may be 
available to teachers of students with disabilities include tutoring pro­
grams, speech software and Braille document creation, education outreach 
programs, and grants. For more information about these and other 
resources, contact your school district or state department of education. 
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CONCLUSION 
Through legislation such as the Individuals with Disabilities 

Education Acts of 1975 and 1997; the Carl D. Perkins Career and 
Technology Education Acts of 1984, 1990, and 1998; the Americans with 
Disabilities Act of 1990; and the No Child Left Behind Act of 2001, the 
rights of students with disabilities have been significantly expanded. With 
these opportunities and rights corne many challenges in education, tech­
nology education, and its role in providing equitable educational services 
to students with disabilities. Some of these challenges include ensuring the 
use of valid, reliable, and bias-free assessments of these students. 

To assist with the assessment of students with disabilities in technology 
education, ITEA facilitated development of the Standards for Technological 
Literacy (ITEA, 2000) and Advancing Excellence in Technological Literacy 
(ITEA, 2003). Together, these documents have helped to establish a foun­
dation for the content in the field and the assessment of students-includ­
ing students with disabilities-in technology education. 

There have been a number of concerted efforts to advance the assess­
ment of students with disabilities in technology education, but the work is 
far from complete. With the inclusion of students with disabilities in the 
technology education classroom, it is the responS'~bility of the technology 
education teacher to know and understand the rights of these students and 
how to provide appropriate and equitable learning experiences and assess­
ments in the technology education classroom and laboratory. It is impor­
tant that technology education teachers read and understand the laws 
governing the assessment of students with disabilities and stay abreast of 
future legislation affecting the rights of these students. It is hoped that 
technology education teachers will be able to understand and use the 
resources referred to in this chapter. In this way, teachers may be empow­
ered and feel confident in the assessment of students with disabilities in 
technology education. 
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DISCUSSION QUESTIONS 

1. What are some curriculum assessment issues related to teaching stu­
dents with disabilities in technology education classrooms? 

2. What are several ways a technology education teacher can ensure that 
students with disabilities are properly assessed in technology educa­
tion classrooms? 

3. How might instructional technologies, including computers, help 
assess students with disabilities in technology education classrooms? 

4. What pieces of federal legislation have influenced the assessment of 
students with disabilities in technology education classrooms? 

5. How might the STL and/or AETL be used to inform the process of 
assessing students with disabilities in technology education classrooms? 
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CHAPTER OVERVIEW 

Chapter 

6 

This chapter addresses a variety of topics related to analyzing assess­
ment data. Topics include individual and group analysis as well as numeric 
treatments of declarative and procedural data. While the chapter stops 
short of outlining the statistical processes used in analyzing data (many 
commonly accessible texts address those techniques), the considerations 
in preparing data for analysis as well as options for focusing the analysis 
within technology education classrooms are addressed. Also included are 
the unique opportunities data analysis provides to improve assessments, 
learning, and instruction as well as assessing the effectiveness of local, 
state, and national programs. 

The goals of the chapter are to assist the reader in 
understanding the differences between individual and group data 
analysis- and their respective advantages/disadvantages. 
understanding the types of data and data applications that are unique 
to technology education classrooms. 
exploring a variety of options for gathering data and their implica­
tions for analysis. 
understanding the various techniques for preparing data. 
understanding the various purposes of performing data analysis. 
understanding a variety of considerations related to reporting the 
analysis of data. 

IMPORTANCE OF DATA ANALYSIS 
The technology education classroom is unique in terms of the types of 

data gathered. While traditional test scores will comprise a portion of the 
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data, other aspects will include performance assessment data, laboratory 
and safety data, and, in the case of computer-managed curricula such as 
modular laboratories, management system data. Each of these needs to be 
analyzed individually, combined with other aspects as appropriate, and 
ultimately integrated into either a holistic course grade for students or an 
improvement plan for instruction or programs. 

Performance assessment data are derived from the products or pro­
jects on which students work. The data produced by these assignments is 
likely to be subjective in nature, requiring the use of scoring rubrics. In the 
author's experience, teachers also feel that the performance portion of 
technology education courses needs to be much more heavily weighted 
than declarative test data. This makes data analysis within technology edu­
cation courses unique from virtually all traditional academic courses. 

At first glance, the data analyzed in technology education classrooms 
may appear to have the same applications as data from other courses; after 
all, reporting student results and performing analysis to improve instruction 
are critical attributes of assessment in any classroom. However, in K-12 
school systems, technology education courses and programs are typically 
elective in nature, and data analysis can serve the political function of pro­
viding evidence that these courses are effective and viable portions of the 
school curriculum. Viability is an issue at the post -secondary level as well, 
and technology education programs can be supported by analyzing and 
documenting outcomes such as placement data, student surveys, and 
employment trends. Data may also be needed to justify the greater bud­
getary demands of technology education programs, or to monitor the suc­
cess of the safety aspects of the courses. Finally, data analysis can be used to 
support the need for, and success of, embedding technology concepts in tra­
ditional core classes such as science and social studies. 

ALIGNING ANALYSIS WITH PURPOSE 
In his paper "Pitfalls of Data Analysis;' Helberg (1995) describes the 

primary purposes of data analysis as being able to accurately describe a 
group's performance, make inferences about a group, or predict a group's 
future performance. If these purposes are to be accomplished, then any 
analysis must eliminate bias, avoid methodological errors, and accurately 
interpret and communicate results. Furthermore, the insights gained 
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through data analysis should ultimately be used to improve instruction 
and programs. 

To avoid bias, data gathered for analysis must: (a) truly represent the 
target group (i.e., employ proper sampling techniques); (b) be collected in 
a way that ensures the sample actually does represent a normally distrib­
uted larger population; and (c) be valid (i.e., verify that the learning being 
assessed resulted from the intervention of instruction within a particular 
course). In addition to expected differences between individual students, 
data from students in a given class will also be dependent on the instruc­
tor and other classes scheduled at the same time that compete for partic­
ular types of students. 

The concept of validity applies to both the construction of assessment 
instruments and to the analysis of results. With regard to data analysis, the 
validity question basically asks, "Do the data accurately reflect what it is we 
wish to analyze?" For example, if analysis is being performed on safety 
data, and the technology education teacher only keeps records of accidents 
that require a trip to the school nurse or a doctor, then an incomplete pic­
ture of the safety program will result. When looking at the effectiveness of 
safety instruction, validity would be increased if data were maintained and 
analyzed for all of the incidents that occurred, including those that simply 
required a trip to the classroom first -aid kit. 

The purpose of formative data analysis is typically to provide feedback 
on the learning and instructional processes occurring in the classroom, 
thereby assisting the teacher in timely interventions and adjustments in 
instructional pacing and strategies. Analysis of summative data is better 
suited for reporting student results (grading) and determining course/ 
program effectiveness. Growth data (a combination of the two) can inform 
both purposes. Data collection, data analysis, and reporting strategies will 
necessarily vary, depending on the nature of a particular assessment. 

Too often, data analysis is focused on results from a single, summative 
test. Although this approach may provide useful information about a stu­
dent's status relative to a standard or fixed measure, it provides little infor­
mation about learning as a result of participation in a particular course or 
about the effectiveness of teaching within the course. Alternatively, mea­
suring growth alone (i.e., change in achievement over time) will not nec­
essarily provide information about the final level of competence students 
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have obtained. An ideal approach to data analysis would provide informa­
tion about both aspects of learning in a classroom setting: analysis of var­
ious aspects of growth within a course over time, and a summative analysis 
that shows achievement relative to a standard. 

Assessing Declarative and Procedural Knowledge 
Declarative knowledge is learning that can be withdrawn from mem­

ory in response to questions. Asking students to define technology or list the 
four elements of a typical "systems model" would be declarative examples. 
Declarative knowledge is critical to student success and is often considered 
basic foundational or background knowledge. It is most appropriately 
assessed with a paper-and-pencil test. Unfortunately, procedural knowl­
edge (the ability to "do" something) is difficult to assess via pencil and 
paper and is usually assessed with performance assessments that incorpo­
rate observing students as they apply knowledge, or by evaluating student 
products. 

A comprehensive assessment system intended to verify one's readiness 
to perform oxyacetylene welding, for example, would ask questions about 
gas pressures and names of equipment parts (declarative knowledge) and 
then ask the student to produce sample welds (procedural knowledge). 
Both aspects are critical to assessment in technology education, and the 
proportion of assessments that are procedural (performance-based) is 
likely to be significantly higher in technology education than in most other 
content areas. 

Assuring the Validity of Technology Education 
Assessments 

Teachers may establish validity of declarative items by 
reviewing the focus of each question and making sure it is aligned with 
the intent of the standards/domain being assessed, as well as ensuring 
that questions do not focus on irrelevant knowledge (content validity). 
reviewing the terms used in questions and aligning them with the 
standards/domain being assessed (face validity). 
reviewing the assessment as a whole to ensure that all of the domains 
of knowledge intended to be measured have been systematically 
included (content validity). 
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asking another teacher or field expert to perform the steps above. 
purchasing or using a set of items prescreened for validity on a topic, 
such as items developed as part of a state assessment system. 

If these types of steps have not been taken, the likelihood of some or 
all items being valid is relatively low. The following example applies these 
steps to a declarative item focused on the "Nature of Technology" 
(International Technology Education Association, 2000). The question a 
teacher might ask of students is, "Is the rate of technological development 
increasing or decreasing?" Reviewing the key terms found in the question 
(rate, technological, development, increasing/decreasing) will show that 
they are the exact terms found in the Standards for Technological Literacy 
(STL), thus supporting face validity. The concept of an increasing techno­
logical rate is an important concept within the standards as well, provid­
ing content validity-assuming that this concept was actually addressed as 
part of the information presented in the course. 

Content validity is further established by reviewing each question indi­
vidually to ensure that the item focus is, in fact, part of the domain of 
study/standards, and that no significant concept or critical attribute of that 
domain has been omitted. A question asking, "Is the rate of technological 
development increasing exponentially?" could easily fail the content validity 
test if the mathematical concept of exponential growth was not addressed in 
the course content. Finally, if a comprehensive assessment on "design" from 
the STL failed to ask questions about the role of troubleshooting, research 
and development, or invention in problem solving, then essential under­
standings about key concepts in design have been omitted and content 
validity has been reduced. Asking experts or other technology teachers to 
review the assessment is one way to identify such gaps. 

Stiggins, Arter, Chappuis, and Chappuis (2004) suggest constructing 
an assessment matrix that lays out a plan for the strands or topics 
addressed by a test and the number/type of items within each strand. A 
minimum of six to eight items are usually needed to adequately address a 
strand, which will typically limit the number of strands addressed by a 
summative assessment to less than 10. Strands may also weight items in 
point value or quantity to the proportion the value of that strand has in 
relation to others. 
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Establishing the validity of procedural items (performance tasks) is 
similar, though slightly more complex, and would include 

reviewing the task directions to ensure that the terms used are consis­
tent with the standards/domain being assessed (face validity). 
reviewing the task directions to ensure that students must demon­
strate the knowledge and skills required in the standard/domain being 
assessed, and are not dependent on irrelevant knowledge and skills 
( content validity). 
reviewing the tasks as a whole to ensure that all of the domains of 
knowledge we wish to measure are being measured (content validity). 
asking another teacher or field expert to review the assessment tasks. 
purchasing a set of procedural task items prescreened for validity. 

Since there will typically be fewer procedural items than declarative 
items, because procedural items generally require more time to complete, 
these items must also be analyzed for their robustness or ability to address 
a broad range of the construct being measured. An alternative to a single, 
robust performance, suggested by Wiggins and McTighe (2005), would be 
to use scores from a variety of student work samples gathered during a 
period of time and combine them with a summative assessment. Either 
way, a truly valid performance assessment would address the 
standard/domain being assessed in its entirety, and would not include 
information extraneous to the standard or domain. 

Consider the following assignment as an example of a performance 
task focused on design: Design an object that will assist elderly people in 
opening child-proof medicine bottles, and document the design process 
used. This task description would need additional details, and face validity 
would be verified by ensuring that the terminology in those details is 
directly taken from the course standards and classroom instruction. Since 
design and design processes are part of the STL, content validity will exist 
as long as the task details and scoring criteria reflect the essence of what is 
contained in the standards relative to design, and as long as those aspects 
have been addressed within the course. 
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TECHNIQUES FOR DATA GATHERING 

Obtaining Data About Individual Student Growth 
To measure student growth, a baseline must first be established. This 

requires a pretest of some type, or preexisting data from a previous course. 
Determining a growth score will also require a post-test or summative 
assessment that has a high degree of alignment with the pretest (in other 
words, identical or highly correlated questions). If the number of items 
and overall point value of both the pretest and post-test are identical, then 
simple subtraction (post-test minus pretest score) will produce a growth 
score. 

Growth scores from a valid assessment will inform the teacher about 
the achievement of individual students and about the effectiveness of 
instruction. Aggregating data across a number of identical classes, either 
over a number of years with a single teacher, or across multiple teachers' 
classes, will allow the creation of norms for references of "typical growth." 
Effectiveness of individual teachers can then be gauged by determining 
how the mean growth of a class compares to typical growth means (devi­
ation from the typical growth means). Hierarchical linear modeling 
(HLM) and other data techniques can be used to look at teacher effect (in 
a sense, the "value added" by a teacher) over a number of years. This type 
of multiyear analysis is critical to providing accurate measurements of 
teacher effectiveness, since data from a single year or a single class is sub­
ject to the cohort effect, where skewed scores may result when classroom 
populations are comprised of unusually high numbers of either talented 
or challenged students. 

Obtaining Data About Groups 
"If we wish to maximize student achievement in the U.S., we must pay 

far greater attention to the improvement of classroom assessment. Both 
assessment of learning and assessment for learning are essential. One is in 
place; the other is not" (Stiggins, 2002, p. 765). Instructional and program 
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effectiveness (assessment for learning) can only really be measured at the 
group level: The larger the group, the more accurate the conclusions will 
tend to be. Group size can be increased by combining data from identical 
courses across a school, district, or state, or by including multiple years for 
an individual instructor's course. 

Data analysis is one of the best tools available to inform and improve 
instruction. Too many educators have the attitude, "I taught it-they just 
didn't get it. The students just didn't put in enough effort." Truly effective 
teachers have the attitude, "I taught it-but they didn't all get it. I'll need 
to improve my approach next time:' Performing item analysis of questions 
focused on essential learning objectives is one way to provide excellent 
feedback and critical direction for future instruction. 

Data analysis can reveal topics that were difficult for students in gen­
eral. Most often this would be accomplished by performing item analysis 
of individual questions on a common assessment. If the same topic weak­
nesses appear across many classrooms with a number of different instruc­
tors, it is likely that either the curriculum (texts and written materials) 
does not address those topics in sufficient depth or the instructors do not 
have strength in those topics. Data analysis could then lend direction to 
curriculum writing and staff development efforts. This assumes, of course, 
that the test items yielding those topics have been successfully screened for 
validity and reliability. . 

A Note on P-Values 
The p-value of an item (item difficulty) is the probability that an 

average student will answer a particular question correctly. For a typical 
multiple-choice question with one correct answer and three distractors 
(and students with no background on the subject), the expected p-value 
is .25. This indicates that a student with no background has a 25% chance 
of correctly answering that item simply by guessing. However, if an item 
has a p-value of .25 after students have received instruction on the con­
tent addressed by the item, it would be considered an extremely difficult 
question. Analyzing the percentage of responses to each incorrect distrac­
tor in an item should also show an equal distribution of answers from the 
class, indicating that all distractors are equally plausible. Generally speak­
ing, other than within safety tests, items with p-values above .90 should 
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be removed from tests. Note that removing an item from a test does not 
indicate that the topic it covers is not important. It simply means that the 
item is too easy or difficult to provide much useful information about 
student learning. The majority of items on a properly constructed test, 
given to students who have had adequate instruction, would have p-val­
ues in the .40 to .70 range. (Readers can refer to Chapter 3 for a more in­
depth discussion of item analysis.) 

Instruction can also be improved through p-value analysis. If an item 
of known p-value shows a significantly higher score for a given class, the 
cause is very likely instructionally related. This provides direction for 
future instruction on that topic, or (in the case of formative assessments) 
for group remediation. Since the actual p-value will differ at least slightly 
for each group tested, p-value analysis can provide insights into the per­
formance of different groups if it is run on each of a variety of subpopu­
lations (ethnic groups, genders, etc.). 

Measuring Course and Program Achievement of STL 
Like most sets of comprehensive standards, the Standards for 

Technological Literacy cannot be adequately addressed within a single 
course. However, within a program, through exposure to a number of 
courses, the standards can be comprehensively addressed. 

To assess the extent to which a program is delivering technological lit -
eracy, portions of the standards and a corresponding set of assessment 
items could be assigned to each course. Analysis of these data would pull 
results from standards-related items across all courses to determine how 
well the program addresses a set of standards. Additionally, since each stu­
dent may choose a different route through a variety of courses, standards­
related items could be linked to individual students across a variety of 
courses to determine how effectively a program of courses is delivering 
standards-based knowledge to individual students. Alternatively, a com­
prehensive set of standards-based items could be assembled into a sum­
mative assessment and delivered in a capstone course. Some method of 
assessing program achievement is essential in determining if comprehen­
sive sets of standards or goals are being met; treating courses in isolation 
(which is too often the case) is not sufficient for evaluating programs. 
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ORGANIZING ASSESSMENTS: PLANNING 
FOR ANALYSIS 

Analysis Implications Related to Data Gathering 
The procedures used in gathering data have strong implications for 

the work needed later to perform analysis. First, an assessment plan 
should be developed that shows the number and type of assessments, the 
relationship of assessments to each other, and the formula for combining 
assessments into a holistic picture of student achievement. Data that is 
gathered can then be properly weighted and formatted at the outset. 
Additionally, beginning data gathering using a format that is compatible 
with analysis tools will save work in the end. For example, alpha charac­
ters-including pluses and minuses-are not friendly to databases and 
must be converted to numeric format if they are part of any electronic 
analysis. Entering data by writing scores in a grade book will require re­
entry of that data into a database for efficient analysis, whereas initial elec­
tronic entry (directly into a computer or handheld PDA -type device) will 
save work in the end. Many electronic grade books have export functions 
that allow data to be easily moved into analysis tools. Scannable answer 
sheets work well for declarative testing, and a number of companies (for 
example, Scantron and NCS) produce data scanners and software that will 
automatically move scanned scores into an electronic grade book or 
school/ district database. 

Cleaning Data 
Any time group data is analyzed, the data must first be "cleaned." This 

process usually involves creating a database or spreadsheet that contains 
all of the data elements or fields that will be used in the analysis. In large­
scale assessments, this will involve thousands of students and each student 
record may have many associated fields or data elements. In large data sets, 
it is also likely to have students with common elements (i.e., the same 
names). Therefore, the first step in cleaning the data is to create a unique 
identifier for each student. The identifier could be a state or district stu­
dent identification number, or a unique identifier created just for the 
analysis. 
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Once the unique identifier is attached to each student record, the next 
step is to search for and eliminate any duplicate records. Many software 
packages, such as Access, will have query or search features to find dupli­
cate records. Duplicate records may occur for a variety of reasons. For 
example, students who were absent the day of a test may receive a score of 
"0" and then an actual score when they make up the test, thus creating two 
records for the same student. 

Finally, the data will be analyzed by focusing on each of a variety of 
data elements (i.e., ethnicity, special education status, poverty status, 
pretest/post-test gain scores, and so on). As each element becomes the 
focus for analysis, one last data cleaning must occur within that field to 
eliminate any blank records existing in that element. In the case of com­
paring pretest and post-test score gains for large data sets, it is common to 
have many students who missed one test or the other, necessitating their 
removal from the data set. Failure to clean the data would create inaccu­
rate statistics derived from any data analysis. 

TECHNIQUES FOR DATA ANALYSIS 

Analyzing Individual Student Data 
This chapter's discussion thus far has assumed that each data element 

gathered can be converted to a point system that will be compatible with 
entry into a database or spreadsheet. However, a number of educational 
researchers prefer a holistic approach to scoring student work, and these 
techniques might be particularly adaptable to technology education. 

Zemelman, Daniels, and Hyde (1998) assert that learning itself must 
be holistic. In describing the tendency of American educators to break 
ideas and concepts into smaller parts for instructional purposes, they state, 
"This part-to-whole approach undercuts motivation for learning because 
children don't perceive why they are doing the work. It also deprives chil­
dren of an essential condition for learning-encountering material in its 
full, lifelike context. When the big picture is put off until later, later often 
never comes" (pp. 9-10). Instead, they argue that students will be most 
successful when learning is focused on the whole and sequenced from 
whole to part. 
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Similarly, data can be gathered in a holistic manner, scoring the 
"whole" in addition to, or rather than, the parts. Since technology educa­
tion courses frequently employ lifelike contexts and often require a holis­
tic product at the end, they easily lend themselves to this type of holistic 
scoring. At the least, a weighted scoring scheme could be employed to 
more heavily weight the holistic product. It could persuasively be argued 
that the scores on practice or partial work should not be factored in at all, 
since they might serve to penalize students who had achieved full success 
by the end of a course. 

Measuring student growth in technology education courses is critical 
to improving instruction and programs. Unfortunately, long-term growth 
measurements have not been as easy to accomplish in technology educa­
tion as in other curricular areas, such as mathematics and reading, which 
have curricula that span many grades (K-16). The vision of the ITEA, how­
ever, is that the STL become the next "core" curriculum area (ITEA, 2005, 
p. 28), and, like math and reading, that they span all educational grades. If 
that vision becomes reality, it will enable long-term growth measurements 
for technology education (and for technological literacy) as well. 

Analyzing Student Group Data 
There are many factors that contribute to the success or growth of 

individual students, a number of which are outside of the control of edu­
cators (health, sleep habits, work habits, family issues, etc.). However, 
when aggregating the results of many students, the greatest single contrib­
utor to success of a student group is the effectiveness of the instructor. It 
is well understood that not all teachers or teaching techniques are equally 
effective. Data analysis is the tool that can create a comparative base to 
identify which teachers or instructional methods are most successful. 
Essential components in this comparative process are as follows: 

The courses or groups being compared must be identical or must 
focus on the same outcomes/standards. 
The assessments and rubrics for each course/group must be the same. 
The data must first be cleaned, as outlined earlier in this chapter. 
Data summaries should be provided for the participants. The sum­
maries must be disaggregated by the critical elements of the course 
outcomes/standards. 
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The comparative process must be focused on improving instruction 
through data interpretation and collegial interaction. If the partici­
pants perceive the process to be focused on their own evaluation or on 
punitive ends, little gain is likely to occur. 
A process and time must be provided to facilitate discussions about 
the data. 

Equal in importance to the process of analyzing data is identifying the 
focus of that analysis. Data analysis is often focused on key ideas that will 
either explain what has happened, predict future results, or guide change. 
Topics of focus might include change in results over time; growth trends 
or patterns; score or response distributions; gaps in performance/response 
between groups; interactions between groups or data elements (correla­
tions); or achievement of standards. 

Data Warehouses 
Producing valid and reliable information through data analysis is a 

complex process. Generally, the simpler the process, the less reliable and 
valid the conclusions will be. To consider and gather all of the data ele­
ments that bear on a question or decision, a large set of data elements is 
required. For example, elements that correlate to test scores and student 
achievement include attendance, previous coursework and course grades, 
socioeconomic status, ethnicity, special education status, and age or grade. 
Few of these data elements are found in a typical teacher's grade book, or 
in any other single location. A data warehouse, in simple terms, is an elec­
tronic tool that retrieves the needed data elements from a variety of loca­
tions and assembles them in one location. Therefore, access to a data 
warehouse significantly increases the depth of analysis that can be per­
formed. Additionally, a data warehouse could be assembled to allow aggre­
gation of data across years, with multiple instructors and multiple 
institutions/schools. As with any statistical process, the larger the sample 
set or database, the stronger the conclusions tend to be. 

Many commercial data warehouses are now available. However, for the 
typical technology education program, it may be easiest to simply export the 
desired data elements from whatever the institution's existing databases are 
and combine those data elements in tools such as FileMaker® Pro, Microsoft 
Access®, or Microsoft Excel®. Keep in mind that data privacy practices must 
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be followed and that some data elements, such as socioeconomic status and 
student names, may not be accessible by all staff. 

As an example of a commercial data warehouse, Anoka-Hennepin, a 
Minnesota school district of more than 40,000 students, uses the 
Switftknowledge data warehouse. This tool allows the district to assemble 
a wide variety of assessment scores, both from the current year as well as 
from past years, into one location, and to provide password-protected 
access to district staff. Since the scores from standardized tests are 
uploaded centrally, teachers can access that information without the need 
to enter the data themselves. Demographic and other data are also stored 
in this warehouse, making it possible for teachers and administrators to 
perform custom sorting and analysis to investigate their students' achieve­
ment by gender, ethnicity, special education status, or a host of other pos­
sibilities. Lists may then be printed out for use in creating groups for 
instructional intervention. In addition to individual classrooms, analysis 
may be focused on the grade level, course, building, or whole-district level, 
which provides information useful in making district-wide program and 
curriculum decisions. 

A final advantage of data warehouses is the ability to quickly access 
data for the purpose of differentiated instruction. For example, if assess­
ments are scored to provide data on specific critical topics or strands, and 
if the warehouse can be sorted on those strands, then the warehouse can 
be used to identify individuals or groups of students in need of focused 
topic review. Comprehensive data warehouses can even be integrally 
linked to instructional or curriculum elements so that the data can be used 
to first sort students into groups of common levels, and then link the 
groups to their areas of demonstrated need for remediation. McLeod 
(2005) states, "Schools that wish to fully realize the power of data-driven 
decision making, however, will move beyond the simple use of baseline 
data for goal setting and also will implement three other elements of data­
driven instruction: frequent formative assessment, professional learning 
communities, and focused instructional interventions" (p. 2). McLeod also 
points out that formative assessment data typically do not reside in data 
warehouses, and suggests the use of an instructional management system, 
which may either run parallel to, or be integrated with, a data warehouse. 
Commercial management systems will often feature prebuilt assessments 
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or item banks of questions, but these focus primarily on core topics such 
as math and reading, and a custom tool would need to be developed for 
technology education (ideally centered on the Standards for Technological 
Literacy). Some of the management system products also include hand­
held wireless devices to gather and transmit the data-a definite advantage 
in laboratory-based courses such as technology education. 

Linking Data Elements 
As mentioned previously, when working with group data, a unique 

identifier must first be assigned to each student, and then the data must be 
cleaned. The unique identifier must be present in each of the data sets to 
link the data elements. Once again, establishing a data warehouse will sim­
plify this process. Elements of data to be linked should stem from the fol­
lowing four basic questions (Bernhardt, 2000, p. 5): 

Who are the students (demographics)? 
What do they know (student learning results)? 
What are they experiencing (school processes)? 
What do they perceive about the learning environment (perceptions)? 

Perceptions are often obtained through anonymous surveys. However, 
if that data is to be used to its greatest extent, it must be linked to other ele­
ments through an identifier such as a student number, thereby sacrificing 
anonymity. 

Applying Statistical Software 
Most databases and spreadsheets include basic statistical functions 

(sums, averages, counts, simple charts, etc.). However, if more advanced 
statistical calculations are to be done with student data (quartile and decile 
calculations, standard deviations, correlations, etc.), it will be necessary to 
export data into a statistical tool such as SPSS or Minitab®. 

Many institutions use scanning devices (such as the popular Scantron® 
system) to score multiple-choice and true/false type test items. These 
devices will produce basic statistics in addition to the scoring of the tests, 
but are generally limited in complexity. More advanced scanners will also 
produce statistics on item difficulty, and give counts for responses to each 
of the individual distractors in multiple-choice type questions. Some of the 
scanning/software products will integrate directly with electronic grade 
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books and data warehouses, reducing the amount of data entry needed to 
maintain the system. A word of caution is in order, based on the author's 
experience: Scanners, like other technologies, must be maintained and 
cleaned regularly to function properly. The author has taken the same set of 
student answer sheets to different scanners and received different results, 
because dirty scanners or differences in sensitivity to stray marks produced 
inaccuracies. When student grades and program decisions are based on 
these data, efforts must be continual to guarantee accurate results. 

A final, low-cost option is simply to employ the analysis/statistical tools 
within Microsoft Excel. Excel has features such as sorting, filtering, and 
counting as well as algebraic formula functions, charting, and Pivot Tables 
that will provide basic statistical tools with minimal training to virtually 
anyone. A variety of Web-based training programs are also available for 
Excel (such as the training offered by the University of Minnesota at 
www.schooldatatutorials.org).McLeod (2005) also suggests creating spread­
sheet templates that are prepopulated with student names and have formula 
cells built in. These would simplify data input and analysis for staff within a 
building or district and could include an attached Pivot Table for displays of 
up-to-date data on demand without much technical knowledge. This is an 
especially viable solution for analysis of formative assessments. 

Focusing on Technology Education: Data Analysis on 
STL, Federal, and State Mandates 

Data analysis will ultimately only be valid if it focuses on the course 
and program goals. In turn, course and program goals must align with fed­
eral and state mandates (where applicable), and any technology education 
program should focus on the Standards for Technological Literacy. 
Therefore, data elements that reflect theses standards and mandates must 
be identified within the data sets analyzed. Since state and national stan­
dards are subject to periodic review and change, and data analysis for pro­
gram improvement relies on stable measures over time, these concepts can 
be in conflict. The solution is to identify data elements that are likely to 
endure over time. Elements of design, for example, are not likely to change 
much as standards are revised. Data on big idea topics can then be fol­
lowed over many years to monitor improvements in program effectiveness 
in those areas. 
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Disaggregating results to reveal-and reduce-achievement gaps 
between various student populations is an example of current mandates 
from federal and state levels for K -12 schools systems. Technology teacher 
education programs would also find it useful to focus data analysis on 
those elements, since political and community groups have identified 
reducing achievement gaps as a critical focus. 

Reporting Data Analysis Results 
Results of data analysis need to be shared with a variety of audiences, 

each of which has a different need for the data and different levels of 
expertise in data interpretation. Different data representations should be 
created for each of the following audiences and purposes: 

Students and parents need data to document the educational accom­
plishments of students. 
Teachers need data to analyze and improve instruction. 
Departments need data to market their program and identify needs. 
Institutions need data to verify the viability and success of programs. 

Each of these audiences will require a different type of data presenta-
tion. Common to all audiences, however, is that they will only want the data 
that pertains to them, and that data must be presented and communicated 
effectively in the simplest way. Graphs and charts tend to communicate 
more effectively to a broad audience than do tables or lists of data; however, 
large quantities of data are often most efficiently displayed in a table. 

Communicating Data Analysis Results to Students 
and Parents 

When communicating with parents it is essential to provide answers 
to their typical questions, such as: "What has my son/daughter learned 
compared to a goal or standard?" and "How is he/she doing compared to 
other students?" The latter question typically requires analysis that estab­
lishes local or national norms and then expresses student progress either 
in terms of percentile ranking or comparison to a group average. If courses 
are sequential in nature and address the same learning construct, then stu­
dent growth can also be reported in comparison to local or national norm 
groups. 
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The format of parent and student reports is an important considera­
tion if communication about student progress is to be effective. Critical 
features of effective reports include the following: 

student identifiers (name, birth date, student number, gender) 
course identifiers 
limited text (especially with limited English proficient students/families) 
clearly labeled data 
charts or graphs, if appropriate 
keys or definitions of terms 
dates of assessments 
student status, if appropriate (e.g., pass/fail, prerequisite met, etc.) 
contact information, in case further information is sought 
review of format by a parent group and revision before widespread use 

Report Formats for Instructional Improvement 
Two questions need to be answered if data analysis is to be used to 

improve instruction: "How well did a group of students do compared to 
course goals or standards?" and "How much change in learning took place 
as a result of this course?" Answering the first question requires that assess­
ments and analysis identify and extract data on specific criteria (the criti­
cal attributes/concepts being taught, usually referred to as topics or 
strands within an assessment), and that they describe student status com­
pared to a fixed goal. Answering the second question requires a 
pretest/posttest type of analysis focused on the critical attributes. 

A final key to improving instruction through data analysis lies in the 
belief that, ultimately, if learning has not occurred to the extent desired, it 
is the job of the instructor to change the situation (as opposed to the com­
mon belief that "the students just didn't get it" or "students need to put 
more work into this class"). In pursuing needed changes, instructors must 
formulate a number of questions regarding their instruction. "Was I 
equally effective in teaching all groups of students?" "Was I successful in 
enabling students to learn the most critical aspects of this course?" 
Assembling data into a sortable electronic format (such as Microsoft 
Excel) is a very effective way to answer these questions. Each question can 
be explored through data sorts in a relatively short time, enabling instruc­
tors to explore these questions (and answers) on their own. 
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Where electronic spreadsheet formats work well for individual teach­
ers to analyze data, in most cases, hard-copy paper reports are better suited 
for building and program summaries where the intended audience 
includes many people representing a broad cross section of the commu­
nity (many of whom will have relatively little experience in interpreting 
data). Rather than providing an audience with an ocean of data, it would 
be more effective to first identify the questions to be answered or messages 
to be communicated, and then create paper reports that effectively build 
the case in answering those questions. The questions may focus on 
accountability concerns, such as: ''Are students in this institution achieving 
the desired results?" and "What is the extent of the achievement gap 
between student groups at this school?" The questions could also focus on 
accumulating evidence that a need exists, such as: "How does funding for 
this institution compare to similar institutions?" and "Is the laboratory 
equipment in this program preparing students for the world they will 
enter as graduates?" 

At the building or program level, when there is a broad audience, 
Holly (2003) recommends creating reports that can stand alone and 

be relatively brief. 
use appropriate analysis of data, without lengthy descriptions. 
focus on important data rather than data that is simply "nice to know." 
present data that can be understood by the average person. 

• show data in charts, graphs, and other pictorial representations. 
• provide succinct analyses of data that offer interpretations of findings. 

A report that incorporates these suggestions would identify the pur­
pose of the report (in other words, the question to be answered); would 
limit the data to focus on that purpose; would display the data in an easily 
understood format; and would include just enough text to clarify the find­
ings of the data. 
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CONCLUSION 
Data analysis is an absolutely critical tool in educational improve­

ment. While analysis in itself will not solve today's educational challenges, 
it is probably the only tool that will tell us what really does work. Every 
educator and every educational system needs to engage in data analysis, 
and this chapter suggests a number of ways to accomplish this task. 

Analyzing assessments for validity and reliability is an essential first 
step and must be performed on both declarative and procedural assess­
ments. Suggestions for accomplishing this are woven throughout this and 
other chapters. 

Data at the individual student level is available to all teachers, and 
includes information from both formative and summative assessments. 
Analysis at this level is most useful in measuring individual student growth 
(improvement over time) and student progress toward fixed goals, such as 
standards. The results of this analysis find their way into reports and into 
feedback to both students and parents. They also provide excellent insight 
into the individual needs of students. 

Data at the group level adds a new dimension and allows teachers to 
critique their own effectiveness and make instructional decisions on how 
to better approach their course content. At the program and district level, 
group analysis reveals the effectiveness of programs, differences between 
teachers, and sheds light on staff development needs as well as progress 
toward broad goals such as developing a technologically literate student 
population. Group data analysis, however, introduces a host of data treat­
ment considerations, and this chapter addressed the need for "analysis­
friendly clean data." Data warehouses and other solutions are suggested for 
managing large data sets. 

In the end, analysis of data from educational assessments needs to be 
effectively communicated to the appropriate stakeholders and customized 
for the unique needs of the technology education classroom. 
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DISCUSSION QUESTIONS 

1. What steps could be taken to improve the reliability and validity of 
data being gathered by a classroom teacher? By a district or state? 

2. What steps can be taken to prepare data for efficient and valid analysis? 
3. Among the different purposes of analyzing data, when would indi­

vidual student data be used and when would group data be preferred? 
4. What are the various purposes of performing classroom, district, 

state, and national level analysis? 
5. In what ways are technology education courses unique compared to 

courses in other departments, from a data analysis perspective? 
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CHAPTER OVERVIEW 

Chapter 

7 

The purposes of this chapter are to describe various methods of com­
municating assessment results to the primary participants of the learning 
environment (i.e., students, parents, administrators, and the community) 
and to discuss how assessment results might effectively be used to modify 
classroom instruction. In support of the first purpose, strategies are pro­
vided that will help teachers communicate both formative and summative 
assessment results to students, parents, and administrators. Additionally, a 
reflective practitioner model will be presented as an effective method for 
teachers to use assessment data to improve classroom instruction. It is our 
hope as authors that teachers might think of assessment as an iterative 
process, one which constantly requires them to reconsider and modify 
their instructional practice. This process begins with recognizing a need 
and having a desire to become more reflective and sensitive to the overall 
instructional requirements of students; being willing to modify instruc­
tion; and, finally, taking action and making changes to instruction based 
on the data and information generated. 

COMMUNICATING ASSESSMENT RESULTS 

Communicating Through Formative Assessments 
Although assessments that are summative in nature (e.g., standardized 

tests, exams, portfolios, and other assessment tools that provide informa­
tion relative to student understanding, following a sustained period of 
instruction) have been a natural focus within the educational profession, 
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there are other assessments that teachers conduct which are equally 
important. Known as formative assessments, these assessments are typi­
cally categorized as repetitive and ongoing (e.g., observations, interviews, 
class discussions, and so on) and are conducted throughout the instruc­
tional process, with the main purpose of providing information and feed­
back to the students and teachers, relative to small segments of course 
material. These assessments are important to the day-to-day educational 
process but are often overlooked by classroom teachers. It is essential to 
consider how teachers communicate the results of these assessments to 
students and others. 

Classroom Vignette: 
The students in Ms. Wagner's class are excited. They are 

almost ready to begin testing the bridges they have made as 
part of a construction unit. As the students finish some last­
minute paper work, Ms. Wagner checks to see that all are 
making preparations to test their bridges. She looks around 
the room and sees that while most of the students have 
almost completed their assignment, a few are still struggling. 
Alex is having difficulty with his paperwork-he seems to 
always struggle with reading and writing. Three other stu­
dents are just now gluing their bridges. They will not be 
ready to test today. Amy and Jill have finished everything 
and are bothering some of the students at their table. From 
her vantage point, Ms. Wagner can see at least two students 
with design-rule violations-didn't they read the rules? 
Why have only three students decided to use abutments? She 
realizes that most of the students must not have understood 
that part of the discussion. 

Ms. Wagner comments to Amy and Jill, "Would the two 
of you be willing to come and set up the testing device while 
I help some of the other students?" Amy and Jill look pleased 
that Ms. Wagner thinks they are capable of this extra assign­
ment and hurry over to help. Ms. Wagner moves toward 
Alex's desk but realizes that if she continually hovers around 
the students that struggle, they will think that she doubts 
their ability to complete the assignment. Pausing slightly, she 
stops at Jim's desk to see how he is doing. She knows that Jim 
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always does excellent work and probably does not need help, 
but Jim sits next to Alex, and this will allow her to move to 
help Alex next. Ms. Wagner is tempted to tell Alex that she 
sees several weaknesses with his bridge, but instead she asks 
him several questions about his design so that he will per­
form a self-assessment of where he thinks his bridge will 
finally break. During this brief exchange, it becomes evident 
that Alex has questions about his design and how to com­
plete the paperwork. Ms. Wagner provides feedback by mod­
eling the process and then reminds him of some methods 
they had discussed for strengthening a bridge. After helping 
Alex, she moves throughout the room in an "almost" ran­
dom pattern. Ms. Wagner makes sure she observes all stu­
dents, paying particular attention to, and helping, those 
needing extra assistance. 

While Ms. Wagner is in the process of facilitating her classroom 
processes as exemplified in the vignette above, she does two things: pro­
vides formal feedback in direct response to questions and provides stu­
dents with informal cues through mannerisms, body language, and 
questions. These informal communications are very powerful methods of 
communicating her assessments back to her students. They impact both 
the conscious and subconscious attributions students make for their suc­
cesses and failures, a process well documented in education literature 
(Rosenthal, 1991; Good and Brophy, 1987; Weiner, 1986). However, teach­
ers must be careful that they don't inadvertently communicate damaging 
messages to their students through these informal formative assessments 
or through interactions that happen daily in the classroom. 

For example, if a teacher consistently asks easy questions of certain 
students in the class, or if a teacher repeatedly hands out assignments to 
the class and then moves automatically to the students she knows will need 
help, the message that might be sent to these students is that the teacher 
doubts their abilities. To avoid this unintended communication, teachers 
might employ a selective randomization process when helping students in 
the lab. 

Teachers must also take care when expressing sympathy or excessive 
praise toward any given student. When a teacher expresses sympathy 
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toward a student who has performed poorly, the student might equate 
sympathy with low ability. In addition, excessive praise, particularly for 
success on relatively easy tasks, can also be equated by students to mean 
that their abilities are lacking (Weiner, 1986). Instead of sympathy or 
excessive praise toward the individual, providing students with focused 
feedback relative to their work will help. In particular, using positive feed­
back in which the teacher provides comments about student learning rel­
ative to the subject (rather than to the students themselves) communicates 
a message that the teacher assesses the students' abilities and performances 
to be good (Weiner, 1986). 

Communicating Through Self-Assessment 
In December 1998, the National Research Council (NRC) released 

How People Learn, a report that synthesizes research on human learning. 
One of the key findings in this report is that "a metacognitive approach to 
instruction can help students take control of their own learning by defin­
ing learning goals and monitoring their progress in achieving them" 
(NRC, 2000, p. 13). Related to this finding is the concept that teachers 
might effectively communicate the results of assessment by teaching 
strategies and by providing opportunities for their students to "monitor 
their own progress:' In this approach, students would monitor their own 
understanding, make note when additional information is needed, and 
determine if new information is consistent with what they already know 
(International Technology Education Association [!TEA], 2004). 

Many strategies have been developed by educators to help their students 
learn metacognitive methods of assessing their own learning. Technology 
educators can familiarize themselves with these strategies and determine 
how each might be used in a technology education setting. While it is 
beyond the scope of this chapter to provide a detailed description of each, 
Buehl (2005) has identified and explained many of these strategies, which 
include Learning Logs, Three-Minute Pause, Think/Pair/Share, 
Reflect/Reflect/Reflect, and Self-Monitoring Approach to Reading and 
Thinking (SMART). 

Many teachers do not incorporate self-assessments into their assess­
ment strategies because they feel their students are not capable of making 
accurate assessments. Other teachers who use student self-assessments 
may be unsuccessful because they make the mistake of having students 
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simply "grade" themselves without having a formal process or criteria for 
assessing their understanding. Students must be coached on what goes 
into an assessment before they are set free to grade themselves. For 
instance, is effort part of the assessment? What about competency? Which 
is more important: creative solutions or following directions? Many stu­
dents are uncomfortable with the thought of self-assessment because they 
are rarely given the opportunity. Our experience shows that self-assess­
ment can be successful if students are given a framework for how they 
might assess their own work. 

For example, if Ms. Wagner wanted to formally involve her students in 
an opportunity for self-assessment during the construction unit, she could 
(a) provide a rubric for her students that contains items for assessment, 
with accompanying performance criteria and descriptors; (b) teach the 
class how to correctly use the rubric by modeling the assessment process 
for the students; (c) have students conduct a self-assessment of their work 
and write in their score; (d) assess the student work herself, using the same 
rubric; and (e) hold a short conference with individual students to discuss 
discrepancies if there are large differences between the teacher and student 
scores. The power in this process is that both the teacher and the students 
are able to reflect on student progress relative to the learning objectives. 
Although this process is time consuming, the lifelong learning attributes 
gained may outweigh the immediate pressures of classroom management. 

Communicating Through Summative Assessments 
With a renewed emphasis on accountability and high-stakes testing, 

strategies by which teachers effectively communicate the data from these 
summative assessments are an important concept to consider. Summative 
assessments, especially when they combine data from a variety of mea­
sures, allow teachers, parents, and other school officials to assess student 
understanding relative to the content area. One of the challenges thus 
becomes how you can effectively communicate the results of these assess­
ments to the various educational stakeholders. 

Communicating to Students 
Communicating assessment results at the completion of a project, 

assignment, or curricular unit is often viewed as an "end-all" activity for 
both teachers and students. Unfortunately, it is sometimes assumed that 
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the score or grade that summarizes the student performance is the only 
communication that matters. In actuality, the feedback that should 
accompany the score is probably more important when considering stu­
dent learning. In a meta-analysis on student learning, Walberg (1991) 
found that when teachers take the time to give students corrective feed­
back on their work, student learning increases significantly (Effect 
Size=0.94). Feedback should be specific and accurate. General feedback 
like "Nice robot, Billy" can make a student feel good about his work but 
doesn't necessarily help him improve. Instead, teachers must provide 
specificity, such as: "The position of the fulcrum for the elbow on your 
robot provides excellent reach:' 

When communicating assessment data to students, it is not only 
important to provide accurate and specific feedback, but the assessments 
themselves should be fair and equitable. Teachers should assess student 
learning against specific criteria, make expectations clear to the students, 
and have multiple assessments serve as indicators for technological liter­
acy (ITEA, 2004). Having a strategy for conducting assessments, such as 
use of a rubric, communicates to the students what is expected for a par­
ticular assignment and decreases the opportunity for subjective grading. 

In addition, assessment scores should be easy for the students to inter­
pret and understand. Some teachers violate this concept by having a dif­
ferent point system for various activities with a complicated weighting 
system for determining grades. The teacher may communicate the assess­
ment results, but students are often mystified as to what it means. If pos­
sible, assignments should be made of equal value (e.g., 10, 25, or 100 
points), or a percentage system that is easily understood should be used. 
Finally, teachers need to take the time to teach their grading system to the 
students to help them understand what the scores mean. This allows stu­
dents to make educated decisions about their performance and about the 
consequences low or high performance will have on their grades. 

Another suggestion is to communicate assessment data from a pro­
ductive rather than a punitive approach. In this approach, instead of 
deducting points for incorrect items, you reward points to students for 
items they have completed correctly. This communicates to the student 
that they are being evaluated on what they have learned, rather than on 
what they have not learned (Smith, Smith, and De Lisi, 2001). 
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Finally, when handing back scores, papers, or assignments that have 
sensitive information on them, teachers should use student numbers or 
have students put their name on the last page of a document. This tech­
nique can also be helpful to the teacher to avoid biases when grading stu­
dent assignments. Regardless of the method used, it is essential to keep 
student records confidential, and teachers should work with the school 
administration to determine the best way. 

Communicating to Parents, School Officials, and the Community 
Technology tools such as e-mail, school Web sites, conference phone 

calls, and electronic grade books are all viable ways to communicate 
assessment data to parents and other school officials. These technologies 
present a potential trade-off: Parents and others will feel better informed 
and more involved in the student's education; however, teachers may feel 
that these tools require additional time or that unrealistic expectations 
regarding the quantity and quality of communication have been set. 

A very traditional approach to communicating with parents is 
through parent-teacher conferences. These conferences can take place 
through a variety of methods, such as e-mail, letters, phone calls to par­
ents, or the official parent-teacher conferences held periodically at the 
school. Regardless of the forum, there are a few rules that teachers should 
follow to best communicate assessment results during conferences. First, 
be prepared. No matter what you are doing in your classes, keeping good 
records and documentation of student work is essential. These records do 
not have to be generated by the teacher, but they do need to be accessible. 

Second, know your students' names and keep an up-to-date summary 
of each student's work. Showing the parents a student portfolio or having 
student work on display is an excellent way to communicate to the parents 
how their child is doing in the class. If your school has an Internet-based 
system for reporting student progress, learn how to use it and keep scores 
up-to-date. Many parents are beginning to rely heavily on the Internet to 
track their children's progress, and they are frustrated by teachers who 
refuse to use the system properly. 

Next, make assessments easy for the parents to understand. At the 
beginning of the year, send a disclosure statement, in which the grading 
system is explained, home with the student. If you are going to be using a 
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rubric to assess student work, make a copy of this rubric available to the 
parents as well as to the student in order to communicate expectations. 
Finally, if data from a standardized (normalized) test is sent to the parents, 
some type of key that helps the parents understand the data should be pro­
vided, or a conference with the parents should be arranged. 

Show the parents that you care about the success of their child. During 
a conference, be able to first share some of the child's strengths, and then 
be prepared to discuss improvements the child needs to make. Focus on 
behavior and facts (have examples of the child's work or anecdotal notes 
to share as examples) instead of making broad generalizations. Ask the 
parents what their concerns are. The parents might be able to tell you 
things that will help you in your role as the teacher. This might also enable 
you to invite the parents to be more actively involved in the student's edu­
cation. Finally, be concise when communicating assessment results. This is 
especially true during parent-teacher conferences. If additional time is 
needed, set up another conference. 

An effective way technology educators can communicate to school 
officials and the community at large regarding student accomplishments 
is to develop a public relations agenda. One of the best ways to do this is 
to allow these individuals to observe students actively engaged in the 
learning process. Some examples include 
• forming a Technology Student Association (TSA) club. 

having students interview an important adult in their life about the 
development of technology and how different technologies have 
changed their daily routine. 
involving your technology education class in a community environ­
mental awareness project (e.g., cleaning up a small stream or cellphone 
battery recycling). 
setting up a public display of student artifacts. 
inviting specialists from the community to do collaborative activities 
with your students. See that the local newspaper is informed. 
inviting school officials and persons from the community to your 
classroom to judge competitions or witness student presentations. 

The opportunities to communicate to school officials and the general 
public what your students are learning are many and varied. None of this 
can happen unless the teacher takes the initiative to do some extra plan­
ning and incorporates the ideas into the curriculum. 
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MODIFYING INSTRUCTION 

Becoming a Reflective Practitioner 

One of the underlying purposes of assessment is to improve instruc­
tion (Smith, Smith, and De Lisi, 2001). Suggestions on how teachers can 
become reflective practitioners and use the data gathered from various 
assessments in order to make improvements to classroom instruction is 
the focus of this section. 

One strategy for becoming a reflective practitioner is to develop a per­
sonal professional portfolio as described by Reineke (1998). The purpose of 
the portfolio is to help the teacher record, monitor, and refine instructional 
strategies and assessment procedures. Engaging in making a personal port­
folio does involve some personal risk, since the teacher will be collecting 
data related to instruction and assessment practices from both students and 
colleagues, and not all this data will be positive. The major components of 
the portfolio are shown in Figure 1 and are described below. 

Figure I: Components of a personal professional portfolio. 

Personal Journal 

Collegial Review Lesson Plans 
Student Reactions 

Student Performance 

In the collegial review, have colleagues observe your classroom to pro­
vide data related to the instruction and assessment climate in your class­
room. Have them help you determine if what is being taught and what is 
being assessed are congruent. Are students willing to ask the teacher ques­
tions if they do not understand material? What are the students' reactions to 
instruction and assessment? Additionally, student performance and student 
reactions should be included. Both formative and summative evaluations of 
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student work should be represented. Your observations, as well as observa­
tions of colleagues related to how students have reacted to instruction and 
assessment, are essential to the portfolio. Do students readily participate in 
class? What are some of the casual comments that students have made 
regarding instruction and assessment? Are the students engaged during 
instruction? What are some concepts that students have understood well? 
What are some they have not understood well? 

The purpose of the personal journal is to provide the teacher with an 
opportunity to reflect on instruction and assessment practices, including 
information collected from collegial reviews, student performances, and 
student reactions. Teachers should focus initially on collecting descriptive, 
rather than judgmental, data for reflective purposes. The data that has 
been collected in the form of the personal portfolio can then be utilized to 
make systematic formal changes to lesson plans and assessment strategies. 
In fact, perhaps the most important concept is that by developing the 
portfolio, reflection and systematic change become a formal process, 
rather than the informal process many teachers use. 

Chown and Last (1993) suggest that teachers should not only recog­
nize how they and others-including their students-think about their 
classroom experience, but that teachers should take action based upon 
that reflection. By identifying areas of need and potential sources of new 
ideas and understanding to address those needs, a course of action should 
become evident. Morin (2004) has identified other strategies for reflective 
practice. 
• Start with standards: Review your state standards or the Standards for 

Technological Literacy periodically to see if your instructional material, 
lesson plans, unit plans, or course outlines reflect the necessary content. 

• Audio or videotape yourself teaching, and analyze the recordings. 

• 

• 

Consider the positive over the negative, and build upon positive 
expenences. 
Once a week, select a student you want to help. Flip through the stu­
dent's file to get to know him or her better. 
Rate the relevance of your course content. Consider one or two ele­
ments of your curriculum, how you assess these elements, and chal­
lenge yourself to find ten reasons for teaching students this content. 
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Being a reflective practitioner begins with solid instructional strate­
gies. Determining what students are supposed to be able to do or know at 
the end of the course, prior to thinking about assessment, is imperative. 
How will we know what it is we want to improve if we do not know what 
it is we are trying to accomplish? Setting the goals for a course might vary 
widely according to state objectives, personal interests, and community 
needs. These goals may focus on knowledge we hope the students will 
gain, habits of mind we hope they will adopt, or skills we hope they will 
develop-but irrespective of the goal, good instructional design answers 
the question of what to assess. 

A second question that is imperative to reflective practice is, "Who are 
we teaching, and how do they learn?" More and more, teachers are facing 
diverse student populations, making it very difficult to close the student 
achievement gap in the classroom. By the time you consider how a student 
learns and what learning styles different students might favor, the first 
steps of assessment can become pretty complex. Kohn (2004) suggests that 
while every teacher possesses a theory of learning, there often exist pro­
found differences between what people espouse as excellent learning and 
teaching practices and what strategies or practices are used to assess 
knowledge. For example, believing that students learn best through 
inquiry and problem solving, but only providing rote tests and fill-in-the­
blank worksheets for assessment purposes because they are easy to grade, 
creates a tension between the belief and practice that must be resolved. In 
other words, good teaching goes hand in hand with good assessment. 

CONCLUSION 
There are many effective strategies for communicating both formative 

and summative assessments to students, parents, school officials, and even 
the general public. In order to improve the teaching and learning process, 
technology teachers need to become familiar with these strategies and for­
malize a process for their successful implementation in the classroom. In 
addition, teachers need to understand that effective assessment and good 
instruction are codependent. By becoming reflective practitioners, teach­
ers can formalize the process by which they use assessments from various 
sources to make systematic improvements to classroom instruction. 
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DISCUSSION QUESTIONS 

1. What are some of the opportunities teachers must consider in their 
instructional practices to improve summative assessments? 

2. What are some of the ways teachers communicate unintended mes­
sages to their students as they perform formative assessments of stu­
dent learning? 

3. From your personal experience, are middle school or high school stu­
dents mature enough to engage in the self-assessment process? Why 
or why not? 

4. What are some of the reasons why teachers are hesitant to incorporate 
formal reflective practices, such as developing a personal professional 
portfolio? 

5. What are some of the strategies that you have found to be successful 
when communicating assessments of student learning to parents? 

6. How are technology educators uniquely positioned, with their hands-on 
instructional content, to make meaningful connections to student 
learning and curriculum through well-crafted assessment strategies? 
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For more than a decade, North Carolina has focused on developing an 
assessment system that closely links curriculum and assessment in career 
and technical education (CTE) courses. Technology education students in 
North Carolina begin the school year with a clear list of the material that 
will be covered during the course and knowledge of the objectives to be 
assessed. Results from these assessments provide a measure of student 
achievement that becomes part of the state's accountability process, and 
they can be used as part of instructional improvement efforts. 

Development of North Carolina VoCATS 
Thirty years ago, North Carolina began a curriculum initiative that 

would eventually become the Vocational Competency Achievement 
Tracking System (VoCATS), the umbrella under which CTE curriculum is 
developed, disseminated, and implemented. As it was originally conceived, 
North Carolina's effort focused on developing lists of outcome behaviors 
expected upon completion of vocational programs. Some teachers main­
tained paper records and manually tracked student performance by plac­
ing a check mark in the appropriate space on a chart when students 
demonstrated the desired outcome. 

When used, this was an effective, but not very efficient, use of teach­
ers' time. Many teachers found the system too cumbersome to be helpful. 
Even for those teachers who did track student progress, at the conclusion 
of the year, the paper charts were thrown away to make way for new charts, 
so no permanent record of student proficiency was created. 
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By the late 1980s, the system had begun to evolve into a broader effort 
to standardize curricula statewide. Using federal Program Improvement 
funds, North Carolina began to develop what were called "blueprints:' or 
lists of specific outcomes and objectives-of selected programs-to be 
implemented in pilot school systems. The blueprints, created by teams of 
teachers with input from business and industry representatives, also indi­
cated additional information about each objective. This additional infor­
mation also included each objective's relative importance in the overall 
course, its classification using Bloom's Taxonomy (Bloom, Krathwohl, and 
Masia, 1984), and its general relationships to other subject areas. 

The blueprints provided a framework for instruction. Curriculum 
guides and expanded course outlines, which North Carolina had long pro­
vided to assist teachers, were revised to align with the course blueprints. 
The blueprints also made it possible for administrators to analyze areas in 
which teachers needed additional training and which facilities, equipment, 
and other resources were inadequate. Test-item banks were developed and 
aligned with the blueprints again to provide an additional tool for teach­
ers to use to analyze student progress. Eventually, multiple-choice tests 
were created and provided to school systems upon request. Local admin­
istrators used these tests to understand how their students were faring on 
the blueprint objectives. Data were not collected at the state level nor were 
any state reports generated. 

From the initial small set of courses that were included in VoCATS, the 
system expanded to include more courses and more school systems. As the 
system grew, a technology-based solution was required to make managing 
data possible. In 1991, the state requested proposals from instructional 
management software vendors to recommend how to proceed. There were 
three specific requirements for the software: 

1. The software needed to use state-generated, test-item banks. 
2. Teachers had to be able to add items to the banks. 
3. The software had to be able to display and print graphic images. 

After considerable review, CTB/McGraw-Hill's TestMate family of prod­
ucts was selected. This software included Curriculum Builder, to develop and 
manage test-item banks; TestMate, to scan and score tests and generate 
reports; and TestTracker, to monitor student performance across multiple 
tests. The software was written for DOS and ran on a PC platform only. 
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VoCATS curriculum materials were used widely in the state, but many 
teachers still did not focus on the state frameworks. Local administrators 
were looking for ways to encourage teachers to accept VoCATS and use the 
state-developed curriculum. North Carolina CTE staff members carried 
out required program monitoring, but monitoring was limited to what 
could be done in meetings and by observation. No formal assessment was 
made of student performance. Relatively few programs could be visited 
each year, so the impact of program monitoring was limited. 

VOCATS ASSESSMENT COMPONENT 
EXPANSION 

By 1992, tests were provided for nearly all CTE courses in North 
Carolina, including technology education. Local administrators began to 
request that the state collect data and produce a statewide report to pro­
vide a frame of reference for local data. The state staff observed wide vari­
ations in how VoCATS was being implemented and wanted a better 
understanding of the process. The Carl D. Perkins Vocational and 
Technical Education Act of 1990 provided a means to satisfy those needs. 
For the first time, this law, which was tied directly to receipt of federal 
vocational funds, required local school systems to document student pro­
ficiency in technical competencies. 

North Carolina negotiated a plan with the U.S. Department of 
Education that required local school systems to administer pre-CTE and 
post-CTE tests to all CTE students and to report local results for mastery 
and gain. Mastery was defined as the percentage of students who scored at 
or above 80% correct on the posttest. The gain target was defined as the 
percentage of students who moved at least 60% of the distance between 
their pretest score and their total possible posttest score of 100% correct 
for introductory courses (called Level I courses). For Level II courses, the 
gain target was defined as the percentage of students who moved at least 
40% of the distance between their pretest score and 100%. To ensure equal 
access, the state purchased one set of the TestMate family of software for 
each school district. 

Implementation of the accountability system encountered serious 
obstacles. Although data collection and reporting were done using com­
puters, the software was quite cumbersome and difficult to use. Reports 
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were generated in hard copy only and could not be retrieved as data files 
to be further analyzed or aggregated and analyzed at a different level. As a 
consequence, no statewide reports were available. Local reports were kept 
on file at the state, but there was no way to monitor how they were used to 
improve instruction. Perhaps most seriously, teachers learned to maximize 
their students' gain scores by encouraging them to answer on the pretest 
only those questions about which they were sure, but on the posttest to 
answer all questions, even if their answer was only a guess. 

When the Perkins law was reauthorized in 1998, North Carolina was 
prepared to make several rather substantial changes to the accountability 
system. The state purchased an additional piece of CTE software, TestMate 
Clarity®, for each school system. This software allowed the processing of 
reports in a Windows environment, and it was much more user-friendly 
than the earlier DOS software. North Carolina also established two Web 
sites, both of which are accessed via secure login. One site allows data to be 
uploaded to the system, and the other is for posting of local plans and 
reports based on the uploaded data. 

North Carolina's system of tracking student technical attainment was 
modified to more closely resemble the state's system for reporting student 
performance in traditional academic areas. The pretest was dropped. 
Student posttest scores for every CTE course statewide were combined, 
and a scale was developed that identified student performance as Level I 
(44% or lower correct), Level II (45-64% correct), Level III (65-81 % cor­
rect), or Level IV (82% or higher correct). Baseline data were collected in 
1998-1999, and a statewide target was set that by 2002-2003,58.2% of the 
students enrolled in CTE courses would reach Level III or Level IV profi­
ciency on the post -assessment. (That goal has since been extended. For the 
2005-2006 year, the target was for 60.5% of the students enrolled in CTE 
courses to reach Level III or Level IV proficiency.) 

Data from the system permits local CTE administrators to pinpoint 
areas of greatest need and direct resources to those needs. Results can also 
be disaggregated by special populations categories to be sure all groups of 
students are being served. Special populations students include those who 
are handicapped (Exceptional Children), limited English proficient, or 
who have been identified as at risk due to academic or economic disad­
vantages. Locally, data are generated that indicate student performance on 
specific objectives by teacher or even by class. These data can be compared 
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to state results by objective, and teachers can select areas where their stu­
dent performance is below the average for students across North Carolina. 
Teachers can develop classroom strategies to improve student learning rel­
ative to these objectives, and administrators can target funds for equip­
ment and professional development directly tied to student performance. 

In addition to technical attainment data, North Carolina develops 
reports showing academic attainment by program area. Graduates who 
meet the state defmition of "concentrator" -having earned at least four 
credits in a career pathway, with at least one of those credits in a second­
level course-are assessed. These students take four of the subtests of the 
ACCUPLACER or ASSET tests, two nationally recognized examinations 
used primarily for community college placement. The four subtests are 
reading, writing, numerical skills, and elementary algebra. Results of the 
subtests are then analyzed to determine what percentage of test takers 
scored at or above the national average. 

Targets are set for student performance within each subtest. For exam­
ple, for the 2002-2003 year, the goal was for 5l.3% of the test takers to 
score at or above the national average on the reading subtest. (That goal 
has since been extended. For the 2005-2006 year, the target was for 56.8% 
of the test takers to score at or above the national average on the reading 
subtest.) 

HOWTHEVOCATS SYSTEM WORKS: 
A CASE STUDY 

Overview of Technology Education in North Carolina 
In North Carolina, technology education is part of career and techni­

cal education. The 11 technology education courses (Table 1) are listed 
within the current CTE Standard Course of Study Guide (2002). There is 
only one course serving the middle grades (seventh and eighth)­
Exploring Technology Systems. The 10 others are high school courses, 
with Fundamentals of Technology serving as the gateway to the four sys­
tems courses. Technology Advanced Studies serves as the culminating 
course. Since the release of the current Standard Course of Study in 2002, 
Project Lead the Way courses have been added to the technology education 
scope and sequence. 
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Table I. Scope and sequence, with statewide enrollment data from 2004-2005. 

Exploring 
Technology Systems 
(57,092) 

Fundamentals of 
Technology 
(12.665) 

Communication 
Systems (2,153) 

Manufacturing 
Systems (753) 

Structural Systems 
(1,070) 

Transportation 
Systems 

Principles of 
Technology I (2,377) 

Scientific and 
Technical 
Visualization I 
(731) 

Principles of 
Technology II (491) 

Scientific and 
Technical 
Visualization II (383) 

Technology 
Advanced Studies 
(1,268) 

During the 2004-2005 school year, approximately 57,092 students 
were enrolled in the middle grades course and approximately 22,630 in all 
high school courses combined, totaling 79,722 (excluding approximately 
1,000 enrolled in Project Lead the Way courses). These roughly 80,000 
technology education students are slightly more than 9% of all students 
served by CTE. 

The primary focus of the North Carolina technology education pro­
gram has been to develop general technological literacy and, for the most 
part, is distinct from the trade and industrial education programs, which 
focus on specific skill development areas such as drafting, cabinetmaking, 
automotive technology, and other trades and occupations. The exceptions 
within technology education are two course sequences: Principles of 
Technology I and II, and Scientific and Technical Visualization I and II. 
The former is an applied physics program, and the latter focuses on skill 
development in graphic communications applied to technical and scien­
tific concepts and principles. 

There is statewide assessment (multiple-choice tests) for all technol­
ogy education courses, with the exception of Exploring Technology 
Systems, Technology Advanced Studies, and the Project Lead the Way 
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courses. The middle grades course, Exploring Technology Systems, is not 
part of statewide assessment, primarily because of its many permutations 
as used in the field. Local school systems are given the authority to use all 
or only parts of any middle grades course and also to determine the grade 
level (seventh or eighth) where it will be used. For instance, while the 
Exploring Technology Systems course is designed for 18 weeks of instruc­
tion (for seventh and/or eighth grades), many school systems choose to 
break the course up into smaller pieces. It may be offered in 6-, 9-, 
12-, or 18-week increments during the seventh and/or eighth grades, 
depending on the instructional philosophy of the school system. 
Therefore, any assessment information gathered through a single 
statewide instrument would likely have low validity, and an attempt to 
design assessments to accommodate each of the possible variations of the 
course is beyond the finite resources of an educational system. 

Technology Advanced Studies is designed to be an individualized pro­
ject developed by the student and his or her teacher, and statewide assess­
ment is not deemed feasible. Assessment is a local responsibility, and 
student outcomes are not reported to the state at this time. 

Finally, Project Lead the Way courses are relatively new additions to 
the technology education program, are assessed locally, and are not cur­
rently part of statewide assessment. These courses will be reflected in the 
next Standard Course of Study (2009-2010), and in all likelihood will 
become part of the statewide assessment process at that time. 

A BRIEF HISTORY OF THE TECHNOLOGY 
EDUCATION SCOPE AND SEQUENCE IN 
NORTH CAROLINA 

In 1987, there were 23 courses within the technology education scope 
and sequence (two in middle grades and 21 in high school). Many of the 
high school courses had very low enrollment; some had none. Almost all 
course guides were little more than outlines suggesting a curriculum. Nearly 
all courses were adapted from work done outside North Carolina. In 1987, 
there was no statewide assessment. By 1991, the North Carolina Department 
of Public Instruction (NCDPI) decided to develop its own technology edu­
cation curriculum and to dramatically reduce its course offerings. It was at 
about this time that North Carolina began its project to develop statewide 
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assessments for most CTE courses, including those of technology education. 
Beginning in 1991, the NCDPI developed and released a new technology 
education scope and sequence that consisted of 13 courses. These courses 
evolved into the 11 that have been in place since 2002. 

The Curriculum Development Process 
For nearly every technology education course, the curriculum materi­

als contain three primary components: (1) blueprints, (2) curriculum 
guides, and (3) banks of assessment items. 

Blueprints may be thought of as course outlines made up of instruc­
tional objectives. Appearing on blueprints is information stating whether 
the objective is a cognitive concept (what a student should know), or a skill 
or performance statement (what a student should be able to do). 
Generally, technology education courses comprise approximately 50% 
cognitive concepts and 50% performance activities. Course blueprints also 
indicate the "weight" or relative importance of the concept or activity to 
the course as a whole. 

The second component, the curriculum guide, gives explicit informa­
tion about what a student is expected to know as well as detailed informa­
tion about activities that support the objective, with accompanying 
assessment rubrics. The guide also contains a recommended equipment 
list, and references to literature used to develop the curriculum and facil­
ityplans. 

The last component is the test-item banks, which are made up of 
multiple-choice questions and performance assessment items. There are two 
versions: one bank for classroom review and one secure. Teachers are given 
blueprints, curriculum guides, support materials (such as online presenta­
tions), and the corresponding classroom test-item bank on a CD. 

Teachers are encouraged to use the classroom banks for interim reviews 
and assessments. Classroom banks generally contain 300 or more test items. 
Secure banks (one for each course) are used by NCDPI to assess virtually 
every high school student enrolled in every high school CTE course. These 
secure banks are held under tight security, and the teachers are not permit­
ted access to them. They are similar, but not identical, to the classroom bank 
test items. (Readers may view the North Carolina technology education cur­
riculum materials in their entirety at http://www.dpi.state.nc.us/ 
workforce_ development/technology/index.html.) 

146 



Welfare and Shown 

Assessment is an integral part of the curriculum development process. 
What is assessed is expected to be taught, and, conversely, what is taught is 
expected to be assessed. With this in mind, curriculum materials, which 
include blueprints, guides, test-item banks, and supporting materials, are 
developed by curriculum teams. Generally, a technology education cur­
riculum team is led by a teacher educator and includes four to six practic­
ing teachers who have a deep understanding and appreciation of the 
Standards for Technological Literacy, as well as expertise in the curriculum 
being designed. 

During the course of development, drafts of the curriculum materials 
are shared with other teachers at the state's winter and summer confer­
ences, permitting feedback and changes. Test-item banks of approximately 
600 items (mostly multiple-choice) are developed by the curriculum team 
for each course as part of the curriculum development process. These 
items are then reviewed for content validity by teams of teachers, who each 
see no more than a third of the test items in anyone bank. Two-hundred 
representative multiple-choice test items are then removed from the bank 
of 600 to become secure test items. During the first year the curriculum is 
released into the field, these 200 items are field-tested for reliability. Items 
that show poor reliability are removed from the secure bank. The secure 
test items with high reliability are used for statewide assessment until the 
next course iteration. Courses are revised approximately every five years. 
Performance assessment items are included in the curriculum guides, and 
it is expected that they will be used to develop and assess students' skills, 
activities, and products within the respective courses. Performance items 
have not been used in the statewide assessment, although some educators 
have argued for their inclusion. 

Statewide assessment focused solely on students' cognitive under­
standing as measured by multiple-choice test items has raised questions 
that should be addressed: 

1. Is the information gathered by the cognitive assessments a complete 
and accurate reflection of a student's ability to do what is desired of 
him or her? 

2. Can he or she actually conduct a technology assessment, create a CAD 
drawing or video, or make an artifact? 
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3. Is this type of assessment an accurate measurement of the efficacy of 
a program? 

4. Does focusing exclusively on students' cognitive outcomes change the 
environment and culture of the classroom in a negative or positive way? 

5. Does it affect the program in a deleterious or a healthy way? 

In an attempt to answer some of the above questions, a study was con­
ducted during the 2004-2005 school year to assess the feasibility of includ­
ing performance in the statewide assessment process. This project led to the 
development of performance assessment items aligned to specific objectives 
in selected eTE courses. Although performance assessments have long been 
a part of curriculum guides, many teachers seemed to consider them 
"optional" and did not see their connection to the multiple-choice tests 
upon which the accountability system is based. In the feasibility project, 
scoring rubrics were developed that clearly defined student outcomes and 
desired levels of performance. Teachers used these assessments in their class­
rooms and reported the results to the state on a spreadsheet. The teachers 
involved in the project were positive about the performance items, but less 
enthusiastic about how such an effort could be extended statewide. Their 
concerns included the time required for preparation, actual assessment, and 
scoring; the direct costs for assessment; issues of inter-rater reliability; and 
training required for the evaluators (Hoepfl, 2005). 

The information gathered showed that most teachers wanted student 
performance assessment included in the statewide reporting of student 
outcome data. Participants suggested that over the years a significant 
number of teachers had changed their way of teaching, requiring students 
to spend more time focused on multiple-choice test-item, bank questions, 
and answers. This shift in focus was to the detriment oflaboratory activi­
ties and complex cognitive tasks such as discussion, reading, and writing. 
Another concern developed when tentative evidence showed that in at 
least one non-technology education course (drafting), there was a lack of 
positive correlation between the cognitive and performance assessments. 
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In one drafting program, a third of the students who scored poorly on the 
cognitive statewide assessment did well on drafting performance assess­
ments (drawings), and, perhaps more interestingly, a third of the students 
who did well on the cognitive assessments did poorly on the performance 
assessments. 

There appears to be mounting evidence that the current statewide 
assessment process does influence the classroom environment and culture, 
and not always positively. The overall influence of the current assessment 
process upon program efficacy is more difficult to measure, but there is 
growing evidence that it has resulted in at least some harm. Nevertheless, 
neither teachers nor administrators argue to dismantle statewide assess­
ment. Rather, there is the desire for improvement and, if feasible, to incor­
porate performance in the assessment model, as well as a more complete 
method of program assessment (Hoepfl, 2005). 

ANALYZING AND USING DATA FROMTHE 
STATEWIDE ACCOUNTABILITY SYSTEM 

Academic Attainment 
Figure 1 and Table 2 illustrate the performance of concentrators in 

technology education on the academic attainment measure from 
2000-2001 to 2003-2004. In each of the four years for which data are 
available, a higher percentage of technology education concentrators 
exceeded the national average on the elementary algebra subtest than on 
any of the other three tests. This same pattern is also found with eTE con­
centrators as a whole. For example, in 2003-2004, among technology edu­
cation concentrators, 48.1% of concentrators exceeded the national 
average in reading; in writing, 50.5%; in numerical skills, 57.0%; and in 
elementary algebra, 67.0%. Technology education concentrators showed 
small gains in their scores on three of the four subtests. 
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Figure I.Academic attainment data for technology education students. 
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Table 2.Academic attainment in technology education. 

Subtest Academic Year 

2000-01 2001-02 2002-03 2003-04 

Reading 

Writing 

Numerical Skills 

. Elementary Algebra 

Combined Scores 
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Technical Attainment 
Figure 2 illustrates technology education students' performance on the 

technical attainment measure since 2000-2001. Details about overall and 
special populations technical attainment appear in tables 3 and 4. Since 
2000-2001, the percentage of technology education enrollees who reached 
at least Level III proficiency increased from 41.0% to 48.0%, a 7.0% gain. 
Special populations students also showed a significant increase: from 
27.2% at or above Level III in 2000-2001 to 34.7% in 2003-2004, a 7.5% 
increase. The technology education course with the highest performance 
on the technical attainment measure was Transportation Systems, where 
during 2003-2004, 58.1 % of the enrollees scored at or above Level III. 

Figure 2. Technical attainment scores for students in technology 
education courses. 
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Table 3. Overall technical attainment by course in technology education: 

Percentage of students at or above Level 3. 

Course Overall 

2000-01 2001-02 2002-03 2003-04 

BOil Principles of Technology I 50.4 4B.B 46.2 41.0 

BOl2 Principles of Technology II 37.0 35.3 35.6 34.6 

BOlO Fundamentals of Technology 37.6 4B.6 * 51.5 

BOIS Manufacturing Systems 19.4 25.2 2B.3 26.6 

B025 Communications Systems 54.7 54.6 5B.7 56.3 

B026 Transportation Systems 61.5 66.7 51.7 5B.1 

B041 Structural Systems 31.7 32.7 33.1 2B.9 

Technology Education Total 41.0 47.5 45.9 48.0 

CTETotal 54.8 59.6 61.0 65.0 

Table 4. Special populations technical attainment in technology education: 

Percentage of students at or above Level 3. 

Course Special Populations 

2000-01 2001-02 2002-03 2003-04 

BOil Principles of Technology I 36.1 34.2 27.7 26.2 

BOl2 Principles of Technology II 25.6 22.2 IB.3 20.0 

BOlO Fundamentals of Technology 22.4 32.3 * 37.0 

8015 Manufacturing Systems 11.5 13.7 14.4 17.6 

8025 Communications Systems 46.3 42.B 44.4 45.2 

8026 Transportation Systems 41.6 51.3 45.6 50.0 

8041 Structural Systems 21.5 21.4 19.5 20.2 

Technology Education Total 27.2 32.4 31.2 34.7 

CTETotal 41.9 47.4 45.9 54.5 
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Table 5 shows the average score by course in technology education. 
There were no significant changes in state averages for technology educa­
tion courses between 2002 (the first year this information was available) 
and 2004. 

Note that gaps in the charts are likely due to introduction of new cur­
riculum. When a new curriculum is introduced, there is a one-year gap in 
reporting testing data, during which updated test items are validated and 
reliability is determined. 

Table 5.Average score by course in technology education. 

Course Academic Year 

2001-02 2002-03 2003-04 

SOil Principles ofTechnology I 63.1 62.6 60.1 

SOl2 Principles ofTechnology II 57.1 57.2 57.2 

SOlO Fundamentals of Technology 62.2 * 62.6 

SOlS Manufacturing Systems 54.6 56.3 55.0 

S025 Communications Systems 64.S 66.2 65.4 

S026 Transportation Systems 69.1 64.S 66.4 

S041 Structural Systems 56.S 56.7 56.S 

FOCUSING FUTURE EFFORTS 
Developing curriculum based on desired student outcomes and using 

that as a model to assess technical attainment will certainly continue in 
North Carolina. However, changes in the political climate may have an 
impact on assessments and how they are used. 

Although nationally CTE is specifically exempt from provisions of the 
No Child Left Behind Act, such efforts will undoubtedly playa part in 
determining the future role of accountability in CTE. Predictions are that 
the Perkins legislation, awaiting reauthorization as of this writing, will 
strengthen accountability requirements for CTE. However, there is a risk 
that the overwhelming testing and data analysis requirements of NCLB 
may result in a backlash against testing, and CTE could certainly be caught 
in the fallout. There are already many teachers in North Carolina who, 
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although very supportive of the VoCATS curriculum materials, hesitate to 
support the testing component. In spite of numerous promises to the con­
trary, teachers perceive student test results as being used to assess teacher 
performance by local administrators. 

In a promising direction for VoCATS, North Carolina is moving 
toward a more complete assessment model, as previously discussed, which 
would include performance assessment, where appropriate, in addition to 
multiple-choice tests. This project will continue, and the state education 
department staff will continue to look for ways to make the state account­
ability effort "more authentic." 

Another challenge facing curriculum developers is the difficulty in 
maintaining a state-of-the-art curriculum, particularly in areas that 
include technology. For some CTE courses, North Carolina has already 
had to drop state-developed curriculum in favor of commercially available 
materials. These materials frequently include assessment measures, but 
because of their proprietary nature, results may not be made available for 
use in the accountability system. In addition, there is no way to equate 
materials and tests from different vendors. Local administrators, therefore, 
frequently request permission to use results from national certification 
examinations in lieu of post -assessments. However, due to the prohibitive 
cost, local districts cannot require students to take the certification exams, 
and reporting results only for those students who thought it was worth the 
expense to take the exam are not representative. Incorporating national 
standards into the accountability system is also a challenge. Which stan­
dards should be selected for each course? If there are competing groups of 
standards, how do developers determine which groups' standards to 
include? 

The cost of developing curriculum and assessments at the state level, 
of administering assessments and analyzing data at the local level, and of 
collecting and analyzing data at the state level are also prohibitive. Since 
the curriculum development and assessment processes are fully inte­
grated, it is not possible to determine exactly how much is spent annually 
on assessment, but it is certainly substantial. Officials will need to demon­
strate the value of accountability to ensure that funds continue to be avail­
able for this purpose. 
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CONCLUSION 
In spite of the expense (human and capital), the complexity, and the 

problems encountered in the current statewide curriculum development 
and assessment process, its value far exceeds its costs. In 1990, it was 
impossible for teachers or local and state administrators to make claims of 
certainty regarding the quality of their programs. There were no measures 
of student outcomes other than those a teacher chose to use in his or her 
classroom or upon which judgments could be based. There was not a well­
developed common language that teachers and administrators shared, 
there was no public debate regarding what constituted a well-defined, 
quality curriculum, and the Standards for Technological Literacy had yet to 
be written. 

Well-defined student learning outcomes are predicated on well­
defined curriculum, tools, and facilities. Before VoCATS, teachers were left 
to their own devices and the good will of administrators for providing 
quality facilities. Statewide standards now provide these guides. This same 
principle also has had an ameliorating influence for addressing the needs 
of low-income communities. It is difficult for state officials to pronounce, 
on the one hand, "No Child Left Behind" and, on the other hand, not pro­
vide the needed resources (as identified in program requirements) that all 
children need in order to succeed. 

The United States has historically left curriculum development, imple­
mentation, and assessment in the hands of the classroom teacher or the 
local school system. If comparisons between other industrialized nations 
are to be believed, the United States is failing by most measures in reading, 
writing, mathematics, and the sciences. What claims can be made with 
regards to technology? North Carolina has demonstrated that focused, 
coherent standards and assessment provide a basis upon which to answer 
that question. 
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DISCUSSION QUESTIONS 

1. Should there be formal standards for technology education perfor­
mance, or should individual teachers develop their own standards? 
Explain your opinion. If you believe there should be standards, who 
should set and monitor them? What are some inherent problems with 
establishing external standards on a state or national basis? 

2. Can an accountability system without a performance assessment 
component, and relying on paper-and-pencil assessments only, pro­
vide an accurate picture of student achievement? Why or why not? 
How could performance assessment be included in this system? 

3. How accurately do student scores on a statewide assessment reflect 
the quality of an instructional program? What factors other than the 
teacher and the curriculum influence student scores? 

4. How can a statewide system of curriculum and assessment be responsive 
to changes in a technology-based field to maintain the state of the art? 
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INTRODUCTION 

Chapter 

9 

In Monty Python and the Holy Grail, King Arthur sets off in quest of 
the elusive and coveted treasure. However, in one of the first scenes, after 
confronting a French-occupied castle and inviting the occupants to join 
him on his quest for the Holy Grail, he gets flustered after being told that 
the castle already has one, and the occupants need not foolishly spend 
any time on the quest. Thoroughly defeated by the taunting of the 
French, Arthur decides that the best way to successfully conclude the 
quest is to do it individually, rather than as part of a group. Albeit with­
out the bumbling and laughs that Monty Python inspired, this is the 
decision that technology education researchers now face: continue indi­
vidual searches for the Grail of a Technological Literacy Scale or collec­
tively work through agencies such as the National Academy of 
Engineering (NAE) and Educational Testing Service (ETS). In this chap­
ter, the Grail refers to a norm-referenced, standardized, universally 
applicable scale of technological literacy (Leach, 1997). Our task would 
be simple if only the politics of large-scale measurement were given 
cornie relief by Monty Python and limited to cooperative quests for the 
Grail. More realistically, the politics of large-scale assessment raise ques­
tions of access to high-stakes knowledge and about the standardization 
of curriculum, or the alignment of the "attained" curriculum with the 
"intended" curriculum. More specifically, large-scale assessments raise 
concerns about generating norm-based references for pitting students 
against students, schools against schools, and countries against coun­
tries. Conceivably, valid, norm-based scales of technological literacy 
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could generate this competitive scenario. On the other hand, one of the 
hallmarks of high -status subjects (e.g., English, math, and science) is the 
use of standardized scales for large-scale comparisons. Indeed, trading 
off locally controlled, culturally specific engineering, design, and tech­
nology curriculum and assessments for internationally recognized scales 
of technological literacy could provide the high status that so many edu­
cators and researchers desire. After all, one path to high status and the 
Grail was paved by the International Technology Education Association 
(ITEA), with its release of Standards for Technological Literacy (2000). 

On one level, the standards offer a clear definition of the construct 
under question: Technological literacy is merely "the ability to use, man­
age, assess, and understand technology" (ITEA, 2000, p. 9). The standards 
provide clear content domains for constructing a bank of items to select 
for an instrument, and scales for measurements and comparisons of tech­
nologicalliteracy could easily be created. This step was more or less taken 
by the ITEA in Measuring Progress: A Guide for Assessing Students for 
Technological Literacy (2004). With the addition of a performance assess­
ment component, the Grail of a Technological Literacy Scale may be in 
reach. On another level, however, technological literacy is a deeply con­
tested construct-a fact that was underappreciated by the architects of the 
standards (Cope and Kalantzis, 2000; Dakers, 2006; Keirl, 2006; Petrina, 
2000a, 2000b, 2003). Coincidental with the ITEA's release of the Standards 
for Technological Literacy was the International Society for Technology in 
Education's (ISTE, 2000) National Education Technology Standards for 
Students (NETS). Similarly, in 2002 the ETS signaled its interest in mea­
suring technological literacy with the release of Digital Transformations: A 
Framework for leT Literacy, and in 2004 ETS unveiled the first standard­
ized instrument for large-scale assessments of information and communi­
cation technology (ICT) literacy. However redundant, the prevalence of 
terms such as "engineering literacy;' "digital literacy;' and "media literacy" 
further muddy the waters. Science, technology, and society (STS) 
researchers and environmentalists also offer constructive positions on 
technological literacy that cannot be overlooked. The construct of techno­
logical literacy differs across agencies, and there are no shortages of dis­
agreements over whether large-scale assessments ought to address 
functional literacy or critical literacy, or strike a balance between the two. 
Despite this, there is a consensus that technological literacy, however 
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defined and operationalized, is an extremely important construct and 
increasingly recognizable among competing and multiple literacies (Cope 
and Kalantzis, 2000; Kahn and Kellner, 2005). 

In this chapter, by exploring the relative complexity of the landscape 
for conducting large-scale assessments of technological literacy, we 
address the challenges in creating and sustaining these assessments. Some 
of the better-known large-scale measures, such as Pupil's Attitudes Toward 
Technology (PATT), are sustainable for explicit reasons, including an 
open-source philosophy. Open source means that the instrument (or soft­
ware, information, etc.) is freely circulated and is open to customization, 
translation, redistribution, or anything but commercial, profit -driven 
appropriation. Other efforts, such as the British Assessment of 
Performance Unit, amassed a volume of expertise but were resource­
intensive and unsustainable. We describe a few smaller-scale but notewor­
thy efforts as well and caution against rejecting open-source instruments 
and graduate research studies in favor of proprietary instruments and 
sponsorship by the ETS or NAB. We argue that conventional deficit mod­
els (i.e., those that hold that students are deficient in knowledge, skill, or 
other attributes) tend to govern research designs and the development of 
assessments, and ultimately simplify interpretations of technological liter­
acy data. Without taking critiques of deficit models into account (e.g., Bak, 
2001; Irwin and Wynne, 1996), theorizing literacies as having social 
dimensions (Cope and Kalantzis, 2000), or understanding technology as a 
social process, we risk basing normative judgments on deficit models and 
thus limiting technological literacy to problems with, and properties of, 
individuals. This chapter is partially a review of large-scale assessments of 
technological literacy and partially an analysis of issues and problems that 
threaten the legitimacy of these assessments. 

LARGE-SCALE ASSESSMENTS OF 
TECHNOLOGICAL LITERACY 

, One of the most ambitious large-scale assessments to date is the Third 
International Mathematics and Science Study (TIMSS), which took six 
years from development in the early 1990s to implementation in 1995 and 
1999, and involved 1.3 million fourth- and eighth-grade students in 
49 countries (Howie, 1999; Martin and Kelly, 1996). By any stretch of the 
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imagination, TIMSS was large-scale, and the implications for curriculum, 
policy, and teaching were far-ranging. Hundreds of paper and pencil items 
were constructed for the tests, and performance tasks were created for 
hands-on problem solving. Performance assessment was limited to nine­
teen countries at the eighth-grade level and nine countries at the fourth­
grade level. This was no mean feat, since manipulatives had to be 
standardized and distributed en masse to researchers overseeing the 
assessments in individual schools and classrooms across the world 
(Robitaille et al., 1997). One task challenged the students to judge and 
compare charges of batteries, while another involved calculations for siz­
ing furniture that could be potentially moved around a corner in a hallway 
of specific dimensions (Garden, 1997). Coordinators were often eager to 
note that the assessments addressed technological literacy (Orpwood and 
Garden, 1998), and TIMSS 2007 promises to involve an even larger mea­
sure of technological knowledge and problem solving. Indeed, economies 
of scale suggest that assessment specialists in technology education would 
do well to link technological literacy to TIMSS 2007. 

Derived from international measures in the 1960s, TIMSS is an arti­
fact of the problem of status in the curriculum. Since that time, govern­
ments and educational agencies have been anxious to respond to 
large-scale measures of math and science but less interested in results of 
assessments in low-status subjects. The National Assessment of Education 
Progress (NAEP), which began in 1969 and is specific to the United States, 
conducts large-scale assessments in 11 subjects (including civics, econom­
ics, foreign language, geography, mathematics, reading, science, U.S. his­
tory, world history, and writing). While the NAEP involves a mix of high­
and low-status subjects, technology is not among them (e.g., Kendall and 
Marzano, 1997). One must turn internally to the professions of technology 
education and STS for large-scale assessments of technological literacy. 

In the mid 1980s, Jan Raat and Marc de Vries of Eindhoven University 
created the PATT instrument for assessing attitudes, values, and general 
understanding of concepts. By 1987, the instrument was used for surveys 
in 20 countries (Raat et al., 1987). PATT was transformed for the U.S. 
context in 1988 when de Vries, along with Allen Bame and William 
Dugger of Virginia Tech, designed a large-scale assessment of middle 
school students (Bame et al., 1993). A total of 10,269 students from 128 
schools in seven states participated in this first large-scale PATT U.S. 
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assessment. PATT continues to be popular and, across the world, remains 
one of our most reliable tools for comparative measures of students' atti­
tudes and values toward technology. The PATT instrument typically con­
sists of 100 Likert-type items. The first 11 items are used to collect 
demographic information from the individual students. The remaining 
items deal with issues that force students to form an opinion (there is also 
a "neutral" option) or express their understanding of concepts. Sample 
items include the following: 

Agree Tend to Agree Neutral Tend to Disagree Disagree 

12. When something new is discovered, I want to know more about 
it immediately. 

18. I would like to know more about computers. 
24. A girl can become an auto mechanic. 
40. I think visiting a factory is boring. 
43. To study technology you have to be talented. 
69. With a technological job your future is promised. 
76. In my opinion, technology is not very old. 
97. Technology has little to do with daily life. 

This is similar in design to scales of environmental values, militarism­
pacifism, and the politics of technology. However, these latter scales tend 
to be inherently more political. 

The PATT questionnaire discriminates between students who have 
and have not taken technology courses. We have learned from PATT that 
taking a technology course makes a "significant difference" in both out­
look toward, and knowledge of, technology (Bame et al., 1993, p. 46; see 
also Ankiewisc, van Rensburg, and Myburgh, 2001; Becker and 
Maunsaiyat, 2002; Boser, Palmer, and Daugherty, 1998; van Rensburg, 
Ankiewisc, and Myburgh, 1999; Yolk and Ming, 1999; Yolk, Yip, and Lo, 
2003). Another important finding in the PATT assessments is that atti­
tudes toward technology, as we might expect, rise and fall with economic 
outlooks and realities (Volk, Yip, and Lo, 2003). Nonetheless, PATT is a 
paper-and-pencil instrument for providing measures of attitudes and gen­
eral understanding of concepts, considering that attitudes and under­
standing of concepts are only two dimensions of technological literacy. 
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British design and technology (D&T) researchers were among the first 
to conduct large-scale assessments of technological literacy) including a 
significant performance component (Kimbell et al.) 1991). Directed by 
Richard Kimbell and the Assessment of Performance Unit (APU) at 
Goldsmiths College) the 1988-89 D&T assessment generated 20)000 arti­
facts-design brief explanations) drawings) portfolio entries) and so on­
from about 10)000 students and 700 schools) and required 120 raters to 
deal with the evidence (Kimbell) 1997) pp. 28-43; see also Ch. 10 of this 
yearbook). Concentrating on the process of design) or design cognition) in 
the performance component of the assessment) the APU attempted to pro­
vide norms of ability or design cognition for age groups (Kimbell) Stables) 
and Green) 1996) pp. 48-86). The APU)s time-consuming) nuanced assess­
ments provide researchers with indicators of attainment and progression 
from one level of capability and literacy to another. The APU helped estab­
lish D&T as a compulsory subject in the National Curriculum of England 
and Wales beginning in 1990) but their assessment philosophy (i.e.) 
holism) contradicted the governmenfs Task Group on Assessment and 
Testing)s philosophy (i.e.) atomism). 

In 1999) nearly 3)500 students in grades five) eight) and 11 in 182 
Saskatchewan schools participated in an assessment of technological liter­
acy) which generated about 7)000 artifacts to assess learning 
(Saskatchewan Education) 2001). Similar to the APU)s work in England) 
this large-scale assessment combined the Views on Science-Technology­
Society (VaSTS) questionnaire) developed at the University of 
Saskatchewan (Aikenhead and Ryan) 1992; Aikenhead) Ryan) and Fleming) 
1989)) with a performance component. The assessment addressed four 
dimensions of technological literacy: 

1. understanding) describing) and adapting technology 
2. accessing) processing) and communicating information 
3. responsible citizens and technology 
4. using technology) including computers 

For the most part) the results were disconcerting. Saskatchewan stu­
dents generally met standards for the first dimension but fell short of 
standards expected for the remaining three dimensions (Saskatchewan 
Education) 2001) pp. iii-v). 
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Obviously, research into how we become technologically literate 
requires an array of evidence, some conversational and some documen­
tary- and performance-based, depending on the instruments and methods 
used. One conclusion to draw is that researchers are entering classrooms 
with complex theories about learning and normative expectations of stu­
dent performance levels. Learning theorists and researchers are not neces­
sarily working in tandem with large-scale assessment specialists, but there 
are levels of articulation between the two. 

Outside of schools, research into the public understanding of science 
and technology has attracted the interests of policy makers, and researchers 
in science, technology education, and STS have been generally responsive to 
demands for information. In these types of large-scale assessments, eco­
nomic agendas often run up against activist-researchers interested in con­
tradicting overemphases on market growth and progress. Government or 
industry-sponsored large-scale assessments are often oriented toward 
defending or increasing capital investments in fields such as engineering and 
science (e.g., Miller, 1986, 1992), while activist-researchers orient their 
assessments toward defending the environment, labor rights, or sustainabil­
ity (e.g., Kempton, Boster, and Hartley, 1996). This is partially what makes 
social science surveys both interesting and suspect. 

The u.s. National Science Foundation (NSF) sponsored five large-scale 
assessments of the public understanding of science and technology in 1979, 
1981, 1985, 1988, and 1990 (Miller, 1986, 1992). For the 1990 assessment, 
2,033 adults (from 33 cities and 117 rural areas) were contacted by tele­
phone by the Public Opinion Laboratory at Northern illinois University 
(Miller, 1992). Each adult was first asked if they were knowledgeable about 
specific issues regarding science and technology. If they responded no, then 
these items were omitted from the survey. With a response of yes, the 
researchers progressed to corresponding items (about 150 in total). The 
repeated measures design allowed the researchers to interpret trends on par­
ticular items over the five surveys. For example, responses were similar (i.e., 
43% disagreed) across all of the surveys to the item "We depend too much 
on science and not enough on faith:' Similarly, over time respondents con­
sistentlyagreed (85%) with the item "Science and technology are making 
our lives healthier, easier and more comfortable" (Miller, 1992, p. 43). This 
somewhat consistently enthusiastic outlook toward science and technology 
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contradicts large-scale survey results and much more wary public attitudes 
from 1972 (La Porte and Metlay, 1975). Not surprisingly, the participants in 
the 1990 survey were invariably interested in environmental issues (e.g., acid 
rain, ozone hole, nuclear power, pollution). As one indicator, 76% of the 
participants felt that the level of government spending in reducing pollution 
was "too little" (p. 71). Overall, only 7% of the sample was considered to be 
scientifically and technologically literate (pp. 14-15). 

Ecology and technology are inseparable-technological literacy is nec­
essarily environmental literacy (Elshof, 2003; McLaughlin, 1994). Hence, in 
large-scale assessments of environmental literacy we can derive an under­
standing of technological literacy. Kempton, Boster, and Hartley's (1996) 
NSF-funded survey is a textbook example of these interconnections and of 
the politics of social science surveys. For instance, their Environmental 
Values instrument includes the following items (150 total items): 

Strongly Agree Slightly Slightly Disagree Strongly 
Agree Agree Disagree Disagree 

15. We're advancing so fast and are so out of control that we should just 
shut down and go back to the way it was in colonial times. 

23. People should pay the environmental costs of the things they buy. 
Products should be taxed depending on their effect on the environment. 

37. We don't have to reduce our standard of living to solve global climate 
change or other environmental problems. 

117. As new technologies become available that are less environmentally 
damaging, companies will naturally want to adopt and use them. 

Kempton, Boster, and Hartley's survey is large-scale, not in its number 
of participants (n=142, 33% female), but in the scope of the research 
design and instrument. They sampled from target populations of mem­
bers in Earth First! and the Sierra Club, along with dry cleaners, sawmill 
workers, and laypeople. Values, as they demonstrated, are intricately tied 
to identities. On items dealing with intrinsic rights of nature, sawmill 
workers were the least likely to subscribe to biocentric values. Perhaps not 
surprising, 97% of the Earth Firsters and 63% of the sawmill workers 
agreed with the following: "Justice is not just for human beings. We need 
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to be as fair to plants and animals as we are towards people" (p. 113). This 
type of differentiation within items is crucial to interpretation and to 
understanding the politics of large-scale assessments. Rather than avoid 
the politics inherent in technological literacy, Kempton, Boster, and 
Hartley's strategy was to embrace and interpret these politics. 

One of the more recent public understanding surveys was the 
ITEA/Gallup Poll, administered in March and June of 2001. The 
ITEA/Gallup Poll surveyed a cross-section of American adults (n=I,OOO, 
48% female) on 17 items that represent technological literacy and the sup­
port of technology as a subject (Rose and Dugger, 2002; Pearson and 
Young, 2002; Petrina, 2003). Three quarters of the respondents considered 
themselves able to adequately use and understand technology, as basically 
a residue of incidental experiences with technology. However, only 53% 
could explain how energy is transformed into electrical power. This seem­
ingly trivial knowledge about everyday technologies might mean the dif­
ference between supporting alternative energy policies and settling for 
status quo fossil fuel-fired electrical generation plants. The adults sampled 
were nearly unanimous in agreeing that technological literacy was some­
what or very important, but 67% (78% of the 18-29 age group) associated 
technology with computers (Rose and Dugger, 2002, p. 2). 

Large-scale assessments of computer literacy, which is now called digi­
tal or ICT literacy, has a history similar to that outlined above. Computer lit­
eracy came of age in the late 1970s and early 1980s at the dawn of the 
microcomputer revolution. Like technology educators, computer educators 
struggled with a balance of applications and implications in their large-scale 
assessments. In computer literacy, British Columbia technology educator 
Annette Wright lamented in 1980, "the stress would undoubtedly appear to 
be on the technical and mechanistic aspects of computers, to the detriment 
of their sociological aspects-privacy, security, convenience, learning modes 
and problem solving" (p. 8). Instruments of computer literacy typically 
emphasized an individual's perception of competencies or skills and self­
efficacy (e.g., Albion, 2001; Feng, 1996; Fisher, 1997; Jones and Pearson, 
1996; Kellenberger, 1996; Knezek and Christensen, 2000; Oderkirk, 1996; 
Woodrow, 1991). Attitudinal measures tended to focus on computer phobia 
or anxiety and, theorized through deficit models, were intended to help chil­
dren or adults overcome their so-called fear of computers (Cambre and 
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Cook, 1985; Heinssen, Glass, and Knight, 1987; Weil and Rosen, 1997). The 
Children's Attitudes Toward Technology Scale (CATS) and the Young 
Children's Computer Inventory are good examples of this (Frantom et al., 
2002; Knezek, Miyashita, and Sakamoto, 1994). 

One of the largest assessments of computer literacy was sponsored by 
the International Association for the Evaluation of Educational 
Achievement (IEA) from 1987 to 1993 (Pelgrum et al., 1993). The IEA 
administered a 30-item self-rating Functional Information Technology 
Test (FITT) to 7,092 fifth-grade students in the United States and the 
Netherlands and to 23,102 eighth-grade students in seven countries, 
including the United States and the Netherlands. FITT scores were high­
est for Austria and Germany, where an emphasis is placed on understand­
ing the way software and hardware work. Like many of these studies, data 
for items dealing with access to computers and other devices in and out­
side of school are obsolete before executive reports are published. This was 
a problem that plagued standardized tests of computer literacy, such as the 
battery of Computer Literacy and Computer Science Tests, New 
Technology Tests, and the Standardized Test of Computer Literacy and 
Computer Anxiety Index (Conoley and Kramer, 1989). Neither The 
Sixteenth Mental Measurements Yearbook (Spies and Plake, 2005) nor Tests 
in Print VII (Murphy et al., 2006), the latest compilations of standardized 
tests, contains contemporary computer or technological literacy instru­
ments that meet Buros Institute of Mental Measurements' primary crite­
rion for inclusion (i.e., minimal instrument design information is 
available). This could be a sign that, as in Monty Python and the Holy Grail, 
everybody already has one or, alternatively, that nobody wants one or that 
the Grail will be found in the future. 

Our large-scale survey of ICT literacy at the University of British 
Columbia (UBC) utilized a locally made, self-efficacy instrument to assess 
competencies and attitudes (Guo, 2006). We administered pre-program and 
post-program instruments to teacher education students in 2001 and 2002 
and again in 2003 and 2004 (n=2874, 70% female). We revised the post -pro­
gram instrument to eliminate items that did not discriminate and replaced 
them with disposition items informed by critical theories of ICT literacy. 
These Likert items included statements such as: "The World Wide Web 
advances gender and racial equity;' "Significant online game playing (i.e., 
two hours or more per day) promotes hyperactive, aggressive behavior;' and 
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"Information technologies are just tools:' Responses to the items were 
volatile, with sidebar comments such as "absurd;' "bizarre;' "bogus;' "gen­
de red;' "sexist;' "inappropriate," "impossible to answer;' "offensive;' 
"strange;' and "opinion, not fact-based." A number of students requested an 
"I don't know" or "neutral" option for these items. One student wrote: 
"without reading studies on these statements it is difficult to form an opin­
ion:' These types of data are priceless, and had we been unable to customize 
the instrument, we would have overlooked many of the students' reticence 
toward critical literacy. We traded generalizability and external validity for 
flexibility. Another limitation of this assessment of ICT literacy was that we 
did not employ performance tasks. 

Standardized, proprietary instruments offer the advantages of norm­
referenced assessment, providing levels of reliability and validity that more 
local instruments fail to establish (Ghiselli et al., 1981). It was not surpris­
ing when, in 2004, the ETS signaled its interest in ICT literacy. In 
November 2004 the ETS unveiled its ICT Literacy Assessment, a 7S­
minute online instrument consisting of 13-1S scenario-based tasks. The 
tasks challenge participants to utilize their knowledge and skills of ICT to 
analyze spreadsheets, browse for specific information, configure databases, 
create graphs, and map concepts, among a variety of other outcomes. 
These are the types of competencies typically associated with "information 
fluency;' a construct popularized by cybrarians, librarians, and informa­
tion scientists (e.g., Committee on Information Technology Literacy, 
1999). For the assessment, the ETS (2002) defines the construct as follows: 
"ICT literacy is using digital technology, communications tools, and/or 
networks to access, manage, integrate, evaluate, and create information in 
order to function in a knowledge society" (p. 2). Similar to the architects 
of NETS, the ETS defines ICT literacy as "functional or instrumental" lit­
eracy (see also Eshet-Alkalai, 2004). In January 2006, an advanced ICT 
Literacy Assessment was launched. Large-scale piloting began in the spring 
of 200S when 3,000 students in the California State University system par­
ticipated. The pilots established baselines and norms for standardization. 

One could argue that the ETS's Praxis II: Technology Education 
(OOSO) test for teacher certification is also an assessment of technological 
literacy. Roughly 70% of the assessment deals with ICT, construction, 
manufacturing, and energy/power/transportation. The Praxis tests are a 
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good example of the politics of assessment. Their purpose is for gate-keep­
ing, but there is no evidence of their connection to the improvement of the 
teaching force in the United States (Angrist and Guryan, 2004). 

CAUTION: DEFICIT MODELS AND 
LARGE-SCALE ASSESSMENTS 

Important interpretations can be derived from large-scale assess­
ments, but science and technological literacy theorists caution against bas­
ing normative judgments on deficit models and limiting technological 
literacy to problems with, and properties of, individuals (Fourez, 1997; 
Roth and Lee, 2002). Deficit models suggest that individual students and 
the public are basically inadequate in their knowledge of, and lack appro­
priate values toward, in our case, technology. It is important to recognize 
that literacy is collective as much as it is individual. The "real" deficits for 
illiteracies and inadequacies are likely to be found in policies. 

Although education is normative by definition, deficit models have 
limitations. For example, anti-racist, feminist, Marxist, postcolonial, and 
queer theorists detail the problems of educating students in heteronormal, 
privileged, white institutions. What policy makers, researchers, or teachers 
perceive as a deficit in students may actually be a deficit in policy, equity, 
or acceptance of difference. Hence, identifying and filling up cognitive, 
affective, or disciplinary deficits can be a damaging practice. Researchers 
caution that problems of difference, inclusion, or equity are not merely 
functions of interpretation but are built into curriculum and assessment 
instruments (Petrina, 2001). In science and technology studies, researchers 
found that measures of scientific and technological literacy were used to 
justify increases in resources for science and technology (e.g., Bak, 2001; 
Irwin and Wynne, 1996). Deficits in science and technological literacy also 
justified increases in resources for putting a positive spin on controversial 
issues, such as biotechnology and nuclear power, to counter "ignorance" 
(Bak, 2001; Irwin and Wynne, 1996). Also, with research suggesting that 
little has changed in uses of ICT in public school classrooms and in acad­
emic achievement over the past 20 years, despite billions of dollars of 
investments and lucrative partnerships for corporate vendors, administra­
tors, and investors are searching for easy scapegoats (Cuban and 
Kirkpatrick, 1998; Waxman et aI., 2003). Blame is placed on classrooms 
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instead of boardrooms, and on literacies instead of policies. Deficits of 
technological literacy become justifications for more of the same policy: 
more capital resources and more revenues for corporate vendors. Research 
and interpretation of technological literacy data have to be sophisticated 
enough to accommodate activism and resistance to market-oriented argu­
ments for more capital investments at the expense of equity, environmen­
tal justice, and human rights. 

CLOSING IN ON THE GRAIL? 
One influential factor that helped sustain the PATT instrument for 

over twenty years is its open-source philosophy. Also, from its inception 
PATT connected assessment with dissemination and interpretation of 
research through its annual and bi-annual meetings. The relatively free 
diffusion of the instrument across the world provided a rich resource of 
data for comparative analyses. In the post hoc aggregate, PATT is a very 
large-scale assessment, but PATT began as a fairly small experiment in 
social science research. Disaggregated into hundreds of researchers and 
studies, PATT is only one of a variety of notable small-, medium-, and 
large-scale efforts to assess technological literacy. 

One of the earliest questionnaires for technological literacy was 
Blomgren's (1962) Understanding American Industry Test. Administered 
to 151 freshman and seniors (all males) at Illinois State Normal University, 
the instrument embodies a sophisticated analysis of the politics of literacy 
and technology. The graduate research of Richter (1980), Hameed (1988), 
Hayden (1991), Kuforiji (1992), and Welty (1992), which involved the 
development or implementation of instruments for measuring technolog­
icalliteracy, are noteworthy as open-source and accessible. Siciliano and 
Maser (1997) also developed a helpful instrument, Disciplinary 
Understanding and Attitudes Toward Technology, for assessing technologi­
cal literacy. Ideally, designers of large-scale assessments would come to 
terms with these efforts and collate items and performance problems in a 
bank from which one could generate instruments and scales. This would 
also mean coming to terms with computer and digital literacy assessments 
and their relationship to a broader measure of technological literacy. 

The entry of the ETS into the quest for an assessment of technological 
literacy was predictable. Vendors of proprietary goods recognize incipient 
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and changing markets. There is money to be made in the quest for measures 
of technological literacy. Private, for-profit educational companies have 
been flourishing in this market for technological training and welcome 
opportunities to assume the task of large-scale assessment and certification 
(Petrina, 2005). Vendors have the advantage of committing relatively large 
volumes of resources to the development of marketable instruments. 
However, limited access to standardized instruments is a problem. TIMSS 
and its counterpart, the Progress in International Reading Literacy Study 
(PIRLS), are sustainable primarily because of national and international 
research funding agencies' interest in high-status subjects. Advantageously, 
the large bulk of funds for TIMSS and PIRLS flow to university researchers 
and not to private corporations. Nevertheless, quantifiable research prevails 
over narratives of literacy, including technological literacy (Hoepfl, 1997; 
Selfe and Hawisher, 2004; Zuga, 1987). 

For technological literacy theorists and assessment specialists, the 
entry of the NAB into the quest is an extremely promising sign. Although 
there was an initial under-theorizing of technological literacy in 
Technically Speaking, the NAB's platform for encouraging large-scale 
assessment, some progress has been made in overcoming these oversights 
(Garmire and Pearson, 2006; Pearson and Young, 2002; Petrina, 2003). For 
the purposes of this chapter, the key recommendation of the NAE was this: 
"The National Science Foundation (NSF) should support the develop­
ment of one or more assessment tools for monitoring the state of techno­
logical literacy among students and the public in the United States" 
(Pearson and Young, 2002, p. 109). With the realignment of engineers with 
technology education comes the reintegration of engineering with tech­
nologicalliteracy (Lewis, 2004, 2005; Robinson and Kenny, 2003; Rogers, 
2005). It is nevertheless easy to exaggerate or erroneously extrapolate from 
short-term trends. Many technology educators will remember the enthu­
siasm over the alignment of design with technological literacy and the sig­
naling of the Industrial Designers Society of America's (IDSA) intent to 
join with the ITEA on the quest for the Grail in the early 2000s. Yet for all 
the ceremony that accompanied the IDSA's joining of the quest, we are no 
closer to the Grail now than we were before. Or are we? 

In Monty Python and the Holy Grail, the movie and the quest end pre­
cisely where they started: at the French castle where the Grail supposedly 
resides. Having gone it alone, those seeking the Grail are once again 
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united, and once again the French refuse to give up the Grail and are 
instead thoroughly insulting to those at the gates. The individual efforts 
failed to satisfy the quest. Collectively storming the castle remains an 
option, but no one has the stomach for defending against the taunting. It 
may very well be that, as Arthurian and Grail romances scholar Joseph 
Campbell (1990, pp. 209-227) points out, the quest will not end with the 
Grail of a Technological Literacy Scale in hand. The challenge is to be on 
the quest, not to conclude it. In concluding the quest for a Scale of 
Technological Literacy, we risk premature closure on a measure to capture 
the dynamic nature of technology and technological literacy. 

The time is right for someone to offer a Third Way for assessments of 
technological literacy. Where large-scale efforts offer the benefit of stan­
dardization (i.e., reliability and validity), inferential measurement of indi­
viduals and small-scale efforts offer a benefit of customizability for local 
nuance, performance assessment, and narratives. A Third Way might 
mediate between and balance the two with an emphasis on collective tech­
nologicalliteracy. A Third Way might omit individual assessments in favor 
of social group assessments and accommodate for a quantification of team 
performance and the qualification of collective stories of growing up in a 
contradictory and increasingly technological world. A Third Way might 
shift from individual snapshots of capability to a greater understanding of 
the collective process of becoming technologically literate over the lifespan 
(Petrina, Feng, and Kim, in press). 

DISCUSSION QUESTIONS: 

1. What are the challenges in creating and sustaining a large-scale assess­
ment of technological literacy? 

2. What are the lessons to be learned from TIMSS and other existing 
large-scale assessments? 

3. What must be done to elevate technology education to "high status" 
within educational circles so that large-scale assessment of technol­
ogy education becomes desired? 

4. Who should take on the task of creating a large-scale assessment of 
technology education? 
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5. Why is the quest for the Grail of a large-scale assessment of techno­
logical literacy as or more important than the assessment itself? 
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OVERVIEW 
In this chapter I propose to deal with six interrelated issues: 

1. The emergence of design as the core of design and technology in 
the U.K. 

2. Understanding of design thinking 
3. The learning power of design thinking 
4. The challenge of performance assessment 
5. An alternative approach to performance assessment: a case study 
6. The close interrelationship of assessment and curriculum 

THE EMERGENCE OF DESIGN PROCESSES AS 
THE CORE OF DESIGN AND TECHNOLOGY 

Readers will have noticed that the title of this chapter gives the subject 
a somewhat different name: "design and technology." This is the label that 
was finally settled on, in the United Kingdom, after 40 years of frantic cur­
riculum development that originally created the subject. 

Design and Technology emerged from a range of craft-based tradi­
tions (e.g., woodwork, needlework, technical drawing) from about the 
mid-1960s. The original rationale for these craft courses was seldom made 
explicit, but centered on the emotional satisfaction to be achieved through 
"crafting" activities of various kinds. The vocational arguments that were 
occasionally put forward were never very convincing at a time when the 
world of work had already left these practices well behind. 
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The source of the initial transformation from craft to design and tech­
nology arose through the realization that things to be made have first to be 
conceived and (typically) drawn. Engaging students in the process of 
deciding what the object will be opened up a whole new world of ideas: the 
world of "design:' Initially such adventures only allowed students to mod­
ify standard solutions, but gradually there evolved a realization that the 
object world starts life as an "ideas" world. Bringing these (object) ideas to 
life-to conceive new objects and to evolve new forms, structures, and 
purposes for them-radically transformed craft practice. By the mid-
1970s, there were many u.K. schools in which design or craft and design 
courses became the norm. There was still plenty of crafting, but it had 
been reconstituted as merely the realization phase of design thinking. 

At about the same time a whole strand of applied science grew up 
alongside this design/craft tradition, driven in part by the recognition that 
designed world objects are not inert. They frequently require power 
sources and control systems. Science teachers were unprepared for the 
practicalities of this world, so a new breed of technology teacher grew up 
alongside those in the design and craft tradition. 

In 1981, midway through Margaret Thatcher's first administration, a 
wholesale reappraisal of the curriculum was undertaken in which the var­
ious subjects of the curriculum were called upon to justify their existence. 
For the first time, government wanted some unequivocal statements about 
what was being taught in schools, why, and how we know what youngsters 
can do as a result. What is math, and why do we study it? Similar questions 
were asked about history, music, design, and the rest. The group of sub­
jects that clustered around our area of the curriculum had to settle upon a 
single coherent title, and the best that could be agreed upon was Craft 
Design and Technology (CDT). 

Centralizing control over the curriculum had begun, ironically, by 
Thatcher, and resulted a decade later in the establishment (in 1990) of the 
national curriculum. ("Ironically" because in all areas of political life, 
Thatcher was a de-centralizer, celebrating the power of the open market. 
Nevertheless, with education, she initiated processes of enormous central­
ization and government control, both of curriculum and of assessment.) 
By then the title of the subject had evolved again-to Design and 
Technology-reflecting a further diminution in craft activity and cele­
brating the centrality of design thinking and the critical role of technology 
in bringing that thinking to life: 
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... whereas most, but not all design activities will gener­
ally include technology and most technology activities 
will include design, there is not always total correspon­
dence. Our use of design & technology as a unitary con­
cept ... does not therefore embody redundancy. It is 
intended to emphasize the intimate connection between 
the two activities as well as to imply a concept which is 
broader than either design or technology individually, 
and the whole of which we believe is educationally impor­
tant. (Department of Education and Science/Welsh Office 
1988, ~ 1.5-1.6) 

Kimbell 

The British curriculum has been a slow-moving beast, as Williams has 
observed: "The fact about our present curriculum is that it was essentially 
created by the 19th Century, following some 18th Century models and 
retaining elements of the mediaeval curriculum near its centre" (Williams, 
1965). Design and technology, however, has been a dramatic exception to 
that rule, emerging through a series of guises to its current formulation, 
and all within 40 years, or one professional lifetime. And at the heart of the 
new national curriculum formulation is a vision statement that stands as 
a powerful statement of learning purpose: 

Design and technology prepares pupils to participate in 
tomorrow's rapidly changing technologies. They learn to 
think and intervene creatively to improve the quality of 
life. The subject calls for pupils to become autonomous 
and creative problem solvers, as individuals and members 
of a team. They must look for needs, wants and opportu­
nities and respond to them by developing a range of ideas 
and making products and systems. They combine practi­
cal skills with an understanding of aesthetics, social and 
environmental issues, function and industrial practices. 
As they do so, they reflect on and evaluate present and 
past design and technology, its uses and effects. Through 
design & technology, all pupils can become discriminat­
ing and informed users of products, and become innova­
tors. (Department for Education and Employment/ 
Qualifications and Curriculum Authority [DfEE/QCA], 
1999, p. 15). 
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In operationalizing this vision, students are taught to observe contexts 
within which they might identify and pin down a task. They then investi­
gate the factors bearing upon it and seek to generate ideas that might lead 
to a solution. These product concepts are then developed through models 
and working drawings and a prototype of the product is built. This is then 
reviewed in context, with the intended user, to see how well it serves the 
original purpose. Some examples of major projects (age 16-18) are illus­
trated in figures 1 through 3. 

Figure I.An automatic fish-feeder designed to feed a known amount of food into 
the tank every day for 18 days, so the student can take a two-week holiday. 

Figure 2.A one-handed can opener designed for use by a grandparent disabled by 
arthritis in one hand. 
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Figure 3.A nursery school chair that is three chairs. Using its three positions it 
can "grow" from a toddler chair to a junior chair. It also has built-in storage. 

UNDERSTANDING OF DESIGN THINKING 
During the late 1980s, the Department of Education and Science 

(DES) commissioned a research project to establish the national levels of 
capability in design and technology among IS-year-old students across the 
u.K. The project was managed by a research branch of the DES called the 
Assessment of Performance Unit (APU). I directed that project, and one of 
our first self-imposed tasks was to seek understanding of the 
cognitive/ conceptual processes that enable humans to do the kinds of 
things that are demonstrated through the projects outlined above. In the 
light of literature review, and analysis of assessment activities with approx­
imately 10,000 students in 700 schools across the U.K., we came to the fol­
lowing conclusion, which is illustrated in Figure 4: 

When engaged in a task, ideas are inevitably hazy if they 
remain forever in the mind, and this inhibits their further 
development. By dragging them out into the light of day as 
sketches, notes, models or the spoken word, we not only 
encourage the originator to sharpen up areas of uncer­
tainty, but we also lay them open to public scrutiny .... The 
act of expression pushes ideas forward .. , and the additional 
clarity that this throws on the idea enables the originator to 
think more deeply about it, which further extends the pos­
sibilities of the idea.... Concrete expression (by whatever 
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means) is therefore not merely something that allows us to 
see the designer's ideas, it is something without which the 
designer is unable to be clear what the ideas are. (Kimbell, 
Stables, Wheeler, Wosniak, and Kelly, 1991, p. 20) 

While this work for the APU was based on our experience of novice 
designers and technologists at school, an exactly parallel finding emerged at 
about the same time from a study of expert technologists. Gorman and 
Carlson (1990) at the University of Virginia used the entire Edison and Bell 
archive of papers, sketches, notes, and experiments to create an account of the 
process through which these inventors had developed the telephone. There 
was no connection between this study in the USA and our own in the u.K., 
but the conclusion they arrived at was astonishingly parallel to our own: 

... the innovation process is much better characterized as 
a recursive activity in which inventors move back and 
forth between ideas and objects. Inventors may start with 
one mental model and modify it after experimentation 
with different mechanical representations, or they may 
start out with several mechanical representations and 
gradually shape a mental model. In both cases, the essence 
of invention seems to be the dynamic interplay of mental 
models with mechanical representations. (Gorman and 
Carlson, 1990, p. 55) 

We used the term "iterative" to describe the interaction of the internal 
(mind's eye) images and their expression in drawings and models. Gorman 
and Carlson use the term "recursive;' but the point remains the same. 

Figure 4.A schematic illustration of the design process. 
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We would therefore argue that the core of designer-like thinking 
processes lies in the interplay of internal imaging in the "mind's eye" 
(Kimbell et al., 1991, p. 21) and externalizations of these images to test 
them against reality and hence to refine and extend them. 

Cognitive modeling by itself-manipulating ideas purely 
in the mind's eye-has severe limitations when it comes 
to complex ideas and patterns. It is through externalized 
modeling techniques that such complex ideas can be 
expressed and clarified.... It is our contention that this 
inter-relationship between modeling ideas in the mind 
and modeling ideas in reality is the cornerstone of capa­
bility in design and technology. It is best described as 
"thought in action." (p. 21) 

We used the expression "modeling ideas in the mind," which more 
technically might be described as cognitive modeling: 

The conduct of design activity is made possible by the 
existence in man of a distinctive capacity of mind ... the 
capacity for cognitive modeling .... [The designer] forms 
images "in the mind's eye" of things and systems as they 
are, or as they might be. Its strength is that light can be 
shed on intractable problems by transforming them into 
terms of all sorts of schemata ... such as drawings, dia­
grams, mock-ups, prototypes and of course, where appro­
priate, language and notation. These externalizations 
capture and make communicable the concepts modeled. 
(Archer and Roberts, 1992, p. 15) 

THE LEARNING POWER OF 
DESIGN THINKING 

When the broad process of design thinking described here is inter­
preted into specific kinds of capability, a number of qualities rise to the 
surface. These are presented below, and have been elaborated by reference 
to the design literature. 
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Unpacking Wicked Tasks 
Designing involves creating potential solutions to "wicked" problems. 

This is much more complex than typical problem solving. Buchanan 
(1996) points out that the problem for designers is to conceive and plan 
what does not yet exist, and this creative projection into the future is only 
very inadequately described as problem solving. The student's task is seen 
in terms of a wicked design problem, which 

is individual (i.e., each is unique). 
has no definite formation. 
has no stopping rules (i.e., development can just go on and on). 

• cannot be true or false (but can be better or worse). 
• has no complete list of operations. 

is capable of multiple solutions. 
• has no definitive "truth" test. (Buchanan, 1996) 

The design literature is full of accounts of the complexity of design 
tasks that have no right answers or set procedures. The learning challenge 
is to bring clarity to this chaos: to unpack this messiness to clarify what 
(and who) is involved. Moreover, this process is not merely a starting strat­
egy, but is rather a progressive one, so the designer is continually and pro­
gressively unpacking the task to identify its constituent elements and their 
significance. 

"Playing" with Reality 
There is an expanding body of evidence that links designing to ideas 

of playfulness. Kathy Sylva, for example, has researched extensively the 
value of structured play with very young children (Sylva et al., 1976), and 
Papanek (1995) talks of design as "goal-directed play" (p. 7). The signifi­
cance of this playfulness is that it allows imagination to operate without 
too tight a framework of constraints. 

The concept of "what might be" -being able to move in 
perception and thought away from the concrete given of 
"what is" to "what was, what could have been, what one 
could try for, what might happen" and ultimately to the 
purest realms of fantasy-is a touchstone of that miracle 
of human experience, the imagination. (Singer and 
Singer, 1990, p. 241) 
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To engage in designing processes requires us to be openly speculative, 
considering multiple "what-if" possibilities without automatically ruling 
them out as impractical or silly. Often the weirdest ideas emerge as fantas­
tic design solutions, like the "beam of light" that Foster imagined as the 
new millennium bridge across the Thames in London. It was some very 
clever engineering that made the idea work (when they finally stopped it 
from wobbling), but it was the playful idea of a beam-of-light bridge that 
makes it so stunning. Stables (1992) concluded that one of the key quali­
ties that young children bring to designing is this level of imagination, 
which at critical moments needs to be challenged by a dose of reality: 
"This ability to handle fantasy and reality simultaneously could be argued 
to be of fundamental importance to the design and technologist. To be 
able to conceive ideas that push out the boundaries of the possible, while 
mediating these ideas through a grip on reality" (p. 111). 

Thinking as Someone Else 
Design is about improvement, and the concept of improvement is 

essentially value-laden. Good design practice therefore seeks to identify 
the stakeholders in any task and to make their values explicit from the out­
set. In a recent research project in schools we invited students, teachers, 
janitors, parents, principals, and the local community police and fire offi­
cers to speculate on how we might improve the safety and security of the 
school. Inevitably in the isolation of their own groupings they all saw the 
task differently (through their own eyes and with their own priorities); 
janitors, for example, wanted more locks and a stricter regime of locking 
doors and windows. When we put them together to discuss their ideas, the 
very different notions of "security" became apparent. Fire officers, for 
example, were horrified about the danger of all the locked doors. 
Designers need to be able to see the task through others' eyes-getting 
inside the values and priorities of all the stakeholders. Forcing these values 
to become explicit is a critical step. 

Modeling Possible Futures 

Part of the problem of dealing with the new is the fact that it is very dif­
ficult to make the necessary judgments about it if we cannot first create a 
realistic simulation of what it is going to be like. Design students, therefore, 
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must continually model their concepts of the future. The value of modeling 
relates to the issue of risk in the new and innovative, since modeling exposes 
the "consequences" of decision-making. Risks can, and invariably need to 
be, taken in the thinking and development that eventually emerge as the 
outcome. But, processes of modeling allow the designer to mitigate and off­
set the risk by testing out its consequences "before" coming to a conclusion. 

Managing Complexity 
The wickedness of design tasks places complex management demands 

on students: managing (and optimizing) time, cost, materials, production 
processes, technical performance, and much more in ways that enable 
them to complete their task. At the end they typically have to bring 
together all trains of thought and development into a single, holistic solu­
tion. They need to be integrative thinkers while managing the messy and 
often contradictory strands of thought within a project. 

Task-Related Knowledge 
Since the demands in any task may vary considerably, students need 

to develop robust, self-confident strategies to inform their designing by 
acquiring appropriate resources of knowledge and skill. This is widely 
acknowledged even in the examination rubrics that dominate school­
based assessment in design and technology: 

When embarking upon a new design, the package of 
knowledge and skills necessary for the success of the ven­
ture will emerge as the design progresses, and so the need 
to acquire knowledge and skills (and sometimes extend 
the boundary of knowledge and devise new skills) 
becomes a clear requirement for the designer. (Threlfall, 
1980, p. 7) 

As design and technology was becoming formulated in the early 
1980s, the Department of Education and Science produced its booklet 
Understanding Design & Technology, in which the very same view of 
knowledge was adopted: 

The designer does not need to know all about everything 
so much as to know what to find out, what form the 
knowledge should take, and what depth of knowledge is 
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required for a particular purpose. (Department of 
Education and Science, 1981, p. 12) 

Kimbell 

To summarize, this is neither an exhaustive list of the learning chal­
lenges that are explicit in design and technology, nor is it a list that applies 
exclusively to design and technology, since they are in reality generic cog­
nitive skills. But although modeling ideas has meaning in mathematics 
and science, it has highly explicit meaning in design and technology. While 
optimizing values and thinking as someone else has meaning in social 
studies or history, it is at the sharp end of design and technology where 
decisions made by students will condition whether the solution works or 
not for those others. The collected list of qualities identified here amounts 
to a manifesto for design and technology as a learning activity. 

There is an additional element that dramatically enhances the learning 
power of design and technology. With all the qualities listed above, stu­
dents in design and technology not only have to do those things (e.g., 
model ideas, manage complexity, think as someone else), they must 
become consciously aware of the fact that they have to do those things. 
Abstract cognitive processes have been brought to life, have been embod­
ied in material form, and have been presented in ways that unavoidably 
make the processes explicit to students. As they become aware of their own 
cognitive processes-become capable meta-cognitive designers-they 
reach the ultimate reward. I would argue that the qualities listed above are 
more evident in design and technology than they are in other subjects, and 
they are also more developed through design and technology than through 
other subjects. 

THE CHALLENGE OF PERFORMANCE 
ASSESSMENT 

In assessment terms, a number of things follow from the nature of the 
design and technology description that has been offered above. First, and 
perhaps most critically, we have described design and technology as a 
"process" rather than as a body of knowledge or skills. Students do not 
learn "about" design and technology, they learn to "become" designers and 
technologists. If design and technology is concerned with enabling stu­
dents to bring about purposeful change in the made world, then our 
assessments must be focused on students' abilities to operationalize that 
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process. How well can they do it? Are there parts of the process that they 
find harder than others? This, in terms of design and technology, is per­
formance assessment, and in a more generalized form would be described 
as "authentic" assessment: 

Assessment is authentic when we directly examine student 
performance on worthy intellectual tasks. Traditional 
assessment, by contrast, relies on indirect or proxy 
"items" . .. from which we think valid inferences can be 
made about the student's performance at those valued 
challenges. (Wiggins, 1990, ~1) 

More than this, however, we have to acknowledge what is perhaps the 
most difficult consequence for those involved in assessment. Design chal­
lenges may be focused on anything (e.g., designing a seating system, a 
heating system, a messaging system) and may appropriately result in prod­
ucts of radically different kinds (e.g., a necklace, a lawnmower, or a sailing 
dinghy). In other words, "the subject matter of design is potentially uni­
versal in scope, because design thinking may be applied to any area of 
human experience" (Buchanan, 1996). Buchanan's point is that each new 
design task involves its own individually constructed subject matter, and 
this has led thinking in the U.K. to acknowledge assessments that do not 
predefine the knowledge content: 

It is ... much more difficult to be precise about the areas 
of knowledge that are essential, because it is just not pos­
sible to define exactly what one will be required to know 
about in advance of the activity. As a design exercise 
develops it may become necessary to know about the 
manner in which arthritis progresses through old people's 
joints ... or it may be necessary to know how animals 
behave in confinement.... It must be accepted that 
[pupils 1 will have the ability to seek out the specific 
knowledge that they require for any exercise. (Secondary 
Examinations Council, 1986, pp. 14-15) 

Buchanan extends this to become a philosophical argument, asserting 
that design is fundamentally concerned with the "particular;' and that 
there is no science of the particular. This, he argues, has led to an interest­
mg consequence: 
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We have been slow to recognize the peculiar indetermi­
nacy of subject matter in design and its impact on the 
nature of design thinking. As a consequence each of the 
sciences that have come into contact with design has 
tended to regard design as an "applied" version of its own 
knowledge, methods, and principles .... We have the odd 
recurring situation in which design is alternately regarded 
as "applied" natural science, "applied" social science, or 
"applied" fine art. (Buchanan, 1996, p. 18) 

Kimbell 

The cutting edge of this argument for assessment purposes is that we 
should be less concerned with assessing what students "know;' and more 
with what they "can do." Further, it argues that rather than worry about 
testing what students know, we should rather be testing their ability to fmd 
out what they "need" to know in order to facilitate their designing. 

This has continually forced our assessment thinking to the conclusion 
that the only valid way to assess students' ability in design and technology 
is to set them a task and see what they can do with it. Do they have robust, 
creative processes that enable them to perform? Project-based assessment 
has therefore been at the heart of the evolving story of design and tech­
nology, and all the projects illustrated in figures 1 through 3 of this chap­
ter were undertaken by students as assessment projects at age 16 for the 
General Certificate of Secondary Education (basic school-leaving assess­
ments) or at age 18 for Advanced level (university entrance). 

The tradition of these assessment projects is that students identify a 
task; develop initial concept designs; explore these through a range of 
imaging and modeling techniques; tryout and negotiate the emerging 
solution with its user; finalize the design; and manufacture a prototype. It 
is very uncommon for practice to go beyond the one-off, prototype stage, 
although it does happen. The project at age 16 may take up to 30 hours of 
curriculum time and many hours beyond that in working on the design 
portfolio. At age 18 it could be significantly longer. 

The assessment at the end of the project will typically involve an exhi­
bition constructed by students to display their work. It will include a 
detailed design portfolio, or design sketchbook, involving a discussion of 
the task, a series of evolutionary models, results derived from user testing, 
final drawings, and a working prototype. Ideally, this will be taken back to 
the intended user for full evaluation, and may also involve market poten­
tial analysis, including comments from manufacturers of related products. 
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Each year in the u.K. approximately half a million students are 
assessed in this way for design and technology awards at GCSE or A level. 
And some of this work is truly astonishing. Two years ago-after a major 
train disaster resulting from a cracked rail-a student developed a system 
for testing rails that proved superior to anything in use in the industry. He 
is now not only at a university studying engineering but is also wealthy, 
having been employed as an independent consultant by Railtrack, the rail­
way infrastructure company. At a simpler level, two 16-year-olds 
redesigned a windshield washer system so that it automatically refilled the 
washer bottle from rainwater filtered from the windshield. Their solution 
was bought by Smiths Industries, an electrical products manufacturer. 

The rationale for design and technology does not, of course, require 
such commercial success, for the real benefit of the experience is the 
"learning benefit;' made explicit in the national curriculum statement, 
which states: 

Design and technology prepares pupils ... 
to intervene creatively to improve the quality of life. 
to become autonomous and creative problem solvers. 
to combine practical skills with an understanding of aes­
thetics, social, and environmental issues and industrial 
practices. 
to reflect on and evaluate present and past design and 
technology, its uses, and effects. 
Through design and technology, all pupils can become 
discriminating and informed users, and can become 
innovators. (DfEE/QCA, 1999, p. 7) 

It is important to acknowledge, however, a number of problems that 
are almost (but not quite) inevitably associated with this authentic vision 
of performance assessment. The literature argues that students' perfor­
mances will vary from task to task, so to take one particular task as indica­
tive of the level achievable by a student may be unfair. Also, at the 
practical level of the school workshop/design studio, there is little other 
than teachers' professional ethics to ensure that they do not unreasonably 
support an individual's work. Moreover, since the design portfolio is 
something that students carry with them throughout the months of the 
project, there is little to prevent the influence of parental support. All of 
these factors tend to raise questions about the reliability of the data 
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resulting from such performance assessments. The high level of face 
validity for such authentic assessment activities can appear to be com­
promised by questionable control issues. 

These issues have received focused attention at the Qualifications and 
Curriculum Authority (QCA), the regulatory body responsible for all 
school assessment matters in the u.K., and a number of strategies have 
evolved in an attempt to resolve them. These include assessments taken at 
multiple occasions, inspections of schools and their systems, double-blind 
marking of assessment portfolios, and codes of conduct that schools must 
sign on to (including issues to do with parental influence). 

None of these will absolutely assure that project -based assessment will 
yield data that is as reliable as timed, blind, written papers undertaken in 
the anonymity of the examination hall. But QCA and the Design & 
Technology Teachers' Professional Association (DATA) would be very 
reluctant to take such reliability if it meant trading away the authentic 
validity of the current assessment regime. Having seen assessment prac­
tices evolve over the last 30 years, the vast majority of students, teachers, 
and schools believe that the current arrangements are appropriate. 

CASE STUDY: AN ALTERNATIVE APPROACH 
TO PERFORMANCE ASSESSMENT 

Nonetheless, QCA, in association with DATA, has begun to look at 
ways to supplement the conventional assessment process. Specifically, in 
2002 they commissioned Technology Education Research Unit (TERU) at 
Goldsmiths College to explore and develop an approach to performance 
assessment that might enable some of the weaknesses of project-work 
assessment to be countered. 

Through a series of trials in schools throughout the country, the for­
mat of the assessment evolved into a six-hour task, using two consecutive 
mornings of three hours. In that time, students start with a task and work 
from an initial concept to the development of a prototype solution-a 
"proving model" to show that their ideas will work. The whole six hours is 
run with an administrator script that choreographs the activity through a 
series of subtasks, each of which is designed to promote evidence of stu­
dents' thinking in relation to their ideas. These steps in the process all 
operate in designated spaces in a response booklet. 

195 = 



Assessment of Design and Technology in the U.K.: International 
Approaches to Assessment 

The structure shown in Figure 5 is characteristic of the activities so far 
developed. The task (called Light Fantastic) centers on redesign of a light 
bulb packaging box so that once the bulb is removed, the package can be 
transformed into a lighting feature, either by itself or in association with 
other empty light-bulb packaging. 

In the example shown in Figure 5, the light -bulb box has been 
redesigned as a tapering pentagon that fits with many more to build into 
a complete hanging sphere (or hemisphere standing on a surface). With a 
bulb suspended at the center of the sphere, the letter cutouts (with inset 
lighting film) project the letters onto the wall. The student titled the pro­
totype "Your Name in Lights:' 

In addition to the models themselves, students' workbooks (folding 
A2 sheets) capture their evolving ideas over the six hours and their reflec­
tions on them. They also capture the contributions of students' teammates 
and, running down the spines, are the photo records of the evolving 3-D 
outcomes (Figure 6). 

Figure 5. Student-developed prototype for lighting design task. 

This assessment format is specifically intended to encourage design 
innovation, but in the process it also irons out a number of conventional 
problems with project assessment. Specifically, it levels the playing field in 
terms of time, facilities, teacher role, parental input, task type, and team­
work. At the same time it enables very different kinds of responses to 
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flourish. Some students prefer to evolve their ideas more through model­
ing while others prefer to draw. The assessment trials suggest that asses­
sors-using double-blind marking-can make reliable judgments about 
the resultant work. 

Figure 6. Sample student workbook page for lighting design task. 
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Furthermore, having developed and tested eight different tasks, all of 
which fit into the same activity framework and hence the same response 
booklet format, we were able to explore the context effect on performance 
across tasks. It is much smaller than the literature might suggest, probably 
because of the common framework being used (along with the standard­
ized administrator script) for structuring the activity and making the 
assessments. 

On a 12-point holistic scale across the whole sample, the mean differ­
ence between test 1 and test 2 was +/- 1.6. On average, students scoring 9 
on test 1 would score between 7.4 and 10.6 on test 2. Those scoring 3 on 
test 1 would score between 1.4 and 4.6 on test 2. This indicates a level of 
consistent discrimination in the range of performance of individual stu­
dents. In 80% of the cases, the scores on two tests varied by 2 marks or less 
on a 12-point scale (Kimbell et al., 2004). 

The research findings were reported to DfES/QCA in December 2004, 
and since that time, the approach has been adopted for national assess­
ment purposes by one of the GCSE examining bodies. Our approach oper­
ates as a kind of hybrid: it is neither an open-ended piece of project work 
nor a closed examination. It remains faithful to the concept of perfor­
mance assessment, and judging by the reaction in schools, it is seen by 
teachers as a positive development thus far. 

THE CLOSE INTERRELATIONSHIP OF 
ASSESSMENT AND CURRICULUM 

It is realistic to claim that design and technology in the school cur­
riculum has been shaped by the priorities of assessment. The two stories 
(defining the discipline and assessing pupil capability) are intimately 
interwoven, and it is easy to see why. 

In the 1970s and 1980s, design and technology was a newly emerging 
phenomenon and it did not arrive through a single coherent birth process, 
but rather from a messy series of initiatives that contributed to parts of the 
story. In 1980, before Mrs. Thatcher's era of forced consolidation, there 
were approximately 120 different syllabi descriptions for subjects associ­
ated with what we now call design and technology. Some accentuated 
graphics, some technology, some crafts, some electronics, some pneumat­
ics' some photography, and so on. They each assessed their own practices 
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in various ways. As design and technology began to coalesce, we created 
new kinds of assessments that sought to capture the qualities of the evolv­
ing discipline, and these assessments provided a very direct feedback 
mechanism into the curriculum. They began to show us through the 
nature of their qualities that it was possible to develop this evolving beast. 

As these qualities began to be made explicit through assessment 
processes, the curriculum statements reinforced them, effectively seeking 
out higher levels of performance in students. This period of 20 years, from 
about 1970 to 1990, gives life to the old adage that we assess what we "can" 
assess rather than what we "should" assess. It is true that we were experi­
menting with what we could assess, but in that process we illuminated a 
series of qualities that proved to be very important in the emergence of 
design and technology. Admittedly, however, it was a painful process. 

At every turn those of us working within the field of tech­
nology were forced to define, and redefine, and re-rede­
fine what we were doing. And in most cases this pursuit of 
ever-tighter definition was motivated by the needs of 
assessment: For GCE, for CSE, for National Criteria, for 
GCSE, for A level, for national curriculum. (Kimbell, 
1997, p. 5) 

Despite the pain involved, it is possible to argue (in fact I do believe) 
that the processes that created design and technology were enriched by the 
contribution of assessment. The process began in the 1960s, and the highly 
autonomous nature of schools and curriculum at that time enabled teach­
ers to do more or less whatever they thought would be interesting for stu­
dents. But, being responsible, they sought ways to attach value to their 
activities by awarding assessment grades. By the end of the 1970s we had a 
highly divergent curriculum that contained most of the building blocks of 
what is now design and technology. The Thatcher decade of consolidation 
(1980-90) then forced us to refine, and refine again, the qualities that we 
believed to be central to our collective goals. 

Creative endeavor in any field will necessarily involve all of these 
forces: open-ended exploration, hard-nosed trade-offs, and consolidation. 
Design and technology stands as a classic example of how this process has 
worked in the u.K. curriculum. 

The role of assessment in this process has been to make very clear to us 
how these curriculum experiences emerge as student capabilities. There has 
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been just as much experimentation with assessment practices as there has 
with curriculum, and the forms of assessment now are very different from 
that which was commonplace in the 1960s or 1970s. We have emerged with 
a national curriculum statement that is dominated by procedural learning, 
that sets student capability at the top of the agenda, and that is under­
pinned by an assessment regime that is premised on performance. 

DISCUSSION QUESTIONS 

1. In your opinion, what would be the ideal set of assessment processes 
for your curriculum? 

2. What are the forces that shape your curriculum and the assessment 
processes you use? Which of these forces are compatible with your 
goals for the curriculum? 

3. What categories of students are particularly empowered by your cur­
riculum, and which are particularly rewarded by your assessment 
processes? (Note that these may be different.) 

4. Why do students choose to take part in your curriculum, and what 
qualities do you think they value? Are these values part of the assess­
ment process? 

5. Assessing students' capability with processes is more complex than 
assessing their ability to retain content knowledge. So why bother? 
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INTRODUCTION 
What constitutes technological literacy achievement? How should we 

assess whether a person is technologically literate or whether a student has 
achieved technological literacy? The same type of question is asked in the 
domains of science and mathematics. Professional organizations have pro­
posed some answers by publishing standards, guidelines, and blueprints, 
and these questions are in some way addressed in every assessment frame­
work. However, controversies have always emerged, and a consensus on 
what students should know and be able to do, what to assess, and how to 
assess it has never been reached. 

The lack of a theory underlying the assessment of school achievement 
and the growth of competence may be the main reason for this conceptual 
disarray (Glaser and Silver, 1994; Snow, 1993). We have to develop a the­
ory of subject-matter achievement assessment, or a psychology of test 
design (using Snow's terms), that combines the cognitive, measurement, 
and discipline perspectives in designing assessments for a particular con­
tent domain (Pellegrino et al., 2001). It can be argued that preferences for 
one or another type of assessment and its characteristics should rest on 
what we know about cognitive processes, educational measurement, and 
the characteristics of the content domain to be assessed. 

In this chapter, I present some ideas that attempt to provide the first 
steps toward conceptualizing achievement and assessment. The ideas are 
organized around three aspects of achievement assessment: (a) a concep­
tual framework on achievement, (b) a framework for developing and eval­
uating assessments, and (c) how these frameworks relate to the form and 
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function of assessment. The assessment aspects discussed have been devel­
oped and implemented in the context of science education. Therefore, 
examples used are mainly in the science domain. 

First, I present a framework on achievement. The framework concep­
tualizes achievement as a multidimensional construct with direct implica­
tions for developing and/or interpreting students' performance. The 
framework identifies four types of knowledge that are characteristic of 
competency or achievement in science (Li, 2001; Li, Ruiz-Primo, and 
Shavelson, 2006; Shavelson and Ruiz-Primo, 1999; Ruiz-Primo, 1997, 
2002): declarative knowledge, or knowing that; procedural knowledge, or 
knowing how; schematic knowledge, or knowing why; and strategic knowl­
edge, or knowing when, where, and how knowledge applies. Next, I present 
a strategy my colleagues and I have worked on for developing and evalu­
ating assessments. The strategy involves different types of analyses­
conceptual, logical, and empirical. Finally, I discuss function and form in 
student assessment. I focus on the distinction between externally man­
dated assessment and classroom assessment, and their implications for 
designing, implementing, and evaluating assessments. 

TOWARD A DEFINITION OF ACHIEVEMENT 
FOR ASSESSMENT PURPOSES 

Educational achievement should refer to what students know and are 
able to do in a particular domain after instruction. It does not refer merely 
"to the amount of knowledge accumulated but its organization or struc­
ture as a functional system for productive thinking, problem solving, and 
creative invention in the subject area as well as for further learning" 
(Messick, 1984, p. 156). As a result of effective learning and educational 
experiences, then, students should develop a knowledge that is structured 
in such a way that it contributes to their ability to think and reason with 
what they know (Baxter et al., 1996; Glaser and Silver, 1994). Students 
should not be granted achievement in a domain unless their performance 
is consistently correct and unless they succeed on a wide variety of tasks 
that are reasonably defined as relevant to that domain (Gelman and 
Greeno, 1989). 
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Any notion of academic achievement should consider at least two 
dimensions: a content dimension (the subject matter dealt with in a field 
of study), and a cognitive dimension (the intellectual processes that we 
would like students to engage with the content at hand). The content 
dimension is usually organized in domains (such as life science, chemistry, 
physics, earth science, algebra, geometry, and technology) in both stan­
dards and assessment frameworks. Examples include the Third 
International Mathematics and Science Study (TIMSS, 2003) and the 
Organisation for Economic Co-operation and Development's (2003) 
Programme for International Student Assessment (PISA). The cognitive 
dimension is also organized around domains that represent cognitive 
processes. Domains also vary by content. For example, TIMSS (2003) pro­
posed three cognitive domains in science (factual knowledge, conceptual 
understanding, reasoning and analysis) and four in mathematics (know­
ing facts and procedures, using concepts, solving routine problems, and 
reasoning). Similar differences are observed in PISA. 

The framework for conceptualizing achievement presented in this sec­
tion focuses on the cognitive dimension. The framework, as it has evolved, 
has been described in other documents (Li, 2001; Li, Ruiz-Primo, and 
Shavelson, 2006; Shavelson and Ruiz-Primo, 1999; Ruiz-Primo, 1997, 
2002; Ruiz-Primo, Shavelson, Hamilton, and Klein, 2002). It draws upon a 
body of related research (Alexander and Judy, 1988; Anderson, 1997; 
Bybee, 1996; Chi, Feltovich, and Glaser, 1981; Chi, Glaser, and Farr, 1988; 
de Jong and Ferguson-Hessler, 1996; Pellegrino et al., 2001; Sugrue, 1995; 
White, 1999), and it has been empirically tested in the context of science 
assessments, with confirming results around the categories proposed (Li, 
2001; Li and Shavelson, 2001; Li, Ruiz-Primo, and Shavelson, 2006; Yin, 
2005). 

The framework is based on four interdependent types of knowledge. 
It focuses on the types of knowledge that result from learning within a 
content domain (either by formal or informal schooling, or by self-study) 
and not on the types of knowledge that are universally acquired in the 
course of normal development (Pellegrino et al., 2001). It rests on the idea 
that expertise is necessarily constrained to a subject matter or content 
domain (Chi, Feltovich, and Glaser, 1981). Evidence shows that an expert's 
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knowledge and skills in one domain are not transferable to another. 
Another underlying assumption is that the types of knowledge proposed 
reflect, to a certain degree, the nature of subject-matter expertise. That is, 
types of knowledge lie in a continuum from concrete to abstract, from bits 
of information to high levels of organized knowledge. Therefore, it should 
be assumed that higher levels of achievement are linked to certain types of 
knowledge. 

Types of Knowledge 

Declarative Knowledge (Knowing That) 
Declarative knowledge includes knowledge that ranges from discrete 

and isolated content elements, such as terminology, facts, or specific 
details (e.g., vocabulary such as mass or density), to more organized 
knowledge forms, such as statements, definitions, knowledge of classifica­
tions, categories, principles, and theories (e.g., mass is a property of an 
object; density is expressed as the number of grams in 1 cubic centimeter 
of the object). 

Procedural Knowledge (Knowing How) 
Procedural knowledge involves knowledge of skills, algorithms, tech­

niques, and methods. Usually, it takes the form of "if-then" production 
rules or a sequence of steps (Anderson, 1983). It ranges from motor pro­
cedures (e.g., using a triple-beam scale to weigh an object), to simple 
application of a well-practiced algorithm (e.g., adding two numbers), to 
complex procedures (e.g., implementing a multistep procedure to find out 
the density of an object). Procedural knowledge involves the knowledge of 
techniques and methods that are the result of consensus, agreement, or 
disciplinary norms (Anderson, et al., 2001). It involves how to do a task 
and is viewed as skill knowledge (Royer et al., 1993). Procedural knowl­
edge is automatized over many trials (practice), allowing it to be retrieved 
and executed without deliberate attention. Automaticity is considered one 
of the key characteristics of procedural expertise (Anderson, 1983; Royer 
et al., 1993). 
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Schematic Knowledge (Knowing Why) 
Schematic knowledge involves more organized bodies of knowledge, 

such as schemas, mental models, or "theories" (implicit or explicit) that 
are used to organize information in an interconnected and systematic 
manner. This form of organization allows individuals to apply principles 
or explanatory models to approach a problem; to provide an explanation 
(e.g., explaining why three same-sized blocks of different materials float, 
subsurface float, or sink in water); or to predict an outcome (e.g., whether 
an object will sink, float, or subsurface float according to its density and 
the medium's density). For example, schematic knowledge is involved, 
combined with procedural knowledge, in the process of reasoning from 
several theories to design experiments or to solve a new mathematical 
problem (De Kleer and Brown, 1983; Gentner and Stevens, 1983). 

Strategic Knowledge (Knowing When, Where, and How to 
Apply Knowledge) 

Strategic knowledge includes domain-specific strategies, such as ways 
to represent a problem or strategies to deal with certain types of tasks. It 
also entails general monitoring performance or planning strategies such as 
dividing a task into subtasks, reflecting on the process to explore alterna­
tive solutions, knowing where to use a particular piece of schematic 
knowledge, or integrating the three other types of knowledge in an effi­
cient manner. It is important to mention that strategic knowledge-a 
higher-order knowledge-is based on the other three forms of knowledge 
(Anderson et al., 2001). An attempt to focus only on strategic knowledge 
without a strong base for the other forms of knowledge does not support 
transfer to new situations (Mayer, 1997; Pellegrino, 2002). 

We can identify these types of knowledge in any content dimension (or 
subject matter domain). In science, mathematics, or technology education, 
we will always find facts, terminology, concepts, principles, methods, mod­
els, and strategies that together constitute the field. Differences in what cur­
riculum developers, teachers, and assessors emphasize within a content 
domain will result in diverse curricula, instructional activities, and assess­
ments, and, therefore, in different emphases on the types of knowledge. 



Assessment in Science and Mathematics: Lessons Learned 

What would be the importance of defining types of knowledge for 
assessing achievement? The types of knowledge framework proposed can 
help in the development (or selection) of assessments. The process is not 
straightforward. That is, there is not a perfect match between types of 
assessments and types of knowledge. However, when considering the cog­
nitive demands involved in certain assessments, it seems possible to con­
clude that some types of knowledge may be better tapped by certain 
assessment tasks based on the affordances and constraints provided by 
those tasks (Li, Ruiz-Primo, and Shavelson, 2006). 

Some Implications of the Achievement Framework 
for Assessment 

The achievement framework has at least three implications. It helps to: 
(a) profile assessments (e.g., What is the achievement measured by a par­
ticular test?); (b) interpret students' scores (e.g., What exactly does a stu­
dent's score represent?); and (c) design or select assessments (e.g., What 
types of assessment tasks can help us know whether students understand 
the concept of density?). 

An example can help readers understand the first implication. In a 
study conducted by Li, Ruiz-Primo, and Shavelson (2006), items from the 
TIMSS 1999 Science Booklet 8 were analyzed. Results indicated that the 
TIMSS Booklet 8 science test is heavily loaded on declarative knowledge 
(approximately 50%), with the balance of procedural and schematic 
knowledge questions about equally distributed. Unfortunately, there were 
no example items for assessing students' strategic knowledge. The classifi­
cation of the items was supported by a confirmatory factor analysis. Most 
factor loadings were statistically significant and generally high. The fit and 
the factor loadings support the feasibility of using our framework of sci­
ence achievement to analyze the TIMSS science items. Analyzing large­
scale or classroom assessments with an achievement framework in mind 
helps to identify not only the types of knowledge being assessed, but also 
to judge whether the assessments actually exemplify the standards mea­
sured (Shepard, 2003). 

These results lead to the next implication. Think about students who 
have exactly the same total score in an assessment, but their response pattern 
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is different. One student may arrive at the total score by answering correctly 
most of the items tapping declarative knowledge, whereas another one may 
respond correctly to those items tapping schematic knowledge. Therefore, 
using a single score to infer students' understanding can sometimes lead to 
untenable interpretations (Li, Ruiz-Prirno, and Shavelson, 2006). 

I explain the third implication in the next section on developing and 
evaluating assessments. At the Stanford Education Assessment Laboratory 
(SEAL), we have developed an approach to developing and evaluating 
assessments in science that uses the achievement framework, which we 
have named the "assessment square" (Shavelson, Ruiz-Primo, Li, and 
Ayala, 2002). This name distinguishes it from the "assessment triangle" 
(cognition, observation, and interpretation) proposed by Pellegrino et at, 
(2001). 

TOWARD A FRAMEWORK FOR DEVELOPING 
AND EVALUATING ASSESSMENTS 

In this section I briefly describe a modified version of the "assessment 
square" proposed by SEAL in 2002 (Shavelson, Ruiz-Primo, Li, and Ayala, 
2002). The original assessment square has four main components (cor­
ners) presented in the following sequence: construct, assessment, observa­
tion, and interpretation. I have modified the assessment square by 
changing one of the components and the sequence of the elements (Figure 
1): construct, observation models, assessment, and interpretation. A quote 
from Messick (1992) captures the rationale that guided my modification. 

[We] would begin by asking what complex of knowledge, 
skills, or other attributes should be assessed, presumably 
because they are tied to explicit or implicit objectives of 
instruction or are otherwise valued by society. Next, what 
behaviors or performances should reveal those con­
structs, and what tasks or situations should elicit those 
behaviors? Thus, the nature of the construct guides the 
selection or construction of relevant tasks as well as the 
rational development of construct -based scoring criteria 
and rubrics (p. 17). 
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The Assessment Square:A QuickView 
The assessment square has four components, one at each corner of the 

four-sided figure (construct, observation model, assessment, and interpre­
tation), and three types of analysis (conceptual, logical, and empirical). 
The arrows in the square intend to portray the idea that the development 
and evaluation of assessments involves an iterative process in which the 
corners of the square loop back to earlier corners. 

Figure I. The assessment square (adapted from Shavelson, Ruiz-Primo, Li, and 
Ayala, 2002). 

What knowledge, skills, or other 
attributes should be assessed? 

Based on the evidence collected, 
are the inferences about the 
construct warranted? 

Construct Interpretation 

~-----------t 

Conceptual Analysis 

1_ Prospective 
Logical Analysis 

Empirical 
(Cognitive/Statistical) 

Analysis 

Retrospective 
Logical Analysis 

Assessment Observation 
Models (Task, Response, and Scoring) 

What responses, behaviors, or 
activities are representative of 
the construct? 

What situations should 
elicit those responses, 
behaviors, or activities? 

The assessment square begins with a working definition of what we 
are attempting to measure, the construct. At SEAL, we preferred the term 
construct, rather than cognition (Pellegrino, Chudowsky, and Glaser, 
2001). A construct can be part of a theoretical model of a person's cogni­
tion (e.g., development of understanding of certain concepts in a 
domain), but does not limit assessment to an underlying cognitive model 
(Shavelson, Ruiz-Primo, Li, and Ayala, 2002; Shavelson and Ruiz-Primo, 
1999). 
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The conceptual analysis focuses on the credibility of the link between 
the interpretive claim and the nature of the assessment (Ruiz-Primo, 
Shavelson, Li, and Schultz, 2001). The conceptual analysis helps describe 
the characteristics of the student knowledge upon which the inferences are 
to be based. It helps to delineate the tasks and response demands that the 
student will confront. 

The conceptual analysis helps to define the observation models-the 
domain of tasks and responses that will be considered evidence of the con­
struct. The observation models help to delineate what we will value in a 
student's response as evidence of the construct: In other words, what con­
stitutes evidence about the construct in what is observed in any given 
assessment task (Mislevy et al., 1998). 

The logical analysis focuses on the coherent link between the observa­
tion models and the nature of the assessment (Ruiz-Primo et al., 2001). 
Based on the conceptual analysis and the observation models, the nature 
of the assessment tasks and response demands that the student will con­
front can be logically determined. The logical analysis helps to describe the 
features of the tasks or situations that can be used to elicit the expected 
student performances. It is important to note that complex tasks often 
require individuals to apply more than one type of knowledge. 

An assessment is a process of drawing reasonable inferences about 
what students know and are able to do on the basis of evidence derived 
from observing them in selected situations (Pellegrino et al., 2001). It 
involves a systematic procedure for eliciting, capturing or observing, and 
describing behavior, often with a numeric scale (Cronbach, 1990). An 
assessment can be thought of as a "sample" from a universe of possible 
assessments that are consistent with the construct definition (Shavelson, 
Baxter, and Gao, 1993; Shavelson and Ruiz-Primo, 1999). We have charac­
terized assessments as having three components: a task (eliciting), a 
response format (capturing or observing), and a scoring system (describing 
behavior, possibly with a numeric value). We have argued that without 
these three components we do not have an assessment. 

The third type of analysis, empirical analysis, involves collecting and 
summarizing students' behavior in response to the assessment task. 
Empirical analyses examine both the assessment-evoked cognitive activi­
ties and the students' observed performance. Empirical analyses, then, 
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would include evidence of the following: (a) cognitive activities evoked as 
students perform the assessment, (b) the relationship between cognitive 
activities and performance levels (scores), and (c) statistical analyses nec­
essary to determine the reliability and the different evidences necessary for 
a validity argument (Ruiz-Primo et al., 2001). It is expected that if we 
understand the link between assessments and cognitive processes, we 
should be able to design assessment tasks and responses to evoke different 
cognitive processes, different levels of performance, or both. 

Finally, we put together evidence from the logical and empirical analy­
ses and bring the evidence to bear on the validity of the interpretations 
from an assessment in relation to the construct it is intended to measure. 
We ask, ''Are the inferences about the construct-a student's learning or 
domain knowledge-from performance scores warranted?" During the 
development of an assessment, we iterate through, somewhat informally, 
the assessment square until we have fine-tuned the assessment. In research 
and practice, where achievement and learning are assessed, we formally 
evaluate the inferences. 

The Assessment Square:A Closer Look 
What is the role of the achievement framework in the assessment 

square? The achievement framework helps us define the construct domain 
and the observation models, and to evaluate the quality of the assessment 
task. If the types of knowledge account for the different aspects of stu­
dents' knowledge, then it is possible that constructs can be linked to types 
of knowledge. For example, a construct to be assessed in mathematics 
might be the fundamental concepts and procedures in algebra (Taylor and 
Bobbit Nolen, 2005). The construct is tapping declarative (knowledge of 
concepts in algebra) and procedural knowledge (knowledge of procedures 
in algebra). 

Conceptual analysis then focuses on answering the question, "What 
does it mean to understand algebra concepts and procedures?" 
Understanding involves different cognitive processes, such as exemplifying, 
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interpreting, classifying, summarizing, inferring, comparing, explaining, 
and implementing a procedure (Anderson et al., 2001). What in algebra is 
recognized as acceptable evidence of understanding a concept or a proce­
dure? Conceptual analysis helps to define the observation models in more 
specific ways by focusing on how cognitive processes can be translated. For 
example, interpreting involves converting information from one representa­
tional form to another (paraphrasing words, converting numbers to words, 
and so on). Similar analyses can be done with other forms of understand­
ing. This analysis helps to define the domain of tasks and responses (the 
observation models) that can be considered as evidence of the construct. 

Would a constructed response (supply an answer) or a selected 
response (choose an answer) be more appropriate for assessing under­
standing of an algebra concept? The logical analysis helps us link the type 
of assessment to the type of knowledge by describing the features of the 
assessment tasks. Based on our research and the work of others (Li, 2001; 
Li, Ruiz-Primo, and Shavelson, 2006; Ruiz-Primo, Shavelson, Li, and 
Schultz, 2001), we have proposed four dimensions that can be used in log­
ical analysis (Table 1): (a) task demands-what students are asked to per­
form; (b) cognitive demands-inferred cognitive processes that students 
likely act upon to provide responses; (c) item openness-degree of con­
straint in the nature and extent of the response; and (d) complexity of the 
item-diverse characteristics such as item familiarity, reading difficulty, 
and ancillary skills required. 

Capabilities not explicitly part of what is to be measured, but nonethe­
less necessary for a successful performance, are called ancillary or enabling 
skills (Haertel and Linn, 1996). Ancillary skills have an impact on the char­
acteristics of both the task and the format used by the student to respond. 
Both affect the level of difficulty of the assessment task. Therefore, ancillary 
skills have an impact on the validity of the assessment task. Observed varia­
tions in the scores of equally capable students due to differences in their 
ancillary skills give rise to construct-irrelevant variance in assessment scores. 
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Table I.Assessment task dimensions. 

Task Demands: 
What the task asks the 
test taker to do; what it 
elicits from the student 

Cognitive Demands: 
Inferred cognitive 
processes that students 
likely act upon to provide 
responses 

Item Openness 
Gradation in the 
constraint exerted in 
the nature and extent 
of the response 

Complexity 
Domain-general factors 
that influence the item 
difficulty 

• Define concepts 
• Identify facts 

• Execute procedures 
in familiar tasks 
• Execute procedures 
in unfamiliar tasks 

Less Cognitive Demanding .. 
Recognizing 
Recalling 

Applying 
Executing or 
Implementing more or 
less routine procedures 

• Select an appropriate 
procedure to solve a 
problem 

• Determine the 
theoretical position 
of a manuscript 

• Draw diagrams 
illustrating a process 

• Write an equation 
from a statement 

• Construct an 
interpretation 

• Draw conclusions 
• Justify or Predict 

• Evaluate the validity 
of a conclusion 

• Evaluate products, 
proposals 

• Produce alternative 
solutions to a given 
problem 

• Design an experiment 
to solve a 
non-routine or 
novel problem 

More Cognitive Demanding 

• 
Reasoning Using Mental 
Models 
Explaining 
Interpreting 
Inferring 
Organizing/Classifying 
Comparing/Contrasting 
Exemplifying 

Assembling Knowledge 
in New/Creative Ways 
Planning 
Generating 
Producing 
Monitoring 

• The continuum from multiple-choice tests to constructed response test format such as long 
essays, projects, and collections of products over time 

• Require one correct solution versus multiple correct solutions/approaches 
• The continuum of the structuredness/directedness of the task (following instructions or steps) 

• Textbook-type task vs. ill-structured task 
• Inclusion of relevant and irrelevant information 
• Require only information found in task vs. information that can be learned from the task 
• Long reading demanding descriptions 
• Answers contradict everyday experience/belief 
• Cues provided or not 

Task and cognitive demands are critical for establishing the link 
between assessment items and knowledge types, whereas item openness 
and complexity provide additional information to modify or revise the 
link (Li, Ruiz-Primo, and Shavelson, 2006). In other words, the item­
knowledge link can be confirmed if all the information is consistent, or 
can be weakened if conflicting information is present. Logical analysis can 
be approached from two perspectives, for task development (prospective 
logical analysis) or for task selection/analysis (retrospective logical analy­
sis). Prospective logical analysis should focus on the cognitive demands to 
help determine the characteristics of the assessment task. Retrospective 
analysis should focus first on the task demands. 

Logical analysis leads to development or selection of an assessment (task, 
response format, and scoring system). For example, to tap understanding of 
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algebra concepts and procedures, think about an assessment task that 
involves interpretation using the concept at hand as well as implementation 
of a procedure. The response format involves focusing on item openness and 
complexity. Making decisions about the format will depend on the context in 
which the assessment will be used (Figure 2). It is important to be aware that 
the decisions made about the response format will affect the complexity of 
the task. The characteristics of the scoring system will depend on the task 
demands and the characteristics of the response format. It is also important 
to consider that the type of item, by itself, does not necessarily reflect the 
complexity of the cognitive process involved. 

Figure 2. Examples of items focusing on different types of knowledge: (a) 
declarative, (b) procedural, and (c) schematic. 

Density equals Which object listed in the table has the Ball A and ball B have the 

greatest density? SAME mass and volume. 
A buoyancy divided by Ball A is solid; Ball B is 

mass. Object Mass of Object Volume of Object 
hollow in the center 
(see the pictures below). 

B. buoyancy divided by 
W 11.0 grams 24 cubic centimeters Ball A sinks in water. 

volume. X 11.0 grams 12 cubic centimeters When placed in water, ball 
y 5.5 grams 4 cubic centimeters Bwill 

C. volume divided by mass. Z 5.5 grams II cubic centimeters 

• Outside • Outside 
D. mass divided by volume. 

Inside o Inside 

Sinks 

AW A sink 

B. X B. float 

c.y C. subsurface float 

D.Z D. not sure 

(a) (b) (c) 

Figure 2, which provides examples of science multiple-choice items 
used in a study on formative assessment (Shavelson and Young, 2000), 
illustrates the utility of retrospective logical analysis to classify assessment 
tasks into knowledge types. All three items focus on density. Example a can 
be thought of as an item tapping declarative knowledge. First, the response 
is expected to be in the form of a definition of a term (What is density?). 
This item asks a very specific content question, leaving students little 
opportunity to describe relationships between concepts or to apply prin­
ciples. Second, the cognition evoked is likely to be retrieving information 
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with a minimum of scientific reasoning. Third, in terms of item openness, 
the item is restricted in the sense that it is a multiple-choice item and the 
unfinished stem forces students to select options instead of responding to 
a question prior to reading any options. Being restricted, in turn, rein­
forces the task and cognitive demands placed on students. Finally, the cod­
ing for complexity did not add new information for the classification. 
Therefore, weighing the four characteristics, the item can be thought of as 
tapping declarative knowledge. 

Example b was classified as tapping procedural knowledge. It provides 
students a table with information about the mass and volume of different 
objects. First, the item requires students to respond with an algorithm to 
calculate density and then to compare the different densities to arrive at 
the response. These two pieces of knowledge fall into the category of pro­
cedural knowledge. Second, the cognitive process students probably 
engage in is applying a calculation algorithm of dividing mass by volume 
to calculate density. Although this item allows students to generate their 
own responses before reading the options, students can arrive at the cor­
rect answer by working backward from the options, or even by merely 
guessing. The analysis of complexity does not provide additional informa­
tion for modifying the coding decision. 

Example c can be considered as tapping students' schematic knowl­
edge. First, the item is asking for a prediction that should be based on an 
understanding of the concept of density. Second, the dominant cognitive 
process is reasoning with theories or mental models. It goes beyond the 
formula or how to apply it. An individual who can calculate density cor­
rectly every time may not respond to this item correctly if deeper under­
standing has not been reached. Finally, the item does not involve heavy 
reading or irrelevant information. The low complexity strengthens the 
posited link to schematic knowledge by reducing construct-irrelevant 
vanances. 

These examples make it clear that the logical analysis helps to analyze 
assessment tasks to define what types of knowledge may be tapped based 
on the affordances and constraints provided by those tasks. These examples 
also make it clear that the type of item does not necessarily reflect the com­
plexity of the cognitive process involved. We acknowledge that linking 
assessment types to types of knowledge is not straightforward, since the 
testing method alone does not determine what type of knowledge an item 
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measures (Bennett, 1993; Li, Ruiz-Primo, and Shavelson, 2006; Martinez, 
1999; Snow, 1993). However, it is also true that there are some restrictions 
imposed by the nature of the type of assessment on its capacity to tap cer­
tain types of knowledge. For example, a typical multiple-choice item used 
to measure whether students understand "controlling variables» poses an 
experiment in the stern of the item and provides four or five experimental 
procedures, usually with drawings, that might be used to address it. The 
correct alternative is the only one that provides a clear comparison with 
respect to the critical variable. An item such as this can test whether stu­
dents are able to detect relevant features in the options provided and to 
select the one that is considered the best instance. In a limited way, this type 
of item tests the students' understanding of controlling variables 
(Anderson et al., 2001), but it cannot probe the students' ability to analyze 
a situation and decide what variables need to be controlled (Haertel, 1991). 

As mentioned, logical analysis does not allow for anticipating all the 
possible responses that the assessment will elicit from students (even com­
petent students). The empirical analysis involves collecting and summa­
rizing students' behavior in response to the assessment task. This analysis 
will provide evidence about the technical qualities of the assessment. We 
have proposed that, in addition to the more traditional strategies used to 
evaluate the quality of an assessment, an examination of the cognitive 
processes elicited by the assessment is also a critical source of information. 

Cognitive analysis provides evidence about the cognitive activities that 
are evoked by the task as well as about the level of performance. We ask, 
"Does the assessment evoke the intended behaviors? Is there a correspon­
dence between the intended behaviors and the performance scores?» 
Cognitive validity studies can provide information that is not provided by 
other psychometric methods. Cognitive validity can provide evidence of 
construct-relevant and -irrelevant sources of variance (Messick, 1995). For 
example, the characteristics of the assessment task may make students 
respond in ways that are not relevant (e.g., guessing), or may be so narrow 
that they fail to tap important aspects of the construct. 

Several methods can be used to examine cognitive processes. Messick 
(1989) recommends using think-aloud protocols and retrospective 
reviews that ask examinees their reasons for providing incorrect answers. 
The usual procedure is to ask students to think aloud while completing an 
assessment item. Then, after completing an item, students respond to 
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interview questions about the item. Talk-aloud protocols and interviews 
are audio taped and transcribed. In some studies (e.g., Kupermintz, Le, 
and Snow, 1999; Hamilton et. al., 1997), interviewers use a structured 
observation sheet to record events that cannot be captured on audiotape, 
such as the use of gestures. This information is added to the session tran­
scripts. Another method, less intrusive, is to listen to students working in 
dyads talk to one another as they tackle an assessment task. These interac­
tions provide real-time verbalizations of students' thinking and corre­
sponding actions. 

In evaluating achievement assessments we have thought of the assess­
ment as a sample of student behavior (Shavelson and Ruiz-Primo, 2000; 
Shavelson, Baxter, and Gao, 1993). Inferences are made from this sample 
to a "universe" of behavior of interest. From this perspective, a score 
assigned to a student is but one possible sample from a large domain of 
possible scores that a student might have received if a different sample of 
assessment tasks were included, if a different set of judges were included, 
or if the assessment had occurred in a different context. Once a test score 
is conceived of as a sample of performance from a complex universe, sta­
tistical procedures can be brought to bear on the score's technical quality 
(including classical reliability theory, item response theory, and generaliz­
ability theory; Cronbach et al., 1972; Shavelson and Webb, 1991). 
However, a discussion of these statistical procedures is beyond the scope of 
this chapter. 

Still, a perspective about assessment is not complete if the context in 
which these assessments are to be used is not considered. In the next sec­
tion I will discuss issues around the context of assessment. 

FUNCTION AND FORM IN ASSESSING 
STUDENTS 

Any discussion about assessment needs to consider the purpose and 
the context, since both have implications for the design, implementation, 
and evaluation of the assessments (Haertel, 1991; Pellegrino et al., 2001; 
Shepard, 2003). Following Haertel's (1991) idea, let me pose different ques­
tions around assessment: Think of a student who asks her teacher why 
things sink or float, and the teacher responds. How does the teacher know 
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whether the student actually understood his explanation? How can a 
teacher know whether his students understand the critical concepts just 
taught before moving on to the next instructional activity? At the end of a 
semester, how can a teacher determine whether students are moving for­
ward in achieving the curriculum goals? How can a school district find out 
whether students are achieving the state standards? How can the state 
department of education monitor achievement trends over time? All these 
situations call for assessing students. However, the assessments differ in 
more than one way. For example, some assessments are for learning (for­
mative), others of learning (summative, certification), and still others are 
used as accountability devices (Black, 1993; Black and Wiliam, 1998). 

Assessment purposes and contexts matter for making decisions about 
the characteristics of the assessments. We can distinguish two broad 
assessment contexts: externally mandated and classroom-based assess­
ments (Haertel, 1991). Different names have been used for these two con­
texts, but I use the terms "large-scale" and "classroom assessment;' 
respectively, since they are the ones used more frequently in recent times 
(National Research Council, 2003; Pellegrino et al., 2001; Shepard, 2003). 
Large-scale assessments are designed to provide evidence about large 
numbers of students and may be implemented at the district, state, and 
national level. Classroom assessment, on the contrary, focuses on those 
assessments developed (or selected) and implemented by a teacher or 
group of teachers for use at the classroom or school level (Haertel, 1991). 
Focusing the discussion on the nature of assessments in these two contexts 
helps us understand key differences in purposes, and how those purposes 
affect the design, implementation, and evaluation of assessments. 

Function and the Design of Assessments 
No single assessment can fit all purposes. Furthermore, "the more 

purposes a single assessment aims to serve, the more each purpose will be 
compromised" (Pellegrino et al., 2001, p. 2). Three dimensions can be used 
to explain differences in the design of assessments for the two contexts 
described. These include: (a) remoteness of the assessments to classroom 
instruction, (b) extent of the content covered, and (c) constraints in the 
types of assessments used (Table 2). 
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Table 2. Comparing and contrasting the two contexts of assessment. 

c 
o 
~ 
~ 
QI 

E 
QI 
0.. 
.5 

Extent of Content 

Constraints in Types 
of Assessment 

Frequency 

Requirements 

Closeness of Feedback 

Psychometric 
requirements 

Broad ...... _-------I~~ Narrow. tight. deep 

More ...... ___ -------I~~ Less 

Once a year ...... _------I~~ Ongoing 

Standardized ...... _------I~~ Dynamic 

Delayed ...... ___ -------.,~~ Immediate 

Stringent ..... _------.. ~ Flexible 

Large-scale assessments are devised to measure a broad a range of con­
tent and, by design, cannot be tied to anyone curriculum (Raizen et al., 
1989). They "must necessarily be broad" in design (Shepard, 2003, p. 122) 
and, therefore, distal to classroom instruction (Ruiz-Primo et al., 2002). 
Think about defining the construct of what students know and can do at a 
given point in time. Usually, the content standards-district, state, national, 
or professional organization-will determine the knowledge and the skills 
to be assessed and, therefore, may not have a close relationship to what is 
happening in any given classroom. Often, there is "a gap between the objec­
tives teachers and administrators would naturally develop, and those dic­
tated by the inherently circumscribed nature of the external test" (National 
Research Council, 2003, p.ll). Furthermore, the sample of standards to be 
measured is somehow constrained by the assessment context. For example, 
a large-scale assessment task must be doable in the certain time provided; 
therefore, a standard focusing on communication skills in front of large 
groups is not very likely to be selected for a large-scale assessment. 
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Classroom assessments, on the other hand, must be as close as possible 
to what students are learning at any given time in order to guide the next 
instructional steps; that is, they should be based on the content and the 
activities of the enacted curriculum in any given classroom. Since class­
room assessments are embedded in learning and teaching activities, the 
workable definition of the construct to be measured is narrower. In other 
words, it can focus on the concept taught in one particular day, in a lesson, 
or in a unit. Decisions on content to be sampled, then, are less striking. 
Since the constraints are less stringent, classroom assessments are less lim­
ited in the strategies that can be used to collect information about stu­
dents' learning. For example, at an immediate level, classroom assessments 
are unobtrusive and informal. They can take the form of an informal 
observation or conversation, or they can be based on students' products. 
At the close and proximal levels, assessments can be more formal and 
planned. For formative purposes, embedded assessments can be imple­
mented at critical points of the enacted curriculum to identify when stu­
dents are not reaching the expected level or are holding misconceptions 
that impede learning. Embedded assessment can take almost any form 
(e.g., multiple-choice test, predict -observe-explain, concept maps, open­
ended questions, students' products, or even planned classroom conversa­
tions). Assessments of complex performances are difficult to find in 
large-scale assessments, because such performances are easier to manage 
in the classroom setting (Taylor and Bobbitt Nolen, 2005). 

Function and Implementing Assessments 
There are at least three aspects of assessments that influence the imple­

mentation of assessments, including their requirements, their frequency, 
and the closeness of feedback following the assessment. For example, large­
scale assessments are typically administered once a year. They usually take 
place at a predetermined, and limited, time. Standardization of procedures 
across testing sites is critical to ensure comparability across schools. Large­
scale assessments for accountability or certification are often limited to evi­
dence provided by a written test that is scored by agencies external to the 
classroom and the school (Black, 2003). Large-scale assessments can pro­
vide information directly, but not immediately, about individual students' 
achievement and can also provide information to teachers about a student's 
performance in particular areas (Shepard, 2003). 
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Classroom assessments, on the other hand, can happen on a continu­
ous basis. They are local and contextual, and depend on the skills, knowl­
edge, attentiveness, and priorities of teacher and students in any given 
classroom (Atkin and Coffey, 2003). They are more dynamic and do not 
require standardization in the same way large-scale assessment does 
(Shepard, 2003). Provision of feedback to the students is critical to the suc­
cess of classroom assessment (National Research Council, 2003; Sadler, 
1989; Shepard, 2003). When used for summative purposes, classroom 
assessments are more formal and focused (e.g., projects, term papers), and 
they can be close and/or proximal. At a close level, assessments focus 
within familiar contexts on the knowledge and skills students are being 
taught. At a proximal level, assessments focus on the same knowledge and 
skills, but they are embedded in contexts that are less familiar to the stu­
dents. Proximal assessment tasks push students to extend the application 
of what they have learned-in other words, to transfer their knowledge. 

Additionally, teachers are more in charge of classroom assessments. 
The evidence collected and the actions taken based on that evidence can 
have an impact at the next minute or in plans for the next year. 
Furthermore, some of the evidence may not require formal scoring but, 
rather, appropriate judgment. Since the main purpose of classroom assess­
ment is improvement of learning, then assisted performance by the stu­
dents is allowed (Shepard, 2003). 

Function and Evaluation of Technical Quality of 
Assessments 

Purpose and context also determine the assessment's technical 
requirements. Three key factors have been mentioned as critical for the 
technical quality of assessments: validity, reliability, and fairness. 
Standards for technical accuracy are quite different for large-scale than for 
classroom assessments, but both must meet their respective standards in 
these areas (National Research Council, 2003). Due to the potential conse­
quences attached to large-scale assessment results, which may be used for 
accountability, certification, and internal school decisions about tracking 
and grading, the technical quality of these assessments assume greater 
importance than those used in classroom assessments (Black, 2003; 
Shepard, 2003). The evidence collected and procedures used to provide 
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evidence about the validity and reliability of large-scale assessments tend 
to be more complex and require more evidence than evaluations of the 
technical quality of classroom assessments. Also, the clinical judgment of 
teachers plays a more important role in classroom assessment (Shavelson 
et al., 2003), which tends to focus on formative assessment issues: main­
taining a clear view of the learning goals, considering information about 
the state of students' performance, and taking actions to close perfor­
mance gaps (Sadler, 1989). 

FINAL COMMENTSABOUTTHE 
ACHIEVEMENT FRAMEWORKAND 
THE ASSESSMENT SQUARE 

The examples presented in this chapter focus on assessment tasks that 
could exemplify items for embedded classroom or for large-scale assess­
ment (for formative or summative purposes). I focus now on informal for­
mative assessment-assessment that generates evidence of learning during 
the course of daily classroom activities and that can take place at any level 
of student-teacher interaction, whether whole class, small group, or one­
on-one (Bell and Cowie, 2001; Duschl, 2003; Shavelson, Black, Wiliam, 
and Coffey, 2003). We (Ruiz-Primo and Furtak, 2004, in press) have 
adopted the term assessment conversation (Duschl and Gitomer, 1997; 
Duschl, 2003) to refer to these daily instructional dialogues that embed 
assessment into an activity already occurring in the classroom. Assessment 
conversations permit teachers to recognize students' conceptions, mental 
models, strategies, language use, or communication skills in order to guide 
instruction. 

Assessment conversations center on questions that help to make stu­
dents' thinking explicit. Assessment conversations can also tap different 
types of knowledge. The quality of questions teachers ask the students ver­
bally and informally during a classroom discussion, or more formally in 
written formats to guide the students' discussions, can also be designed 
with different cognitive demands and tapping different types of knowl­
edge. For example, a teacher may ask "What is density?" (declarative 
knowledge focusing on recalling information), or he can ask, "How do you 
know that?" or "What evidence do you need to support your explanation 
of density?" (schematic knowledge focusing on explanations). Questions 

223 



Assessment in Science and Mathematics: Lessons Learned 

in assessment conversations that tap knowledge at higher levels can allow 
teachers to gather better information about students' levels of under­
standing than questions that just focus on recalling information-or 
worse, on simple answers with low/null cognitive demands (e.g., Teacher: 
"Is density a property of the objects?" Student: "Yes"). 

Like formal assessment tasks, informal assessments can derive from a 
construct (What knowledge and skills do I want my students to learn?), 
from observation models (Which aspects of student performance are the 
most important to focus on? How will students demonstrate their knowl­
edge and skills?), or from assessments (What questions or tasks will help 
me to know whether or not my students can solve mathematical prob­
lems?). In informal classroom assessment, scoring can be informal. It is 
probably obvious that reliability for informal assessment is not possible to 
calculate. However, it is important that teachers always think about whether 
the informal prompts they use reflect the learning goals, whether they draw 
out the targeted knowledge and skills, and whether they can be used to 
compare students' responses across different types of questions and tasks. 
Consistency of students' responses across tasks provides evidence of the 
validity of the inferences made based on the information collected. 

CONCLUSION 
In this chapter, I have described a way to conceptualize achievement 

and assessment. Achievement has been conceptualized as types of knowl­
edge (declarative, procedural, schematic, and strategic) that represent dif­
ferent levels of organization of knowledge. I have also described the 
assessment square as a strategy for developing, selecting, and evaluating 
assessments. The strategy has four components: construct to be measured, 
observation models, assessment, and inferences. I have also discussed two 
contexts of assessments, large-scale and classroom assessments, which 
determine how assessments are designed, implemented, and evaluated. 

At SEAL, we have built assessments for both large-scale and classroom­
embedded science assessments, which have been developed or analyzed 
based on the conception of achievement presented (Stanford Education 
Assessment Laboratory [SEAL], 2003). This conceptualization has provided 
a lens not only for building assessments, but also for analyzing the curricu­
lum or standards on which a large-scale assessment is based. We have used 
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the assessment framework for guiding the evaluation of the developed 
assessments. The framework has led to a more accurate profile oflarge-scale 
assessments in terms of types of knowledge tapped, and to the design of 
assessments that better tap diverse types of knowledge. Furthermore, it has 
been made apparent that some curricula lead students to the development 
of declarative and procedural knowledge, but not to schematic and strategic 
knowledge. The implementation of the framework has provided enough 
evidence for curriculum developers to agree with our conclusions (SEAL, 
2003). The assessment framework has led to the design of a logical analysis 
strategy for analyzing assessment tasks, and has enabled us to focus on issues 
that have proved to be important sources of information in assessing valid­
ity (Ruiz-Primo et al., 2001). There is a hope that the strategies proposed in 
this chapter will prove to be as useful to members of the technology educa­
tion community as they have been to us (SEAL) in analyzing the quality of 
assessments. 

DISCUSSION QUESTIONS 

1. What do we mean by "achievement" in technology education? 
2. What are the issues that we need to consider in developing or select­

ing assessments to measure achievement in technology education? 
3. What types of assessments should we use to assess whether a person 

is technologically literate? 
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INTRODUCTION 
To apply skills assessment in trade and industrial (T&1) education, it is 

necessary to consider not only the nuts and bolts of assessment itself, but 
also the part T&I education plays in preparing society's future workforce. 
T&I education takes its raw material-the beginning student-and from 
that raw material molds a finished product, a skilled worker or an advanced 
student. One way the success or failure of this educational process is mea­
sured is through assessment techniques. However, to look at assessment 
before viewing its place in the systems that maintain it and the activities 
that precede it puts the cart before the horse. Assessment in T&I education 
can only be sensibly addressed by considering what pulls it. Long before 
educators can begin to design appropriate assessments for their T&I pro­
grams, they must identify the purpose and desired performance outcomes 
that comprise the driving force behind their assessment procedures. 
Identifying the components of a T&I program can only be done meaning­
fully, in conjunction with the needs of business and industry. 

The goals of this chapter are (a) to explain how a T&I program's pur­
pose, objectives, and assessments are interrelated; (b) to examine what is 
assessed in T &1 programs; (c) to consider the design of various assessment 
instruments used in T&I programs; and (d) to relate assessment to T&I 
program accountability. 
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HOW ARE A T&I PROGRAM'S PURPOSE, 
OBJECTIVES,AND ASSESSMENTS 
INTERRELATED? 

To maintain relevance, T&I education must reflect the continually 
developing needs of work organizations. As industry needs and require­
ments change and cultural assumptions alter, job-related criteria will 
adjust in turn. For example, in recent decades, as computer-based occupa­
tions have spread throughout the workplace, technical skill qualifications 
for employees have become more complex. A static skill set may have suf­
ficed in the past, but today's work environment requires versatile problem­
solving abilities. In today's work world, employees with flexibility, 
adaptability, and ingenuity may be prized more than those with fixed abil­
ities, regardless of how masterful they are (DTI Associates Inc., n.d.). 
Additionally, as the workforce culture has diversified, employers seek 
assurance that would-be employees possess a productive work ethic (Hill, 
2005). Employers will continue to require employees with adequate tech­
nical and skill competencies to meet new and evolving industry standards 
but will also seek employees whose social competencies and positive work 
attitudes enable them to perform effectively in diverse and changing work 
environments. It is the responsibility of T&I education to ensure that the 
competencies taught in T&I programs match the needs of to day's business 
and industry. 

To accomplish this goal, T&I programs must implement a systematic 
approach in designing and evaluating the total process of learning and 
teaching. This approach must link with industry to determine and inte­
grate the T&I program's purpose, its specific performance objectives, and 
its selection of appropriate assessment methods-all of which combine to 
bring about valid and effective instruction. Like tongue-and-groove joints, 
these various components of the T&I program are both integral and inter­
related. Missing one, the T&I program will not have its basic building 
materials, and if the components do not fit snugly together, the program 
will fail to cohere. According to Morrison, Ross, and Kemp (2004), ques­
tions that need to be answered before one can create appropriate assess­
ments include the following: 
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For whom is the program developed (purpose)? 
What do you want the students to learn or demonstrate (objectives)? 
How is the content best learned (teaching methods)? 
How do you determine the extent to which the learning is achieved 
(assessment) ? 

These four fundamental components-purpose, objectives, methods, 
,md assessment-form the framework for systematic instructional plan­
ning (Morrison, Ross, and Kemp, 2004). 

T&I Program Purpose 
Although different T&1 programs may have different foci, the pro­

gram exists to fill certain needs determined by society, business and indus­
try, and/or local school systems. Typically, there are three predominant 
purposes that T&1 education serves. Many T&1 programs in the secondary 
school setting combine two or even all three of these purposes. 

At its most elementary level, T&1 education has the purpose of career 
exploration. At this level, students in the program are provided with the 
opportunity to investigate a variety of T&1 career areas in broad terms. This 
allows the students to examine their aptitude and interest in a career field 
before they invest the time and the cost of further training in a postsec­
ondary institution, whether it is a technical school, college, or university. 

A second purpose of T&I education is to prepare workers for entry­
level employment. When this is the focus, students enrolled in T&1 pro­
grams often plan to go directly into the workforce after graduating from 
their secondary schools. For this reason, T&1 educators with this as their 
program's aim must align their training programs to closely articulate with 
industry needs through methods such as the implementation of advisory 
boards, mentorships, job-shadowing programs, and other close associa­
tions between students, T&I teachers, and industry specialists. 

At its most advanced level, a T&I program's purpose is to form a part­
nership between a secondary and postsecondary institution to promote a 
seamless education in which students transition smoothly from the sec­
ondary school to the postsecondary institution for advanced training. This 
is accomplished through arrangements such as Tech Prep, in which students 
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receive credit at the postsecondary institution for courses studied in the sec­
ondary school classroom and, after graduating from high school, enroll in 
the postsecondary institution for further training (U.S. Department of 
Education, 2006). Integral to this process is cooperation and communica­
tion among all the participants, namely, students, teachers at both the sec­
ondary and postsecondary institutions, and experts from business and 
industry. Currently, 7,400 high schools, or approximately 47% of the 
nation's high schools, offer at least one Tech Prep program. Nearly every 
technical and community college in the United States participates in a Tech 
Prep consortium. Other participants include four-year colleges and univer­
sities, employer and union organizations, and private businesses (U.S. 
Department of Education, 2006). 

T&I Program Objectives 
Performance objectives state what a learner is expected to know, do, 

and value after instruction. Only after a T&I program's purpose is clarified 
is it possible to define the program's performance objectives. It is the pur­
pose of the T&I program that dictates the expectations of what knowledge 
students in the program will learn, what skills they will master, and what 
attitudes they will adopt. 

With the final component of the learning process-assessment-in 
mind, the performance objectives are expressed using clearly measurable 
terms so that meaningful assessment becomes possible. For example, a 
performance objective in a T&I program whose purpose is career explo­
ration might be to "identify 10 different careers in the construction indus­
try:' An objective in a program whose purpose is to prepare students for 
entry-level employment might be to "interpret the symbols on a blue­
print." If the purpose of the program is preparation for postsecondary 
education, a performance objective might be to "create a blueprint using 
computer-aided design software." In each case, the statement of the objec­
tive, using concrete verbs such as "identify;' "interpret," or "create;' makes 
it possible to design a valid assessment that determines whether a student 
mastered the objective. 
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Just as the performance objectives hinge upon a clearly defined pur­
pose, so too do learning activities evolve from clearly stated performance 
objectives. Only after the performance objectives are determined can 
meaningful instruction be designed. Instructional methods, classroom 
exercises, and student projects are all focused on achieving the results out­
lined by the performance objectives. 

T&I Program Assessment Methods 
After the purpose is defined, the performance objectives are deter­

mined, and the instruction has occurred, it is assessment that reveals 
whether or not the T&I program has accomplished its goals. Assessment 
might be considered the final phase of T&I education, and, like the 
Olympic race after all the years of preparation and training, assessment is 
the phase in which the T&I program proves its worth. It is assessment that 
provides assurance to the businesses and industries that make use of the 
program's final "product" that a T&I program is successfully preparing 
employees capable of fulfilling their business needs. 

The assessment measures the extent to which the performance objec­
tives have been met. If the objectives are designed to comply with the T&I 
program's purpose, are planned with the needs of business and industry in 
mind, and are written in terms of outcomes that can be meaningfully mea­
sured, they can be reliably examined. In this final phase, the four compo­
nents of the learning process-purpose, objectives, teaching methods, and 
assessment-come together in a unified picture of the T&I program. 

WHAT IS ASSESSED INT&I PROGRAMS? 

Intellectual and Problem-Solving Skills 
T&I programs must encompass a broad range of instruction that calls 

for the teaching of knowledge, training of skills, and molding of workplace 
attitudes. These three areas of learning are often referred to as the cate­
gories (or domains) of cognitive, psychomotor, and affective learning. 
Each of these domains is further organized within a hierarchy of learning 
levels from simple to complex. 
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In designing valid assessment instruments, a T&I teacher must take 
care to address each of these three domains of learning, as well as ensure 
that the assessments encompass the spectrum oflearning levels. It is essen­
tial that teachers prepare objectives and assessments at all levels of the 
hierarchies, sequencing the teaching and testing of objectives from simple 
to more complex. Objectives at lower levels of complexity must be mas­
tered in order for students to achieve more complex behaviors (Borich, 
2004). Alexander (1996) points out that when task-relevant knowledge or 
skills necessary for acquiring more complex behaviors have not been 
taught, students may demonstrate high error rates and less active engage­
ment in the learning process at the higher levels of behavioral complexity. 
Additionally, categorizing learning into separate cognitive, affective, and 
psychomotor domains does not mean that learning in one domain is not 
needed for learning in other domains (Anderson et aI., 2001). For exam­
ple, participating in a laboratory activity requires not only thought (cog­
nitive domain), but operating a tool or piece of equipment (psychomotor 
domain), and having an attitude to safely complete the activity (affective 
domain). Although a single learning objective often refers to behaviors 
from only one of the three domains, one or more behaviors from the other 
domains often are necessary for the dominant learning behavior to occur. 

Within the cognitive domain, learning may occur from the lowest 
level, in which a learner memorizes terms or facts, to the highest level, in 
which a student solves complex and novel problems. To assess learning at 
the lowest level, a student might, for example, be required to label parts of 
an engine. At the top of the hierarchy, the teacher assesses problem­
solving abilities. Here the teacher might present the student with a variety 
of malfunctioning engine symptoms to analyze and require him or her to 
diagnose the problem and repair the defective part. 

As emerging technologies and employer expectations have evolved, 
the intellectual skills of the cognitive domain have become increasingly 
emphasized in T &1 programs. During the industrial age of the early 1900s, 
education created a system that best met the workplace needs of industrial 
manufacturing and assembly lines. Schools educated students with skills 
to match those jobs. As the needs of society have changed to make use of 
new technologies, the role of education has changed so that students are 
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now being prepared to live, learn, and work in an international commu­
nity (Edwards, 1998). Formerly, achieving the facility and dexterity of a 
master craftsman may have placed a large proportion of the goals of voca­
tional training in the psychomotor domain, but to be successful in today's 
workforce additional skills in problem solving are needed in such areas as 
entrepreneurship, marketing, teamwork, leadership, sales, and writing 
business plans (Georgia Department of Education, 2006). 

Process and Product 
Despite the movement within T&1 training toward more emphasis on 

cognitive skills, in many T&1 programs the largest percentage of learning 
still occurs in the psychomotor domain. Assessment in this domain is cen­
tered on evaluation of processes and products. Although closely related, 
processes and products are not the same. A process is a method of doing 
something and often involves a number of ordered steps. Its aim is to com­
plete a specified task or to produce a particular product. Its assessment 
determines to what extent students demonstrate mastery of the steps 
required to produce a product, but does not appraise the product itself. A 
product, on the other hand, is the completed outcome, or result, of a 
process. To assess a product, the teacher evaluates the degree of comple­
tion and the quality of the finished piece. 

The distinctions between the assessments of processes and products are 
(a) the object of the evaluation and (b) the time frames in which the scor­
ing or evaluation occurs. When the focus is on the process-the "doing"­
scoring examines the method of performance and occurs at the same time 
as the performance. For example, in a culinary arts class, a teacher might 
evaluate students as they mix batter for a cake to determine if they are fol­
lowing the appropriate steps in the correct order. Steps that might be evalu­
ated are such things as whether the student used the correct measuring 
spoons, added the ingredients in the proper order, or mixed the batter to the 
right consistency. In contrast, when evaluating cake baking as a product 
rather than a process, the quality of the baked and completed cake is 
assessed. At this time, the teacher might evaluate qualities such as whether 
the cake has evenly risen, completely baked, and has a light, fluffy texture. 
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Attitudes and Personal Qualities 
The affective domain relates to personal qualities, values, attitudes, 

and, of particular importance to T&I fields, interpersonal relationships. 
Hill states that "workplace supervisors and team leaders value workers 
who possess a positive work ethic)) (Hill, 2005, p. 5), yet "the increasingly 
diverse workforce and the challenges this diversity brings to the traditional 
camaraderie of work)) lead to potential areas of conflict and differences in 
work ethic standards (p. 17). Today, more than ever, it is the task of a T&I 
training program to design assessment measures that will assure prospec­
tive employers that the T&I education graduates have acquired work-ethic 
traits that enable them to be successful employees. Some of the items to 
assess in the affective domain are a student's capacity to work coopera­
tively in team settings, ability to resolve conflicts, willingness to complete 
tasks or assignments, and tendency to attend class regularly and on time. 

HOW DOES A T&I TEACHER DESIGN 
ASSESSMENT INSTRUMENTS? 

Criteria for Selecting an Assessment Method 
Assessment is the culminating element of the four fundamental com­

ponents that frame instructional planning. To select appropriate assess­
ment methods for a T&I program, it is once again necessary to consider its 
three prior components, that is, the T&I program's purpose, its objectives, 
and its teaching methods. 

The selection of an assessment method is, in large part, directed by the 
purpose and objectives of the T&I program. The intent of the objective 
and the choice of action verbs used in the statement of the objective often 
dictate the appropriate type of assessment. An objective that requires a 
student to "identify)) objects or "define)) terms may prescribe a matching or 
short answer paper-and-pencil-type assessment, whereas an objective that 
asks a student to "create)) a product calls for a more authentic or hands-on 
assessment technique. The difficulty level of the assessment must corre­
spond to the purpose of the program and therefore depends on whether 
its purpose is to provide the students with an opportunity for career 
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exploration, to prepare the students for entry-level employment, or to 
enable the students to transition smoothly from the secondary school to 
an institution of advanced training. 

Ideally, an assessment should not only supply a source of scores for 
grading the students but also provide a teaching tool that enhances the 
students' learning opportunities. This is more likely to be accomplished by 
using rubrics to assess processes or projects, rather than by using tradi­
tional paper-and-pencil tests (Burns, 2005; Wiggins, 1989). When a 
teacher shares rubrics with students prior to instruction and assessment 
and provides students with the opportunity to discuss and use the rubrics 
for self-checks, students are empowered to take charge of their own learn­
ing. The students become more focused and self-directed, find learning 
and assessment less threatening, and are more reflective about their learn­
ing (Custer, 1996). Because students vary in their preferred learning styles, 
the teacher should also make use of a variety of assessment methods. In 
addition to accommodating students' differing learning styles, the use of 
an array of assessment instruments allows for evaluation at various levels 
in the learning hierarchy. 

While many of the criteria for selecting assessment methods are 
related to the fundamental components of instructional planning, others 
are strictly pragmatic and concern issues of cost, time, and feasibility. 
Expense may be a consideration if the assessment procedure requires pro­
viding the students with materials, which is often the case with skills 
demonstrations and other authentic assessments. Time may also be a lim­
iting factor, not only the time involved in administering the assessment, 
but also the time involved in preparing the assessment instrument. Lack of 
appropriate or sufficient laboratory equipment may also prohibit the use 
of some assessment techniques. 

Aligning the Assessment Instrument to the 
Learning Domain 

T&I teachers must evaluate knowledge learned, skills mastered, and 
attitudes adopted. Each of these areas of learning tends to lend itself to 
specific assessment methods. Therefore, once the teacher has selected the 
objectives to be assessed and determined the assessment's appropriate 
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difficulty level, he or she must also choose an assessment form that aligns 
with the domain of learning that is to be evaluated. 

The cognitive domain, which involves factual knowledge, intellectual 
reasoning, and problem solving, has traditionally been assessed with con­
ventional paper-and-pencil testing techniques. At the lower levels of the 
cognitive hierarchy, paper-and-pencil methods such as matching items, 
simple multiple choice, true/false questions, and completion items are 
often used, while short-answer, more complex multiple-choice, restricted 
essay, and unrestricted essay methods can be used to assess skills at a 
higher cognitive level. Recently, educators have advocated a move away 
from paper-and-pencil tests when assessing higher-level cognitive skills, 
instead replacing them with authentic assessments. (Readers may refer to 
chapters 3 and 4 for more detailed discussions of traditional and perfor­
mance assessments.) These include such methods as analyzing case stud­
ies, synthesizing ideas by writing papers, and reflecting and evaluating 
through the creation of portfolios (Ward and Murray-Ward, 1999; Taggart 
and Wood, 1998). While authentic forms of assessment can furnish a more 
comprehensive picture of students' abilities, devising a reliable scoring 
system for them may present a challenge. This difficulty can often be sur­
mounted by the use of scoring rubrics. Four particularly useful rubric for­
mats for T&I that are discussed in this chapter are checklists, rating scales, 
score cards, and employability charts. 

Checklists, rating scales, and score cards also provide a means of assess­
ing processes, products, and other skills which fall largely in the psychomo­
tor learning domain. A checklist is a list of characteristics, criteria, or steps 
that the teacher expects the student to exhibit, apply, or follow. It requires a 
simple "check" of whether or not each item on the list has been addressed. 
That is, for each item on the list, the student has either fulfilled that require­
ment or the student has not (see Figure 1). A teacher can easily customize a 
checklist to suit the skill he or she wishes to assess. The list of characteristics 
might describe the required features of a finished product, or the steps 
might outline the necessary actions to be taken in a process. 
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Figure I. Example of a checklist for a process (using a microscope). 

I. Takes slide. 

2. Places drop of culture on slide. 

3. Places slide on stage. 

4. 

5. Turns to low-power objective. 

6. Turns to high-power objective. 

7. Keeps eye to eyepiece while adjusting. 

8. Removes slide from stage. 

9. Wipes objective with lens paper. 

10. Wipes eyepiece with lens paper. 

Total Score 

A checklist can also serve as a teaching method in and of itself. 
Students, provided in advance with a checklist, can follow its steps as they 
learn to complete a process, or they can use the checklist to evaluate and 
reflect on their own or each other's completed projects. 

A checklist is simple to create and straightforward to apply, but because 
quality is not appraised, it provides only a quick, surface evaluation. For a 
more in-depth evaluation, a rating scale may be more appropriate. 

Like a checklist, a rating scale lists a set of characteristics. However, 
unlike a checklist, accompanying each characteristic on the rating scale is a 
set of multilevel descriptors, with a specific point value assigned to each 
level, based on the quality of work exhibited in each category (see Figure 2). 
The rating-scale format of a rubric is ideal for assessing student attitudes 
and behaviors. Because of the multilevel descriptors, students can readily see 
the lowest or most undesirable type of attitude or behavior, as well as the top 
level. This aids students in knowing what is expected of them. It is possible 
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to accomplish both self-evaluation and cooperative evaluation using this 
format (Burns, 2005). Although a rating scale is more difficult to devise than 
a checklist, this addition of a scoring system gives a rating scale an advantage 
over a simple yes-no checklist. Rating scales assess not just whether a char­
acteristic is present or whether a procedure has been followed, they also 
allow for a nuanced numeric evaluation of how fully the characteristic is 
exhibited or how accurately the procedure is performed. 

Figure 2. Excerpt from a rating scale:"How I Rate as a Team Player:' 

I never follow directions. 
I do not work well with others. 
I am never on task or focused. 

CONTRIBUTIONS 
TO TEAM 

I do not contribute. 
I am unwilling to work. 

LITY 

I am never on time. 
r never have material. 
I am never accountable. 
I never finish work. 

COMMUNICATION 
SKILLS 

I am narrow-minded. 
I do not share ideas. 
I monopolize the 
conversation. 
I ignore team members. 

I follow directions sometimes. 
I work well with others sometimes. 
I am on task most of the time. 
r sometimes remain focused. 

I contribute only when directed 
or contribute i.nfrequently. 
I am sometimes willing to work. 

J am usually on time. 
I usually have material. 
I am usually accountable. 
I usually finish work. 

I am usually open-minded. 
I sometimes share ideas and 
let others share. 
I sometimes listen. 

I always follow directions. 
I work will with others. 
I always stay on task. 
I always remain focused. 

I contribute frequently, 
needing little direction. 
I am willing to do the work. 

I am always on time. 
I always have material. 
I am always accountable. 
I always finish work. 

I am open-minded. 
I share ideas and let others 
do the same. 
I always listen to others. 

A scorecard is a hybrid of a checklist and a rating scale. Like a check­
list, a scorecard lists a set of characteristics, and the teacher places a check 
mark to indicate whether each characteristic has or has not been demon­
strated by the student. At the same time, however, the scorecard provides 
a fixed point value for each item on the list, thus making it possible to 
assign a student a numeric score (see Figure 3). Scorecards can be inte­
grated into the learning process by allowing students to help develop the 
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score card for a specific assignment, including the list of characteristics to 
be placed on the score card and the point values to be assigned to each 
characteristic. When scorecards are used as a means of self- or cooperative 
evaluation, they function both as an assessment system and as an addi­
tional teaching method. 

Figure 3. Example of a scorecard: Scorecard for a business-writing product. 

I. Ideas 
Well-defined 
Clear presentation 
Supporting arguments 

2. Organization 

15 

Logical presentation of topics 10 
Conclusion follows from details 

3. Development 
All details relevant 10 
Variety in sentence structure 

4. Conventions 
Appropriate language for intended 20 
audience 
Grammatical constructions 
Spelling 

5. LJOICUmlenT 

Total 

Traits that fall in the affective domain of learning can be particularly 
troublesome to score with impartiality. Nevertheless, T&I teachers, as they 
prepare their students for the workforce, may need to assess their students' 
attitudes and personal qualities, particularly in areas that apply to work 
ethics. By adapting checklists and scorecards for this purpose, subjectivity 
can be minimized and fairness and reliability increased. One example of 
this adaptation is an "employability chart;' which incorporates a variation 
of a scorecard and makes it possible to assign numeric scores to personal 
traits that concern a would-be employer. Like the rating scale, the employ­
ability chart describes levels of each behavior listed. Rather than allotting 
points for characteristics demonstrated by a student, an employability 
chart may work in reverse: all students begin with 100 points and points 
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are deducted for behaviors that detract from employability. By subtracting 
points for not following directions, inefficient use of time, cheating, exces­
sive absences, lack of group participation, nonadherence to dress codes, 
use of profanity, or other unprofessional conduct, the resulting "employa­
bility score" can assess values, such as honesty and integrity; work-ethic 
qualities, such as dependability and initiative; and interpersonal skills, 
such as cooperativeness and courtesy. 

In cases where the teacher wants a general understanding of a stu­
dent's viewpoints and attributes rather than a numeric score, attitudes and 
personal qualities can be assessed informally through the use of question­
naires, student journaling, and personal conferences. 

HOW ARE T&I ASSESSMENT STRATEGIES 
AND PROGRAM ACCOUNTABILITY 
RELATED? 

Student assessment, which takes place shortly after learning has 
occurred, determines the degree to which the program's learning objec­
tives have been met by each individual student. Program accountability, on 
the other hand, determines the effectiveness of the entire program-its 
curriculum, its resources, its procedures, its activities, and the overall com­
petence of its student graduates. To some degree, program accountability 
can only be determined after graduates have moved on to business and 
industry or to postsecondary educational settings. 

Like all school programs, T&I programs are accountable to their local 
school systems, their state departments of education, and, under the No 
Child Left Behind legislation, the federal government. In many cases, 
accountability to these agencies is ensured through standardized testing or 
through on-site reviews by outside accreditation agencies, such as the var­
ious regional branches of the Association of Colleges and Schools. 

T&I programs, however, in contrast to other secondary school pro­
grams, have additional accountability requirements. Because T&I pro­
grams receive funding through the Carl D. Perkins Act, they must adhere 
to the Perkins accountability guidelines. Perhaps most importantly, to 
merit continuance, T&I programs must assure business and industry that 
the skills they teach are relevant and that the students they graduate are 
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able to perform as capable and ethical professionals. Some T&I programs 
provide this assurance in part by preparing their students for industry 
licensure. Because licensure requirements are set by industry, independent 
of the secondary school program, when a T&I program's students success­
fully meet the license requirements, the program receives independent 
corroboration of its efficacy. Other T&I programs demonstrate their 
accountability by fulfilling the requirements and standards set by business 
and industry for industry certification. These industry-certified T&I pro­
grams receive credentials, once again from sources outside the school sys­
tem, that validate and confirm their program's relevance. 

All T&I programs, like other educational programs, must collect data 
on an ongoing basis to assess program effectiveness. Regardless of how a 
T&I program is assessed, a viable T&I program must be flexible and able to 
revise its purpose, goals, and objectives as business and industry require­
ments and conditions change in today's dynamic economic environment. 

CONCLUSION 
A T&I program's purpose, objectives, instructional methods, and 

assessments are interrelated and must be coordinated for greatest effec­
tiveness. Its purpose determines its objectives, which, in turn, guide both 
instruction and assessment procedures. Education in T&I fields involves 
the teaching of knowledge, development of skills, and molding of atti­
tudes. To evaluate learning in each of these three domains requires the use 
of a variety of assessment instruments. Although traditional paper-and­
pencil testing may serve to assess the simple memorization of facts, evalu­
ating higher-level competencies, such as the completion of a process or the 
creation of a product, may require the use of authentic assessment tech­
niques. Used in conjunction with authentic assessments, checklists, rating 
scales, scorecards, and employability charts aid in eliminating scoring sub­
jectivity. T&I programs can demonstrate their relevance and validity 
through student licensure, industry certification, or program assessment. 

Knowledge of assessment is equally important to teachers in all fields. 
T &I and technology education teachers must be well versed in evaluating 
learning in the cognitive, psychomotor, and affective domains. Both pro­
gram areas are aimed at developing the "whole individual" with hands-on 
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experiences and career exploration opportunities. In addition to knowl­
edge testing, teachers in both areas must assess laboratory experiences, 
processes and products, and attitudes or work ethic. While the curriculum 
focus of technology education is different than T&I, teachers in both pro­
gram areas need to employ a variety of assessment techniques to gain a 
more complete picture of student learning and of program effectiveness. 

DISCUSSION QUESTIONS 

1. How do your assessments match your program's purpose? 
2. How do you think learning objectives dictate your selection of assess­

ment techniques for your program? 
3. How could you as a teacher use a checklist, rating scale, scorecard, and 

employability chart in your program? 
4. What do you think is the value of assessing your students in all three 

domains of learning? 
5. What do you think are some advantages and disadvantages of authen­

tic assessment techniques versus paper-and-pencil testing? 
6. How do national standards, state standards, and industry or work­

force development standards affect how you as a teacher design 
assessments in your classroom? 
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CHAPTER GOALS AND OBJECTIVES 
This chapter focuses on assessment of technology teacher education 

programs. The overall purpose of this chapter is to present acknowledged 
principles, practices, and content used to assess total technology education 
programs, a process known as program assessment. More specifically, this 
chapter is designed to 

analyze the 10 major principles of program assessment; 
compare different program assessment styles, measures, and techniques; 
identify various program assessment organizations; 
determine principles, procedures, and content used to assess the 
instructional design of technology education programs; 
determine principles, procedures, and content used to assess teacher 
candidates and faculty in technology education programs; 
identify additional program assessment components and strategies for 
teacher candidates and faculty in technology education programs; and 
identify the principles and procedures used to assess physical facility 
components of technology education programs. 

Although many of the principles and strategies described here could 
be applied to program assessment in any type of educational setting, the 
primary emphasis will be on assessment of technology teacher education 
programs at colleges or universities. 

251 



Conducting Program Assessments 

PRINCIPLES OF PROGRAM ASSESSMENT IN 
TECHNOLOGY EDUCATION 

Program assessment is defined as the process of assessing educational 
effectiveness and student achievement in regards to the total technology 
education program. To assess any technology education program ade­
quately, it is necessary to base the assessment on a set of sound and logical 
assessment principles (Banta et al., 1996). Understanding the following 
10 assessment principles will help technology educators better assess their 
technology education programs. Each principle is presented and defined. 
In addition, several questions are presented to help technology education 
faculty better discuss, define, and analyze each of these principles during 
any program assessment process. 

Assessment Principle One: The assessment of student learning begins 
with educational values. Program assessment is not an end in itself. It is a 
means to improve instruction, student achievement, and the overall tech­
nology education program. Its effective practice begins with and endorses 
a vision of the kinds of learning we most value for technology education 
students. Educational values should drive not only "what" we choose to 
assess in technology education, but also "how" we assess it. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 
• Why should program assessment be considered a means to an end? 
• How do faculty members define the process of learning? 
• Why is the "how" of a learning experience so important? 
• Which is more important, the "what" or the "how" of program assess­

ment in technology education? 

Assessment Principle Two: Assessment is most effective when it reflects an 
understanding of learning as multidimensional, integrated, and revealed in 
student performance over time. Learning in technology education is a com­
plex process. It entails not only what technology education students know, 
but also what they can do with this knowledge. It also involves student val­
ues, attitudes, dispositions, and habits of mind. Standards-based curriculum 
design and assessment efforts attempt to define what the disciplinary knowl­
edge, abilities, and dispositions should be. All of these components affect 
both academic success as well as performance beyond the classroom. 
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Program assessment should reflect this assessment principle by employing a 
diverse array of assessment methods, including those that call for actual per­
formance. These should be used over time so as to measure change, growth, 
and increasing degrees of integration of technological subject matter. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 

What types of assessments should be used for our program assessment? 
Why should a variety of assessments be used? 
Why should program assessment be continued over time? 

Assessment Principle Three: Assessment works best when the program 
it seeks to improve has clear, explicitly stated purposes. Program assess­
ment in technology education should be goal-oriented. It entails compar­
ing educational performance with educational purposes and expectations. 
These should be derived from the institution's mission, vision, and 
instructional framework; from the department's mission, vision and goals; 
and from overall course objectives and design. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 

Why should program assessment be tied to the goals of the program? 
• What is the relationship between the institution's mission statement, 

the department's mission and goals, and specific course objectives? 
What is the relationship between the stated mission, goals, and objec­
tives and the assessment practices we are using? 

Assessment Principle Four: Assessment requires attention not only to out­
comes but also and equally to the experiences that led to those outcomes. 
Information about student learning outcomes in technology education is 
of very high importance. In other words, it matters greatly where technol­
ogy students "end up:' However, to improve the technology education 
learning experience, we need to know about student experiences along the 
way. We need to know about the curricula, teaching styles, and kinds of 
student efforts that led to particular technology education outcomes and 
standards. In most technology education program assessments, the out­
comes are directly related to the Standards for Technological Literacy: 
Content for the Study of Technology (International Technology Education 
Association [ITEA], 2000). 
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Questions to be discussed among the faculty to address this principle 
of program assessment should include: 
• Why is it important to know how students get to where they are going? 
• How do the technology education curriculum, teaching methods, and 

student efforts and experiences lead to a particular outcome? 

Assessment Principle Five: Assessment works best when it is ongoing and 
continuous, not episodic. Program assessment is a cumulative process. 
Although isolated or one-time event assessment can be better than none, 
program assessment is best fostered when it entails a linked series of 
assessment activities completed over time. This means tracking the 
progress of students over time and collecting data about program activi­
ties and outcomes on an ongoing basis. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 

Why should program assessment be continuous and cumulative? 
• What happens if program assessment is isolated or a "one-time event"? 
• How will a continuous and cumulative approach to program assess­

ment affect the way our technology education program operates? 

Assessment Principle Six: Assessment fosters wider improvement when 
representatives from across the educational and business communities are 
involved. Student learning is a school-wide and community responsibility. 
Program assessment strategies should recognize and reflect that shared 
responsibility. Thus, while program assessment efforts may start small, the 
goal over time is to involve a variety of educators, businesspeople, and 
other members of the community. Program assessment should certainly 
include others from outside of the field of technology education. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 
• Why should program assessment be both a campus and a community­

wide responsibility? 
• What are the advantages of having broader involvement from the 

community? 
• What other groups or individuals should, or could, be involved with 

our program assessment process? 
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Assessment Principle Seven: Assessment makes a difference when it 
begins with critical issues and illuminates questions that people really care 
about. Program assessment in technology education recognizes the value 
of information to help in the process of improvement. But to be useful, 
program assessment practices should be connected to issues or questions 
that technology education teachers really care about. This can often 
include standards developed by the larger professional community, such as 
the Standards for Technological Literacy. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 

Why is it important to connect program assessment to issues that 
teachers really care about? 
What are examples of issues that concern technology education teachers? 

Assessment Principle Eight: Assessment is most likely to lead to improve-
ment when it is part of a larger set of conditions that promote change. Just 
conducting a program assessment process in technology education may 
change little. The greatest contribution of program assessment within any 
technology education program comes when it is part of a wider program 
improvement initiative, such as national accreditation or campus reform. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 
• What should be the relationship between program assessment and 

teaching and learning in technology education? 
• How does classroom assessment relate to the quality of teaching and 

learning in technology education? 
• What are the national goals, objectives, or standards the institution is 

trying to attain? 

Assessment Principle Nine: Through assessment, educators meet respon­
sibilities to students and to the public. More than ever, there is today a com­
pelling and important public stake in any education system. As technology 
education faculty we have a responsibility to the public that supports and 
depends on us to provide pertinent technological knowledge and skills to 
the students for their success in the future. 
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Questions to be discussed among the faculty to address this principle 
of program assessment should include: 

Should technology educators be concerned about public opinion of 
their programs? 
Do we have a responsibility to the public to teach to the Standards for 
Technological Literacy? 
What relationship exists between accountability and program 
assessment? 

• How does a strong program assessment process in technology educa­
tion contribute to improved accountability? 

Assessment Principle Ten: Assessment is most effective when undertaken 
in an environment that is receptive, supportive, and enabling. Successful 
technology education program assessment requires an environment char­
acterized by effective leadership, administrative commitment, adequate 
resources (clerical support, funding, etc.), faculty and staff development 
opportunities, and time to carry out the program assessment process. 
Furthermore, to achieve the desired program improvement goals that typ­
ically drive program assessment, these assessment activities must be 
approached openly and without fear of castigation, which might otherwise 
cause negative findings to be hidden or whitewashed. 

Questions to be discussed among the faculty to address this principle 
of program assessment should include: 
• Does the leadership within our institution support program assess­

ment and program improvement activities? 
• What other institutional resources are available to assist in the pro­

gram assessment process? 
• Is there sufficient faculty and staff development to effectively imple­

ment program assessment? 

PROGRAM ASSESSMENT MEASURES AND 
TECHNIQUES 

Both formative (usually focuses on program improvement) and sum­
mative (usually focuses on evaluation for accountability) assessments are 
typically incorporated into the overall program assessment process. The 
following examples of assessment techniques represent some of the more 
common methods used to perform program assessment. 
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State Licensure Tests 
Most states require some type of standardized licensure test for state 

teaching certification, such as PRAXIS (basic test of mathematics, reading, 
and writing) and PRAXIS II (technology education specialty test of peda­
gogy and content). Student scores on these tests are one measure used to 
determine the quality of the program and how effective it is in preparing 
teacher candidates. Such tests are considered summative assessments and 
are often part of the program assessment process. 

Placement Rates 
This type of summative assessment technique is often used to deter­

mine if the graduates of the program are being placed in careers related to 
the objectives and goals of the program. 

Exit Interviews 
This type of assessment technique is used to gather information and 

to show overall student achievement from teacher candidates who have 
just completed a learning experience such as a course, a sequence of 
courses, or a complete technology education program. It can serve either 
a formative or a summative purpose. 

Student GPA 
This type of assessment is considered a summative assessment tech­

nique used to determine the teacher candidate's overall level of competence 
after completion of the technology education program. Program GPA 
assessment can be used for program assessment and reflects the overall level 
of teacher candidate achievement and skills in technology education. 

Student Portfolios 
This type of assessment is a collection of artifacts such as projects, 

papers, activities, assignments, lesson plans, curriculum units, educational 
philosophy, resumes, and awards that students have developed and com­
pleted throughout their entire technology education program. Most of 
today's portfolios are electronic rather than paper-based. Electronic port­
folios allow the use of live-stream video to provide a visual record of 
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teacher candidate performance. This type of assessment technique could 
be formative or summative, depending upon when the portfolio is 
assessed and how it is used in the program. 

Evaluation by Practicum Advisor 
This type of assessment technique is usually completed during a spe­

cific learning experience such as an internship, clinical experience, or stu­
dent teaching in order to alter or improve the experience, or to show 
teacher candidate achievement in technology education. This type of 
assessment is generally considered a formative style of assessment. 

Focus Groups 
This type of assessment involves a meeting between students and faculty 

in small groups with a set of questions designed to determine the level of 
competence, teacher candidate achievement, and candidate growth as the 
students progress through the program. This type of assessment technique 
is typically considered formative and can certainly be used to enhance the 
overall program assessment of technology education programs. 

Graduate Exit Survey 
Generally considered a summative assessment process, graduate surveys 

are used to identify graduate perceptions of the program and the overall 
quality and relevance of the technology education learning experience. 
Graduate surveys are usually conducted one to five years after graduation. 

Capstone Experiences 
This type of program assessment usually occurs during a senior sem­

inar or final course or experience in the technology education program. 
This type of program assessment is designed to integrate all of the learn­
ing experiences that have taken place within the program. It is typically a 
summative form of assessment. 

Employer Survey 
Generally, a survey is sent to employers who hire graduates, inquir­

ing about the employee's (graduate's) quality, competence, capabilities, 
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dispositions, and skill levels. Like graduate surveys, the trend for 
employer surveys is to send and complete them through e-mail using an 
online form. Usually this type of assessment measures the employer's 
satisfaction with the worker's skills and dispositions. This type of assess­
ment is considered summative. 

Other Assessments 
Other assessment techniques are also common in technology educa­

tion program assessments. Some of the more popular techniques include 
oral examinations, pretests and posttests, standardized tests, peer assess­
ments, rubrics and checklists, work samples, videos, student interviews, 
and computerized assessments (ITEA, 2003). These and other strategies 
are useful for gathering data that can assist in evaluating program quality, 
structure, delivery strategies, faculty, and other program features that may 
be included in the program assessment process. 

PROGRAM ASSESSMENT ORGANIZATIONS 

The National Council for Accreditation of Teacher 
Education (NCATE) 

The National Council for Accreditation of Teacher Education 
(NCATE), the largest national teacher education accreditation organiza­
tion, is a national accrediting body for schools, colleges, and departments 
of education whose goals are to establish and maintain high-quality 
teacher preparation. Through a meticulous assessment process, NCATE 
determines which schools, colleges, and departments of education meet 
rigorous national standards in preparing teachers and other school per­
sonnel such as principals and school counselors. Through this process of 
professional accreditation, NCATE strives to make a difference in the qual­
ity of teaching and teacher preparation (National Council on 
Accreditation of Teacher Education [NCATE], 2006). 

Five groups were instrumental in creating NCATE in 1954. These 
include the American Association of Colleges for Teacher Education 
(AACTE), the National Association of State Directors of Teacher 
Education and Certification (NASDTEC), the National Education 
Association (NEA), the Council of Chief State School Officers (CCSSO), 
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and the National School Boards Association (NSBA). They recognized the 
need for a strong, independent, quality assurance mechanism composed 
of all key stakeholders in education. 

NCATE's accreditation process is based on six standards: 
Standard 1: Candidate knowledge, skills, and dispositions 
Standard 2: Assessment system and unit evaluation 
Standard 3: Field experiences and clinical practices 
Standard 4: Diversity 

• Standard 5: Faculty qualifications, performance, and development 
Standard 6: Unit governance and resources 

The educational or professional unit on a campus as a whole is accred­
ited through an assessment process using these six standards. If the insti­
tution has a technology education program, the ITEA and Council on 
Technology Teacher Education (CTTE) Specialized Professional 
Association (SPA) evaluates and awards national recognition to that pro­
gram separately. The ITENCTTE SPA is the recognized professional asso­
ciation for technology teacher education programs. The ITEA/CTTE SPA 
has its own set of 10 standards for technology education, which have been 
approved by NCATE. These 10 standards, like the standards for other 
SPAs, help the department or professional unit on a campus to meet 
NCATE's Standard 1 (candidate knowledge, skills, and dispositions). 
Technology education departments submit a program report electroni­
cally that contains assessment data addressing the 10 standards. More 
information can be obtained on the CTTE and NCATE Web sites 
(NCATE,2006). 

Regional Accreditation Organizations 
Each region in the United States has a regional accreditation organi­

zation. These organizations assess all teacher education programs in the 
educational unit as a whole. Examples of these regional accreditation 
organizations would be the Middle States Commission on Higher 
Education (MSCHE) and the Southern Regional Education Board 
(SREB). The SREB, the nation's first multi-state compact for education, 
works to improve every aspect of education-from early childhood to 
doctoral degrees and beyond. The SREB compiles information, shares 
resources, evaluates teacher education programs, develops demonstration 
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programs, and conducts conferences. Goals include assurance that every 
student is taught by qualified teachers, and that activities related to teacher 
quality crosscut many of its activities (Southern Regional Education 
Board, 2006). The MSCHE evaluates degree-granting institutions of 
higher education based on standards developed by the colleges and uni­
versities that are members of the Middle States Association of Colleges and 
Schools. It accredits institutions that meet its standards and assists institu­
tions in improving their programs and services (Middle States 
Commission on Higher Education, 2006). Other regional accreditation 
organizations provide similar services to the SREB and the MSCHE. 

The National Board for Professional Teaching 
Standards (NBPTS) 

The National Board for Professional Teaching Standards' (NBPTS) 
mission is to advance the quality of teaching and learning by maintaining 
high and rigorous standards for what highly qualified teachers should 
know and be able to do, by providing a national voluntary system certify­
ing teachers who meet these standards, and by advocating related educa­
tion reforms. The certification process involves the development of an 
electronic teaching portfolio based on standards. To date, the NBPTS has 
developed standards in 27 fields and a process for assessing accomplish­
ments for each. One of the fields is Career and Technical Education, which 
includes as a cluster the area of technology education. National Board cer­
tification complements, but does not replace, state licensing, and depend­
ing on state and school district policies, offers individuals opportunities 
for more pay and greater mobility across states. The NBPTS also collects 
data related to Board certification and supports a research program that 
investigates the impact of National Board certification on teachers, stu­
dents, public policies, and educational reform (National Board for 
Professional Teaching Standards, 2006). 

State Standards 
In addition to national and regional organizations involved in pro­

gram assessment and accreditation, many state departments of education 
have established state standards that are used to evaluate different educa­
tional programs. These state standards are often used in conjunction with 
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national standards to assess a program's effectiveness. For example, 
although some technology teacher education programs elect not to go 
through the entire formal NCATE review and on-site visitation process, 
their state department of education may have established a partnership 
with the NCATE. In such states, known as "Partnership States:' specific 
state standards have been reviewed by the SPAs to determine if their state 
standards align with the national SPA standards. Thus, passing the state's 
accreditation review assures that the program meets SPA guidelines 
(NCATE,2006). 

ASSESSING INSTRUCTIONAL CONTENT IN 
TECHNOLOGY EDUCATION PROGRAMS 

Technology education is a discipline designed to promote technologi­
cal literacy. These programs should be designed to produce individuals 
who can solve problems involving the technical means humans use for 
their survival. Technological literacy is considered a basic and fundamen­
tal goal for all students, regardless of their educational or career goals. 

Assessing the instructional content in technology education should be 
based on the most up-to-date national and state content standards. This sec­
tion will focus on five of the 10 national ITENCTTE SPA standards that 
were approved by NCATE in 2004. These five content standards were devel­
oped by the CTTE Accreditation Committee through a rigorous process of 
development and review. Each standard includes a variety of knowledge, 
performance, and disposition indicators to help in the assessment process. 

The document Standards for Technological Literacy: Content for the Study 
of Technology (ITEA, 2000) includes an area entitled "The Designed World" 
which focuses on technologies found in medical, agricultural, biotechnical, 
energy, communication, transportation, construction, and manufacturing 
contexts. It is not necessary to have courses in each of these areas in a tech­
nology education program, but evidence of teacher candidate performance 
in these areas should be collected to indicate the comprehensiveness of the 
program's curriculum. 

The first subject matter standard, "The Nature of Technology:' states 
that technology education program teacher candidates should be able to 
develop an understanding of the nature of technology within the context 
of the designed world. The technology education program should prepare 
candidates who can explain the characteristics and scope of technology 
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and compare the relationship among technologies and the connections 
between technology and other disciplines. They should be able to apply 
the concepts and principles of technology in a classroom and laboratory 
setting. Candidates should comprehend the nature of technology in a way 
that demonstrates sensitivity to the positive and negative aspects of tech­
nology in our world. 

The second standard, "Technology and Society;' states that the tech­
nology education candidate should be able to develop an understanding of 
the interactions between technology and society. This includes such 
knowledge as the ability to compare the relationships between technology 
and social, cultural, political, and economic systems. This standard also 
suggests that the technology education candidate should have the ability to 
assess the importance of significant technological innovations on the his­
tory of humankind. Candidates should be able to judge the effects of tech­
nology on the environment and evaluate the relationship between 
technology and social institutions such as the family, religion, education, 
government, and the workforce. 

The third standard, "Design;' indicates that the teacher candidate 
should develop an understanding of design within the technological con­
texts that are part of the designed world. Candidates should be able to 
explain the importance of design in the human-made world, describe the 
attributes of technological design, and analyze engineering design 
processes and principles. They should be able to apply the processes of 
troubleshooting, research and development, invention, innovation, and 
experimentation in developing solutions to a design problem. Candidates 
should be able to investigate the relationship between designing a product 
and the impact of the product on the environment, economy, and society. 

The fourth standard, "Abilities for a Technological World;' states that 
the teacher candidate should be able to develop abilities within the context 
of the designed world. This standard covers a variety of knowledge, per­
formance, and disposition attributes. Among these is that candidates 
should demonstrate an ability to operate and maintain technological 
products and systems and analyze designed products by identifying the 
key components of how they work and how they are made. Candidates 
should be able to evaluate design solutions and develop suggestions for 
design improvements. They should also be able to develop, model, and 
refine design solutions. Moreover, candidates should be able to operate 
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technological devices and systems, including diagnosing and restoring a 
malfunctioning system. Safe practices and procedures in the use of tools 
and equipment should be displayed throughout this standard. 

The fifth standard, "The Designed World;' involves the ability to ana­
lyze the principles, concepts, and applications of technology within all of 
the designed world contexts. This includes selecting appropriate technolo­
gies and effectively using them in a variety of contexts. 

These five standards form one basis for evaluating the instructional 
content in teacher education programs. State standards may also have to 
be integrated if the respective state department of education has estab­
lished additional instructional or content standards. The emphasis within 
evaluation of instructional content is focused on teacher candidates' 
demonstrated knowledge and their capacity to advance student learning in 
a clinical or student teaching experience. 

ASSESSING PEDAGOGICAL SKILLS OF 
TEACHER CANDIDATES IN TECHNOLOGY 
EDUCATION PROGRAMS 

The remaining ITEAICTTE SPA standards focus on pedagogical skills. 
The sixth standard, "Curriculum;' deals with the teacher candidate being 
able to design, implement, and evaluate curricula based upon the 
Standards for Technological Literacy: Content for the Study of Technology 
(ITEA, 2000). This involves identifying appropriate content for the study 
of technology at different grade levels; integrating curriculum content 
from other fields of study, such as mathematics and science; and identify­
ing curriculum and instructional materials that enable effective instruc­
tional delivery. The teacher candidate should be able to engage in planning 
that results in an articulated curriculum based on standards and to design 
instructional materials that integrate content from other fields of study. 
This standard should be completed while demonstrating sensitivity to cul­
tural and ethnic diversity, special needs, interests, abilities, and gender 
Issues. 

The next standard focuses on "Instructional Strategies:' It addresses the 
ability of the teacher candidate to use a variety of effective teaching practices 
that enhance and extend learning about technology. The program should 
prepare a teacher candidate who can base instruction on contemporary 
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teaching strategies that are consistent with the Standards for Technological 
Literacy (ITEA, 2000). The candidate should be able to apply principles of 
learning to the delivery of instruction and compare a variety of instructional 
strategies to maximize student learning. The teacher candidate should be 
able to use and demonstrate appropriate tools, materials, equipment, and 
processes to enhance student learning. He or she should be able to design 
and utilize a variety of student assessment strategies appropriate for the dif­
ferent instructional strategies. Finally, the candidate should be able to refine 
instructional strategies in order to improve teaching-learning by using 
self-reflection, student outcomes data, and other assessment techniques. 

The eighth standard, "Learning Environment;' is concerned with the 
ability of the teacher candidate to create and manage a learning environ­
ment that promotes technological literacy. The program should prepare 
teacher candidates who can design rich learning environments that pro­
vide for varied educational experiences in the technology classroom and 
laboratory. The learning environment should encourage, motivate, and 
support student learning, innovation, design, and risk taking. The teacher 
candidate should be able to create learning environments that are adapt­
able for the future. The candidate must exhibit safe practices and be able 
to design, manage, and maintain a physically safe technology education 
learning environment. 

Obviously, the most important element in learning is the student. The 
ninth standard, which is titled "Student Learning and Diversity;' focuses 
on the ability of the program to prepare teacher candidates who under­
stand the needs of students as learners and how diversity affects learning. 
The program must prepare candidates who can design technology experi­
ences for students of different ethnicities, socioeconomic backgrounds, 
genders, ages, interests, and exceptionalities. The candidate must be able to 
identify how students learn about technology most effectively by integrat­
ing current research about experiential and differentiated learning. The 
candidate should develop productive relationships with students so that 
they can become active learners. 

The 10th ITENCTTE SPA standard is titled "Professional Growth:' This 
standard encourages technology education programs to prepare teacher can­
didates who demonstrate an informed and continuously updated knowledge 
base about technological systems. Teacher candidates should be able to 
develop a professional development plan for their own future education and 
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training. They should also be able to apply various marketing principles to 
promote technology education and the study of technology and to promote 
student organizations like the Technology Student Association (TSA). 
Candidates should collaborate with others to promote professional growth 
activities. They should actively participate in local, state, and national profes­
sional organizations. Finally, candidates should reflect upon their teaching to 
improve and enhance student learning. 

For more information and specific details and benchmarks concerning 
the subject-matter standards (1-5), readers can refer to Standards for 
Technological Literacy: Content for the Study of Technology (ITEA, 2000). In 
addition, the document entitled Accreditation Report: Five-Year Review of 
Revised Standards, Initial Programs in Technology Teacher Education, 
(ITENCTTE/NCATE,2004) contains "knowledge;' "performance;' and "dis­
position" indicators and appropriate rubrics for each of the 10 standards to 
help with program assessment. This document can be found on the CTTE 
Web site (www. ctteonline.org). Finally, the document entitled Advancing 
Excellence in Technological Literacy: Student Assessment, Professional 
Development, and Program Standards (ITEA, 2003) contains additional back­
ground knowledge about pedagogy standards 6 through 10. 

ADDITIONAL PROGRAM ASSESSMENT 
COMPONENTS AND STRATEGIES 

Advisory Committees 
An advisory committee is an organized group of people who serve as 

a link between the college and the community. An advisory committee can 
help develop and refine the way the technology education program is 
designed and delivered. It can serve as both an advocacy group and a pro­
gram improvement group. 

Committee members should be selected for their thorough knowledge 
of the standards and the mission of the technology education program. 
Members are usually selected or recommended through a process estab­
lished by the college department in charge of delivering technology edu­
cation. In addition to representatives from technology education, 
members could also represent other areas of education (such as mathe­
matics and science), the business and industry communities, the student 
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body, alumni, governmental agencies, parents, and/or community agen­
cies. Committee membership should be limited to a designated term 
length, and a staggered term system should be used so that the committee 
maintains an active and diverse perspective on the program. Committee 
membership usually runs from one to three years, although some mem­
bers may remain active for extended periods because of their position or 
responsibilities. 

Advisory committees should meet formally two or three times each 
year to review and discuss issues and concerns of the technology education 
program. The agenda may be set by the department faculty, department 
chair, committee chair, committee members, or a combination of these. 
The committee should establish a plan of work for each year. The advisory 
committee can make recommendations concerning areas such as new 
courses; existing course content and objectives; selection and evaluation of 
instructional materials and equipment; and the design, use, and updating 
of the facilities. 

Advisory committees should examine program assessment data that 
are already collected by the technology education department or educa­
tion unit so that they can make informed recommendations. This data 
could include course enrollments, number of program completer, state 
licensure test results, teacher candidate electronic portfolios, work sam­
ples, exit surveys, accreditation reports, and other forms of information. 

Faculty Qualifications 

Within the context of program evaluation, a key component is the 
assessment of faculty qualifications. It is obvious that the quality of the 
technology education program depends on the dedication, expertise, and 
efforts of faculty members within the department that delivers technology 
teacher education. 

While there are no formal certification requirements for college faculty 
members, it is critical that college professors have extensive educational 
experience and training in the area of technology education. Most univer­
sities and colleges require or strongly recommend that professors hold mas­
ter's or doctoral degrees in technology education or a closely related field. 
If the institution is a research-based institution, a doctorate is essential. In 
some state teacher colleges, a master's degree in technology education may 
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be sufficient. In addition, some states also require that teacher education 
faculty hold licensure in the area in which they prepare teachers. 

Faculty Professional Development 

Just as the classroom teacher must participate in local and state pro­
fessional development activities, college professors should participate in 
state and nationally sponsored workshops, conferences, and institutes. 
There are many national professional organizations to which technology 
educators can belong including the ITEA, the American Education 
Research Association (AERA), the Association for Career and Technical 
Education (ACTE), the Association of Supervision and Curriculum 
Development (ASCD), and others. States also have corresponding profes­
sional associations that conduct their own workshops and conferences 
that college faculty members can attend. 

Involvement with professional development schools (PDSs) is an 
important professional development activity not only for the faculty and 
staff of the professional development school but also for the college faculty 
members who are involved with this activity. The activity keeps the college 
professor up-to-date about what is happening in the classrooms of today 
and the changes within public school teaching. 

It is important that technology education programs have full-time 
faculty members whose primary emphasis is technology education. With 
the reduction in numbers of technology teacher education programs 
across the nation, declining student enrollments in technology education 
programs, and the consolidation of teacher education units on campuses, 
there seems to be a tendency to deliver technology education programs 
using part-time faculty members, adjunct faculty members, and faculty 
members outside the technology education field. In order to maintain the 
integrity of the technology education content area, programs should 
employ faculty with expertise in the area. 

Faculty Evaluation 

Faculty evaluation is also typically a component of the program 
assessment process. Each college has its own faculty evaluation system 
which usually involves both formative and summative assessments and is 
tied to a merit pay system. Most systems are broken down into teaching, 
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research and scholarly activities, and service activities. Teaching is evalu­
ated by such data as peer reviews, student course evaluations, and student 
grades and achievements. Research and scholarly activities include presen­
tations at local, state, and national conferences, professional journal arti­
cles, books published, curriculum development and program design 
efforts, serving on graduate student committees, and involvement in grant 
writing as a principal or co-principal investigator. Service activities involve 
such things as participating on university, state, or national committees; 
reviewing grant proposals; hosting or judging student competitions; and 
serving as an officer in a local, state, or national professional organization. 

According to Lunenburg and Ornstein (2004) and Herbert (2001), 
teacher electronic portfolios that contain "artifacts" are becoming more pop­
ular as a way to collect data on college faculty accomplishments. Electronic 
portfolios can convey a rich portrayal of teacher performance, including 
live-stream classroom activities, lesson plans, writing samples, reflective 
journals, and a variety of data such as student course ratings and grades. 

ASSESSING PHYSICAL COMPONENTS OF 
TECHNOLOGY EDUCATION PROGRAMS 

The assessment of facilities, equipment, materials, and instructional 
technologies is important to the overall assessment of the technology edu­
cation program. With the change of content standards and more empha­
sis on design, problem solving, engineering, and technological systems, the 
technology education laboratory of today requires a different set of evalu­
ation criteria than the industrial arts shops of the past. 

The overall question to ask is whether the facilities, space, and equip­
ment devoted to the technology education program are adequate for 
achieving the standards and outcomes specified for the technology educa­
tion program. Assessing facility resources in today's technology classroom 
and laboratory would focus on the appropriateness of the equipment and 
materials available; whether adequate provisions for room temperature, 
humidity, exhaust, ventilation, acoustics, and illumination are present; if 
the lab can accommodate special needs students; aesthetic details such as 
cleanliness, layout, and design; and other features such as storage space 
and data network capacity. 
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Safety is another concern when assessing technology education pro­
grams. A complete assessment of the physical components of a technology 
education program would examine the extent to which safety provisions 
are in place, including safety instruction, safety audits, protective equip­
ment, and maintenance records (Maryland State Department of 
Education, 1995). 

CONCLUSION 
This chapter addressed ideas and suggestions on how to perform assess­

ments of technology education programs. To begin, 10 assessment princi­
ples were presented to lay the foundation for the program assessment 
process. These 10 principles should be used as a knowledge base of infor­
mation and as a discussion guide for faculty to help foster and perform 
appropriate and meaningful program assessments in technology education. 

There are many assessment techniques and measures used to collect 
data during the program assessment process. Some of the more popular 
measures include student portfolios, state licensure test scores, student GPA, 
alumni surveys, exit interviews, teacher work samples, and focus groups. 

There are several accreditation and assessment organizations that can 
help guide the process of program assessment in technology education. 
These organizations include NCATE, NBPTS, CTTE, regional accredita­
tion boards, and state departments of education. 

Assessing the instructional content of technology education is of vital 
importance within the context of program assessment. It is important that 
curriculum design and assessment are consistent with the Standards for 
Technological Literacy: Content for the Study of Technology (ITEA, 2000). 
Program assessment in technology education would also not be complete 
without a thorough assessment of effective teaching practices. Assessment 
of teacher candidates typically occurs in the five areas of curriculum devel­
opment, instructional strategies, learning environments, student learning 
and diversity, and professional growth. 

Other programmatic issues covered in this chapter included using 
advisory committees, assessing faculty qualifications and performance, 
and faculty professional development. Advisory committees can be used 
for program improvement and advocacy purposes, and they can offer 

270 



Day and Schwaller 

input into the program assessment process. The assessment of the physi­
cal components of a technology education program, such as facilities, 
equipment, materials, and safety, is also important. 

By systematically applying the principles, strategies, and tools 
described here, program assessment will become part of an ongoing 
process of program improvement. In an age when program accountability 
and quality are increasingly important, technology education programs 
must adopt a proactive system of program review. 

DISCUSSION QUESTIONS 

1. In what ways could application of the 10 assessment principles described 
here help in designing and carrying out a program assessment? 

2. What data collection strategies do you think would be most useful for 
program assessments in which program improvement is the key goal? 

3. What organizations are involved in technology education program 
assessment, and how do they function? 

4. What are the standards for assessing instructional content in technol­
ogy education programs? 

5. What are the standards for assessing effective teaching practices in 
technology education programs? 

6. What are some contextual issues and areas that should be addressed 
when assessing technology education programs? 
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CHAPTER OVERVIEW 
Universities that prepare teachers have seen an increased demand for 

accountability that includes the need to provide high-quality teacher can­
didates and to demonstrate their effectiveness. School districts must also 
demonstrate and document the effectiveness of their teachers. This 
demand is not likely to go away or decrease in the foreseeable future. 
Therefore, it is important for educators at all levels to understand the role 
that assessment can play in improving both preservice and in-service 
teachers. There are a variety of approaches used in the technology educa­
tion profession to assess teacher candidates prior to their graduation from 
college as well as after they become teachers in the field. Examples of com­
mon approaches will be examined in this chapter. 

This chapter has been divided into two sections. The first section will 
look at assessment used during undergraduate preparation of technology 
education teacher candidates. The focus will be on how assessments are 
used to determine whether candidates are gaining the knowledge needed 
to prepare them for teaching. A significant part of the focus of the assess­
ment at this level is on the performance of the teacher candidate during 
student teaching. Also discussed will be the various standardized tests and 
assessments used by the education profession. The second section will 
focus on assessment of existing technology education teachers. Most 
assessments of practicing teachers are part of the tenure and/or an annual 
review process, which may not address the need for assessing as a means 
of improving professional practice. 
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The goals of this chapter are to provide the reader 
information to develop an understanding of the role of assessment in 
teacher education programs; 
examples of how different states and accreditation organizations are 
using assessment to ensure the preparation of future teachers; 
information and examples of how similar assessments used in teacher 
education programs are being used for practicing teachers in K-12 
schools; and 
an understanding of the important role assessment plays in improving 
all phases of teacher preparation and teaching practice. 

ASSESSMENT TECHNIQUES FOR TEACHER 
CANDIDATE READINESS 

There are a variety of general assessment techniques used throughout 
the courses included in undergraduate programs that are designed to deter­
mine if candidates are learning the desired content and skills. This section of 
the chapter will focus on specific techniques used for assessing students' 
progress toward development into teachers (referred to in this chapter as 
teacher candidates). In the past, such assessments simply looked at whether 
students were passing courses. As long as students were passing the courses 
and maintaining the required grade point average, they continued along in 
the program working toward student teaching and graduation. 

This approach to assessment often ended with teacher candidates 
reaching student teaching only to find they did not enjoy teaching or did 
not have the skills to be effective teachers. The latter problem might have 
been a result of not gaining adequate technical preparation, not develop­
ing an understanding of pedagogy, or not having the dispositions to be a 
teacher-or possibly a combination of all three of these factors. Several 
assessment techniques have been introduced to many teacher preparation 
programs to try to ensure that all teacher candidates are well prepared for 
their roles as teachers, including the techniques used specifically by the 
technology education profession to prepare future technology education 
teachers. 
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While the purpose of assessing student teachers is to determine if they 
should be recommended for licensure, assessment throughout the earlier 
undergraduate years does not have such a clear focus. Most of the move­
ment toward incorporating assessment throughout the program has been 
stimulated by the accreditation process. The National Council for 
Accreditation of Teacher Education (NCATE) has partnerships with aliSO 
states as well as the District of Columbia and Puerto Rico. In 17 of the states, 
ali public institutions that prepare teachers are accredited by NCATE. 

As of 2006, there were 71 technology teacher education programs 
(International Technology Education Association [ITEA], n.d.) in the 
United States, 39 of which were nationally recognized by NCATE. Not ali 
states require programs to be accredited by NCATE, but instead use some 
form of a state certification process. However, according to NCATE 
(2006), half of ali states have either adopted or adapted the NCATE unit 
standards for use in their state approval processes, and half of all states rely 
solely on the NCATE accreditation process for approval of teacher educa­
tion programs. In many cases, states use the specialty area standards devel­
oped by the ITEA and the Council on Technology Teacher Education 
(CTTE) as the basis for review of technology teacher education programs. 

A primary advantage of going through the accreditation process is the 
focus on looking at the teacher candidate throughout the program by 
gathering documented evidence. The downside is that it is not a quick and 
simple process to develop an appropriate assessment plan, and this data 
collection process is ongoing, adding to teacher educator workloads. 

One example of this move toward expanded assessment of teacher 
candidates can be found at Eastern Michigan University, where collection 
of data on teacher candidate outcomes has been mandated since 1993. All 
departments and programs are required to address four key assessment 
questions: 

1. What are the key skills and concepts that ali students should master 
before they complete the program? 
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2. How will students be assessed to determine if the stated skills and 
concepts have been mastered? 

3. What evidence is there that the skills and concepts have been mastered? 
4. In cases where the identified skills and concepts have not been mas­

tered, how will the program be revised to better prepare students to 
master the stated skills and concepts? (Bennion, Harris, and Work, 
2005, p. 37) 

In addition to NCATE, several organizations have developed stan­
dards for assessing teacher candidates, including the Interstate New 
Teacher Assessment and Support Consortium (INTASC) and the 
International Society for Technology in Education (ISTE), both of which 
will be discussed below. Different states have adopted a variety of 
approaches to assessing preparation of teacher candidates. What is com­
mon among all is the focus on accountability and the need to demonstrate 
student outcomes, as opposed to identifying the inputs (e.g., listing the 
required courses) on the assumption that desired outcomes will be or have 
been met, given the right inputs. 

INTASC 
INTASC is a consortium of state education agencies, higher education 

institutions, and national educational organizations dedicated to the 
reform of education, licensing, and ongoing professional development of 
teachers. The basic premise of the INTASC standards is that an effective 
teacher can integrate content knowledge with pedagogical understanding 
to ensure that all students learn. These standards examine knowledge, per­
formance, and dispositions as three levels of teacher candidate perfor­
mance, regardless of the discipline. There are 10 areas in which teachers 
need to be prepared to meet these standards. They include content knowl­
edge, how students learn, student diversity in background and learning 
styles, instructional strategies, student motivation for positive learning 
environment, knowledge of communication techniques, ability to plan 
instruction, assessment, reflective practice, and communication within 
and outside the school (Interstate New Teacher Assessment and Support 
Consortium [INTASC], 2005). These standards are used to develop assess­
ments for preservice teachers. For example, at St. Cloud State University, 
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all of the field experience assessments, including student teaching evalua­
tions, are based on the INTASC standards. The data collected from the 
assessments are used both for candidate assessment and program assess­
ment. All of the evaluations are compiled by content area and provided to 
the respective departments for program assessment purposes. 

After INTASC released its model core standards and achieved some 
consensus on what beginning teachers should know and be able to do, 
states turned their attention to how they might assess that knowledge and 
skill. Stakeholders determined that all teacher licensing exams should be 
standards-based; that a single licensing test would be inadequate since it 
would not provide enough evidence of a candidate's capabilities for a per­
manent teaching license; and that states should not only assess what a can­
didate knows, but whether or not the candidate can teach what he or she 
knows. The assessment method most commonly used to document that the 
candidate can teach is a teacher portfolio, which is a collection of artifacts 
that tell the story of a candidate's teaching as it develops over a period of 
time. The artifacts serve as evidence that demonstrates whether a teacher 
meets or exceeds the INTASC standards for beginning teachers (2005). 

International Society for Technology in Education 

The International Society for Technology in Education (ISTE) is a 
professional standards organization that focuses on the use of information 
technologies in educational settings. ISTE has developed three sets of stan­
dards known collectively as the National Educational Technology 
Standards (NETS): for students (NETS-S), teachers (NETS-T), and 
administrators (NETS-A). Most states have incorporated the NETS-T into 
their requirements for teacher education programs. As of May 2004, 
38 states had adopted or had referenced the NETS-T standards for teach­
ers, and 49 states had adopted or referenced the standards for at least one 
of the three groups (International Society for Technology in Education 
[ISTE], 2005). 

NETS-T focuses on the capacity of teacher candidates to apply infor­
mation technologies in educational settings. There are six standards cate­
gories, with performance indicators for each that provide specific 
outcomes to be measured when developing a set of assessment tools. The 
NETS-T categories include: 
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1. Technology operations and concepts; 
2. Planning and designing learning environments and experiences; 
3. Teaching, learning, and the curriculum; 
4. Assessment and evaluation; 
5. Productivity and professional practice; and 
6. Social, ethical, legal, and human issues. (ISTE, 2005) 

There is considerable overlap between the NETS-T and the INTASC 
standards. Both reflect on the core components of good teaching. The 
other commonality is the focus on performance. In this regard they differ 
from the Educational Testing Service's widely used Praxis tests (discussed 
in another section), which measure content knowledge and disciplinary 
understanding in a written test format. The NETS-T and INTASC stan­
dards require preparation of a portfolio that documents competent per­
formance on the part of the teacher candidate. These portfolios are 
typically reviewed by faculty supervisors within the teacher education pro­
gram and are retained to serve as critical evidence during accreditation 
review cycles such as NCATE. 

TECHNOLOGY EDUCATION MOVEMENT 
TOWARD ASSESSMENT 

The Council on Technology Teacher Education (CTTE) has aligned its 
program accreditation standards with the Standards for Technological 
Literacy: Content for the Study of Technology (ITEA, 2000). The ITENCTTE 
standards were approved by NCATE in Fail, 2003 (ITENCTTE, 2003). As the 
CTTE report to NCATE noted: 

In the field of technology teacher education, accreditation 
has taken on a more important role. In the past 15 years, 
guidelines for accreditation have been implemented into 
many universities .... With the help of the standards, the 
ITEAICTTE/NCATE curriculum standards have been 
completely rewritten as performance-based standards 
and will continue to guide the technology teacher educa­
tion profession. While these are appropriate for the disci­
pline of Technology Education, many of the universities 
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will also have a campus wide accreditation, such as North 
Central Association. This may require additional or dif­
ferent data to be collected by the department. 
(ITENCTTE, 2003, p. 1) 

A Sample Assessment Plan for ITEAlCTTE/NCATE 
Accreditation 

Figure 1 provides an example of an assessment plan used by the 
Technology Education Program at St. Cloud State University (SCSU) in 
preparation for the ITEA/CTTE/NCATE accreditation review process. 
This information was developed to identify how the department was going 
to assess its teacher candidates at a variety of transition points. The depart­
ment has identified these as critical assessment points to determine if a 
teacher candidate should move forward within the program. If it is deter­
mined that the teacher candidate is not ready to move forward, a variety 
of steps might be taken. These could include some type of remediation, 
career guidance for a change of majors, or removal from the program. 
Each department at SCSU is responsible for identifying its own transition 
points and sharing those with the College of Education. Many of the tran­
sition points are the same across departments, including admission to 
teacher education and student teaching. 

Another transition point in the technology education program is 
completion of an introductory course in the department that is required 
of all majors. For technology education majors there are three assessed 
tasks within this introductory course. These include preparing a philoso­
phy paper and a portfolio outline, as well as completion of the major 
application. The assessments are then scored with rubrics developed to 
help make scoring consistent among different faculty. The assessment plan 
stipulates what data is to be collected to document candidate performance 
at this transition point and what scores are to be reported to the College of 
Education. The final steps in the assessment plan address how the assess­
ment will be used for program improvement. This section is designed to 
make sure that data collected from the assessments are reviewed and used 
by the department to improve the program for teacher preparation, as well 
as what the next steps are in this process. The SCSU example in Figure 1 is 
taken from the initial plan for preparing for an NCATE visit in 2007. 
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Therefore, many of the steps identified in the plan are already complete (as 
indicated by the due date for the work to be completed). 

Figure I. The SCSU assessment plan for technology education. 

CANDIDATE/PROGRAM/UNIT ASSESSMENT PLAN 

Environmental & Technological Studies Department 
St. Cloud State University 

Phase I: Transition Point 3: Completion of ETS 156: Introduction to ETS. 
Phase II: Identification of Major Assessment(s) at Transition Point: 

a. Philosophy of Education paper. 
b. Professional characteristic of a teacher paper. 
c, Successful completion of ETS 156 or equivalent with a C or higher. 

Phase III: Development of Rubrics for Transition Points 
a. Which of the major assessments have a rubric developed? 

-None 
b. Which of the major assessments need a rubric developed? 

-Assessment g and Assessment h 
c. Please attach a copy of the rubric for this transition point. 

Phase IV: Data Collection 
a. What type of data on candidate performance can be collected and reported at this transition poind 

I. Number of teacher candidates completing the course. 
2. Statistical data on the scores on assessments g and h. 
3. Number of candidates requiring remediation on assessment g or h. 

Phase V: Program Improvement 
a. How will this data assist in improving our program? 

I. It will help identify potential disposition problems with candidates earlier in the program. 
Candidates will have a better understanding of the characteristics of a teacher and a technology 
education philosophy at the start of their studies. 

2. Department and major assessment test will be administered to all seniors projects 
(required course) classes. Results from the test will cover all of the core course in the department. 
The results of the tests will be summarized and discussed at department meetings. 

NEXT STEPS: ·Phases 1·3 must be completed by December I st. 

I Task I Person Responsible I Date Due 

I Rubric for Assessment g I Dr. Kurt R. Helgeson I 11/15/03 

1 Rubric for Assessment h I Dr. Kurt R. Helgeson I 11115/03 

J 
J 
I 

There are a total of seven transition points within the technology edu­
cation program. Four of these transition points are the same regardless of 
the discipline of the teacher candidate, and all candidates must pass the 
assessment to continue in their respective programs. These are administered 
by the College of Education (transition points 1, 2 6, and 7). The transition 
points include 

1. Education 300: Introduction to Teaching 
2. Admission to the College of Education 
3. Successful Completion of ETS 156: Introduction to Environmental & 

Technological Studies 
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4. Admission to Environmental & Technological Studies Department: 
Technology Education major 

5. Completion of Technology Education major courses 
6. Professional Digital Portfolio (see Figure 2) 
7. Student teaching evaluations 
8. Follow-up of teacher education candidates 

Figure 2. Rubric for assessment of senior professional portfolio. 

Portfolio Rubric 

Content 0-10 11-20 21-30 
To what extent does the portfolio demonstrate Some content but does not Most of the content is in the Complete detail on a variety 
the knowledge and experiences related to the address all aspects ofa career. portfolio but lacks detail in of content areas describing 
intended careed Provide information on the content. the experience & qualification. 
education. work experiences, professional 
organization, and other unique qualifications. 

Presentation 0-10 11-20 21-30 
What is the quality and completeness of Presentation and organization The presentation is adequate Extremely well organized 
the presentation of the materials? Is the are weak. Navigation I but could be improved. presentation. 
organization logical and the navigation easy 
to understand and use? 

Completeness 0-10 11-20 21-30 
Does the portfolio contain all of the Missing information that lacks detail of experiences Some content but does not 
information necessary to evaluate the would be expected in a and education. address all aspects of a career. 
qualifications to meet a variety of positions 
in the field of study? 

portfolio. 

Writing 0-10 11-20 21-30 
Is the writing representative of a college Limited demonstration of Limited demonstration of Good demonstration of 
graduate? Does the portfolio show a variety writing ability with spelling writing ability with no a variety of writing abilities 
of writing samples, from technical to descriptivel and/or grammatical errors. or grammatical errors. and no spelling or 

grammatical errors. 

Other 0-10 11-20 21-30 
Any other features that make the portfolio lacks any extra details to Umited extra detallsto Considerable extra details 
unique and communicate the qualifications demonstrate knowledge demonstrate knowledge to demonstrate knowledge 
to the employer. and abilities. and abilities. and abilities. 

Data is collected and summarized for each of the transition points. 
The individual departments collect some of the data, and other data, 
including student teaching assessments, is collected by the College of 
Education for all programs. In this way, programs can identify needed 
changes, problem areas experienced by students at each transition point, 
and other issues requiring attention by the program faculty. The data is 
also used for program reviews and accreditation reports. 

281 



Assessing Teacher Readiness and Teaching Performance 

ASSESSMENT TECHNIQUES FOR TEACHER 
CANDIDATE TEACHING PERFORMANCE 

The Educational Testing Service (ETS) has developed what is perhaps 
the most widely used set of written assessments for documenting content 
and pedagogy knowledge of teachers. The ETS Pre-Professional Skills 
Assessments (PPST®) are a series of standardized assessments designed to 
measure basic skills in reading, writing, and mathematics at the first level, 
content knowledge at the second level, and knowledge of teaching practice 
at the third leveL Collectively, these tests are referred to as the Praxis exams. 

PRAXIS I 
Colleges and universities use Praxis I® to evaluate individuals for entry 

into teacher education programs. The assessments are generally taken early 
in a candidate's college career. Praxis I is used to rate competency in three 
general areas: reading, writing, and mathematics. These assessments are 
available in paper-based or computer-based formats. The reading and 
mathematics components of Praxis I each consist of 40 multiple-choice 
questions with 60 minutes of testing time allowed. The Writing component 
consists of 38 multiple-choice questions and one essay question with two 
30-minute sections of testing time (Educational Testing Service [ETS l, n.d.). 

PRAXIS II 
Praxis II®: Subject Assessment tests measure content knowledge of 

specific subjects taught at the K-12 level and also include general and sub­
ject-specific teaching skills and knowledge. There are Subject Assessments 
and Specialty Area Tests, Multiple Subject Assessment Tests for Teachers 
(MSAT), Principles of Learning and Teaching (PLT) Tests, and Teaching 
Foundations Tests. Individuals entering the teaching profession take these 
tests as part of the teacher licensing and certification process required by 
34 states. Praxis II is also used by many states as a requirement for alter­
native licensure (ETS, n.d.). 

The Praxis II: Subject Assessments and Specialty Area Tests measure 
general and subject -specific teaching skills and knowledge drawn from a 
particular discipline. The Specialty Area Test for Technology Education 
consists of 120 multiple-choice test items. The Technology Education test 
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includes five sections, with the approximate percentage of questions for 
each section estimated as follows: 

I. Pedagogical and Professional Studies: 30% 
II. Information and Communication Technologies: 20% 

III. Construction Technologies: 12% 

Iv. Manufacturing Technologies: 18% 
V. Energy/Power/Transportation Technologies: 20% (ETS, n.d.). 

The Principles of Learning and Teaching (PLT) test measures general 
pedagogical knowledge at four grade bands: Early Childhood, K-6, 5-9, and 
7-12. These tests use a case study approach and feature constructed­
response and multiple-choice items. Finally, the Teaching Foundations tests 
are used to measure pedagogical knowledge in five areas: multi -subject (ele­
mentary), English, language arts, mathematics, science, and social science. 
These tests feature constructed-response and multiple-choice items. 

PRAXIS III 
Praxis III®: Classroom Performance Assessments comprise a system for 

assessing the skills of beginning teachers in classroom settings. ETS devel­
oped Praxis III for use in teacher licensing decisions made by states, or for use 
by local agencies empowered to license teachers. Under the guidelines that 
govern its use, Praxis III may not be used for the purpose of making employ­
ment decisions about teachers who are currently licensed (ETS, n.d.). 

This direct classroom assessment recognizes the importance of the 
teaching context as well as the many diverse forms that excellent teaching 
can take. The Praxis III system utilizes a three-pronged method to assess 
the beginning teacher's evidence of teaching practice. This includes direct 
observation of classroom practice, review of documentation prepared by 
the teacher, and semi-structured interviews. 

Praxis III is an assessment system that is comprised of three separate, 
yet strongly interconnected, components. Individually, each component is 
designed to augment the value of the assessment. Collectively, the system 
is aimed at gaining a thorough understanding of the teaching skills of a 
beginning teacher. Overall, Praxis III provides insights into pedagogical 
areas in which a teacher may benefit from additional development. 
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According to ETS (n.d.) the components include 
Component 1: Framework of knowledge and skills for a beginning 
teacher that assesses the teaching performance across all grade levels 
and content areas. 
Component 2: Instruments used by trained assessors to collect data, 
analyze, and score the teaching performance. 
Component 3: Training of assessors to facilitate consistent, accurate, and 
fair assessments of a beginning teacher (PRAXIS III Overview, ~3). 

Beginning teachers residing and planning to teach in states that 
require Praxis III as one of the criteria for teacher licensing decisions (cur­
rently only Arkansas and Ohio) have their teaching skills assessed in class­
room settings by trained assessors. The Praxis III Classroom Performance 
Assessments consist of a framework of knowledge and skills for a begin­
ning teacher and contain 19 assessment criteria in four interrelated 
domains. These domains embrace the teaching and learning experiences 
of the beginning teacher, including: 
• organizing content knowledge for student learning (planning to teach). 
• creating an environment for student learning (the classroom 

environment). 
• teaching for student learning (instruction). 
• teacher professionalism (professional responsibilities; ETS, n.d., 

Testing Format, ~2). 

ASSESSMENT TECHNIQUES FOR IN-SERVICE 
TEACHER PERFORMANCE 

There are three assessment areas in which in-service teachers are typ­
ically involved: (a) assessment by teachers to determine the effectiveness of 
instruction, (b) assessment of program effectiveness, and (c) assessment of 
teacher performance. The first and second areas are discussed in detail in 
earlier chapters. Most of the focus in this section will be on the third area. 
A variety of organizations-including NCATE, discipline-focused associ­
ations (such as the CTTE), and all state departments of education-have 
developed approaches and rationales for assessing in-service teachers. The 
two primary motivations for districts to develop and administer assess­
ment programs are mandated annual teacher performance reviews and 
promotion and tenure reviews. 
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It is often difficult to separate assessment processes that are designed 
to focus on how to improve teaching from evaluations for purposes of per­
formance, promotion, and/or tenure review. This is especially true in the 
current culture of accountability and demand for highly qualified teach­
ers. According to the National Commission on Teaching and America's 
Future (2004), "The bipartisan passage of the No Child Left Behind 
[NCLB] Act of 2001 was an expression of national will. Recognizing that 
every American family deserves public schools that work, NCLB pledges 
highly qualified teachers in every classroom by the 2005-06 school year" 
(p. 4). Assessment plays an important role in the development, and desig­
nation, of highly qualified teachers. The Commission's report also notes: 

Successful schools are assessment centered. Teachers who 
are proficient in the use of well-designed assessment tools 
and strategies make learner-centered instruction possible. 
Sound assessment approaches provide continuous feedback 
that helps both students and teachers monitor learning 
while it is in progress. Revisions in the learning activities can 
be made as needed, and extra effort or new strategies can be 
tried before it's too late. (National Commission on Teaching 
and America's Future, 2004, p. 16) 

It is particularly important for teachers in the field of technology edu­
cation to be experienced in the use of diverse assessment techniques. The 
more commonly used assessment techniques generally don't fit with the 
hands-on activities prevalent in technology education. In many cases, assess­
ment strategies need to be refined for best results. For example, a common 
assessment strategy is to evaluate a major project at the end of a course. By 
that time, it is often too late for adjustments to be made by the teacher and 
student. More frequent and less formal assessments used throughout the 
duration of the course would be a more effective approach. 

A FRAMEWORK FOR ASSESSING TEACHER 
EFFECTIVENESS 

Based in part on work done by the Educational Testing Service, 
Danielson (1996) published Enhancing Professional Practice: A Framework 
for Teaching. The importance of this work is that it parallels efforts made by 
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other professions (such as medicine, law, or business) that over the years 
have developed their own expertise and procedures for certifying or licens­
ing practitioners. Such efforts, when applied to education, can lead to the 
public's guarantee that teachers, like members of other professions, hold 
themselves to the highest standards. According to Danielson (1996), "a 
teacher makes over 3,000 non-trivial decisions daily ... combining the skills 
of business management, human relations, and theater arts" (p. 2). This 
process is difficult at best for the beginning teacher. The role of assessment 
through the framework is to provide teachers from all experience levels and 
disciplines a means of communicating about excellence in teaching. 

Danielson (1996) has identified "components of professional practice" 
for systematically looking at all aspects of teaching. These components are 
divided into four domains: 
• Domain 1: Planning and Preparation 
• Domain 2: The Classroom Environment 
• Domain 3: Instruction 
• Domain 4: Professional Responsibility (p. 4) 

The domains are further broken down into several components. This 
model has provided the framework for many school districts on which to 
develop their teacher evaluation systems, and their mentoring systems for 
new teachers. 

The framework for professional practice has many different uses. It pro­
vides a road map for novices by giving them a method for organizing what 
they need to do to prepare for teaching. It provides a structure for focusing 
improvement for either the veteran or novice teacher. Based on the frame­
work, participants can conduct conversations about where to focus 
improvement efforts within the context of shared definitions and values, 
regardless of discipline. Finally, the framework provides a method to com­
municate about teaching to the larger community. What teachers do on a 
daily basis is generally a mystery to the general public. The four domains and 
their sub-components break down the teaching process into areas that are 
easy to understand. Planning and professional responsibilities are generally 
not seen when observing the classroom, but are critical to effective teaching. 
The framework provides the context for others to understand that activities 
within all four domains of teaching are taking place. 

286 = 



Helgeson 

Assessing Readiness of Alternative Route Teachers 
There has been considerable discussion in the past few years about 

alternative licensure. According to the NCATE (2006) Web site, there are 
over 130 institutions in the United States that offer alternative routes to 
licensure, including alternative licensure programs in 45 states. The 
requirements for the alternative license are as varied as the states and insti­
tutions themselves. Each state has different requirements which also vary 
by content area. These requirements range from no college classes required 
to additional college course work, documentation of expertise, and exten­
sive supervision. The alternative license options generally feature on-the­
job training for the how-to-teach component. The assumption is that the 
alternative route teacher has the necessary content knowledge and only 
needs to learn pedagogy. 

In a study on alternative certification, Hoepfl (2003) found that the 
majority of teachers receiving alternative certification had previously 
taught in another field. The next most common background was a non­
teaching technical background, followed by those with business/industry 
experience. In the study, which surveyed state supervisors, 71 % of the 
respondents believed that the teachers with alternative certification were 
adequately prepared, while 19% felt they were not adequately prepared. 

This has a great impact on the field of technology education because 
it has been identified as a critical shortage discipline. In the Hoepfl (2003) 
study, the top five states combined had nearly 600 unfilled technology 
education teaching positions. Florida alone had 150 unfilled positions. 
These positions are sometimes filled with emergency hires who will then 
have to work toward certification. Candidates for the permanent license 
are required to hold some type of bachelor's degree; beyond that, each case 
is typically reviewed individually to determine what other requirements 
are required for certification. The Praxis II or comparable state exam is 
often the final and determining factor in receiving a permanent teaching 
license (Hoepfl, 2003). 
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CONCLUSION 
As John Goodlad (2004), through his work at the National Network 

for Educational Renewal, has indicated, we cannot have good schools 
without good teachers, and we cannot have good teachers without good 
schools. In order to have both good teachers and good schools, there is a 
need for the whole system to work together, and assessment is the key to 
this improvement. 

DISCUSSION QUESTIONS 

1. What are examples of assessment at the program level for technology 
education teacher candidates? 

2. How does assessment differ for technology teacher education com­
pared to teacher preparation programs in other disciplines? 

3. What are the roles that assessment can play for in-service teachers? 
How does it differ from the role assessment plays for preservice 
teacher candidates? 

4. What do you see occurring in the future regarding assessment of 
teachers? 
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