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MID-SHAFT FEMUR: FRACTURE RISK CURVES FOR THE
ADULT POPULATION

Eric Allen Kennedy

ABSTRACT

The purpose of this study was to develop injury risk functions for dynamic bending of the human
femur in the lateral-to-medial and posterior-to-anterior loading directions. A total of 45
experiments were performed on human cadaver femurs using a dynamic three-point drop test
setup. All 45 tests resulted in mid-shaft femur fractures with comminuted wedge and oblique
fractures as the most common fracture patterns. The reaction loads were used to develop the
injury criteria given that they represent the inertially compensated bending strength of the femur
that is more appropriate for dummy load cell application. In the lateral-to-medial bending tests
the peak reaction bending moments were 352 + 83 Nm. In the posterior-to-anterior bending tests
the peak reaction bending moments were 348 = 96 Nm. Regression analysis was used to identify
significant parameters, and parametric survival analysis was used to estimate risk functions.
Femur cross-sectional area, area moment of inertia (I), maximum distance to the neutral axis (c),
I/c, occupant gender, and occupant mass are shown to be significant predictors of fracture
tolerance, while no significant difference is shown for loading direction, bone mineral density,
leg aspect and age. Risk functions are presented for femur cross-sectional area, //c, and a
combined occupant gender and mass. The risk function that utilizes the most highly correlated
(R*= 0.77) and significant (p = 0.0001) variable, cross-sectional area, predicts a 50 percent risk
of femur fracture of 240 Nm, 395 Nm, and 562 Nm for equivalent cross-sectional area of the 5th

percentile female, 50" percentile male, and 95™ percentile male respectively.
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INTRODUCTION

Femur fractures, as part of the knee-thigh-hip (KTH) complex, are observed for
occupants in automobile collisions as well as pedestrian impacts. Rupp et al. performed a survey
of the National Automotive Sampling System (NASS) and found that approximately 30,000
occupants sustain injuries to the KTH complex each year with an AIS of 2+ (2002). The rate of
injury to lower limbs in a car accident has been shown to be higher than all other body regions,
except for the head, as the body region most commonly injured during an automobile collision
(Pattimore et al. 1991). These lower limb injuries comprise 20 percent to 30 percent of the
moderate to severe injuries incurred by an automobile occupant during a collision (Morgan et al.
1991, Dischinger et al. 1994). While femur fractures are generally not life threatening and do
not usually result in long term disability, fractures of the femur are classified with an AIS score
of 3, being considered a severe injury (AAAM 1990).

Currently, there is no criterion for maximum bending moment of the femur in Federal
Motor Vehicle Safety Standard 208 (FMVSS 208). The only criterion currently used in FMVSS
208 to assess the risk of femur fracture is a maximum 10,000 N axial load. In the year 2001,
4,882 pedestrians were killed in the United States alone, and a total of 78,000 people were
injured as a result of a vehicle striking a pedestrian (NHTSA 2001). In these pedestrian impacts,
the lower limb is particularly vulnerable. Lower limb injuries constitute approximately 30
percent to 40 percent of all injuries in pedestrian impacts (Isenberg et al. 1996, Sakurai et al.
1994, van Rooij et al. 2003). Due to domestic improvements in driver education and
transportation infrastructure, accidents involving pedestrians are on the decline in the U.S.;
however, they are on the rise globally, making pedestrian impacts a growing area of concern for

automobile safety. Considering the number of scenarios that could induce fracture of the femur



by bending, a need for evaluation of this injury risk has been demonstrated. However, without
adequate injury criteria for dynamic bending of the femur, no evaluation can be made as to the
risk that these scenarios present to occupants of varying genders and sizes.

To address the growing issue of pedestrian injuries, the European Enhanced Vehicle-
Safety Committee (EEVC) has adopted standards for maximum femur bending moment in a
pedestrian impact test (EEVC 2002). However, there are currently several limitations on the
determination of the femur tolerance set forth in this standard. The criterion was scaled via a
dynamic multiplier against existing quasistatic femur bending tolerance data (Messerer 1880) to
yield a maximum bending moment of 524 Nm. This was then scaled to the size of the EEVC
legform tester offering a maximum bending moment of 357 Nm. Citing that injuries observed to
the femur in crash reconstructions are relatively low, this value was then reduced to 300 Nm as a
final ruling. This 300 Nm value is applicable to the EEVC pedestrian upper legform impactor,
which is approximately the size of a 50" percentile male Anthropomorphic Test Device (ATD)
legform (EEVC 2002, SAE 1989). No other anthropometric sizes or gender differences are
accounted for in this standard. Despite the fact that this standard begins to address the issue of
pedestrian impacts, it is not based on dynamic, direct bending of the human femur and does not

account for differences in the bending tolerance for different segments of the population.



BACKGROUND

Many studies have been previously performed to determine material properties of human
femurs (Table 1). Most of the previous femur tests have been performed on femurs using
quasistatic loading rates which are limited, due to the viscoelastic behavior of bone, with respect
to predicting femur fracture in automotive accidents (Weber 1859, Messerer 1880, Motoshima
1960, Mather 1967, Mather 1968a, Mather 1968b, Cristofolini et al. 1995, Stromsoe et al. 1995).
In addition, the sample populations for the Weber and Messerer data do not represent the current
driving population. For these reasons, data from these quasistatic tests are not applicable to the
current study of femur injuries in automotive accident scenarios.

Dynamic testing of human femurs was performed by Motoshima (1960), Mather (1968),
Martens et al. (1986), Kress and Porta (2001), Kerrigan et al. (2003), and Matsui et al. (2004). In
addition to quasistatic testing, Motoshima also conducted impact-bending tests on femurs, and
obtained the impact energies using a Charpy impact tester (1960). No ultimate bending moment
was recorded for these tests. Similarly, Mather (1968a, 1968b) performed dynamic bending tests
on human femurs using a drop tower and also reported the impact energy absorbed by the femur,
but not the observed bending moment at fracture. Since the total energy absorbed to failure
cannot be directly translated to the bending moment at failure, these data are limited in their

ability to predict the ultimate fracture tolerance of the femur (McElhaney et al. 1976).



Table 1:

Previous research on bending tolerance of human femurs.

Author Rate Female Male
Weber (1859) Quasistatic (Ranglé3 %Jlrjlgllown) (Rangs %Jlljkrﬁown)
Messerer (1880) Quasistatic (Rangle8 ([)Jlrfkr?lown) (Rang361 ([)Jlrjlgllown)
Motoshima (1960) Quasistatic (144.2 11\16r151'i leggl 3 Nm)
Mather (1967) Quasistatic (Ranzig 6[’J7n11\<1r>1kown)
Mather (1968) Quasistatic 28.7 J*
Cristofolini (1995) Quasistatic (Ss;.flri‘:ﬁre)
Stromsoe (1995) Quasistatic (52.5 %\?I(I)l %I;I(r)l(l) Nm)
Motoshima (1960) (Ratlz %lflllr(rtlligwn) (60?7()§3y:a1r.(8)131:)* * (53%%?:240913)5)]:*
Martens (1986) ( <2(I))Oyrrﬁlsrr;i\fent) 373 84 Nm
Kerrigan (2003) (s 412+ 114 Nm
Mather (1968) (?Oy_ 0 ms) 42.5 1
Kress (2001 e | aseon e | @aion - aseon
vy | | it | S it

* Unknown data for calculating bending moment
** Both females and males within each age range
**%  Tests on full-body cadavers, intact thigh, one female in the fracture group, no females in
the sub-fracture group
In 1986, Martens et al. performed dynamic loading tests on 33 (26 male and 7 female)
cadaveric femurs. The mean age was 64 years, with a range of 47 to 83 years. The bending load
was applied by a four-point bending configuration to eliminate the applied shear and

compressive forces at the point of the maximum moment. The mean bending moment at fracture

was 373 £ 84 Nm; however, the loading rate was given as less than 200 ms, an order of



magnitude less than needed for automobile crash events. Kress and Porta conducted a
parametric study to characterize the response and injuries of simulated pedestrian impacts
(2001). The study utilized 604 human cadaver legs and long bones, which were tested using five
different methodologies. Femur fractures were studied in a comparison between lateral and
anterior impacts of the thigh. The thighs were tested in pairs, one loaded in the anterior direction
and one in the lateral direction with the thigh tissue remaining intact. The peak-recorded forces
ranged from 3,960 N to 8,960 N at an impact velocity of 7.3 m/s. Kerrigan et al. (2004)
conducted three-point bending of eight human femurs and reported an average bending moment
of 412 + 114 Nm. Of these eight tests, seven were conducted without the surrounding tissue
intact and impact areas were varied between the distal third, the mid-diaphysis, and the proximal
third of the femur.

Lateral impact tests have also been performed on the mid-shaft area of thighs of
completely intact cadavers (Matsui et al. 2004). In the tests that resulted in mid-shaft femur
fracture, the average impactor load was 9,350 + 1,412 N. The average impactor load in sub-
fracture tests was 9,036 + 1,343 N. Data is not presented to calculate bending moment; however,
fractures were observed to be wedge or incomplete wedge-type fractures, likely indicating the
failure of the femur due to bending (Levine 2002).

In summary, the previous research on femur fracture tolerances from bending is limited
due to one or more of the following factors: the rate of the applied load, the number of test
subjects, the availability of geometric and other data that was measured during the
experimentation, analysis of the reaction loads, and the lack of data in varying loading
orientations.  Additionally, none of the previous studies have developed continuous risk

functions or developed statistical relationships between parameters such as gender, mass and



maximum bending moment that can be utilized in predicting femur fracture. Therefore, the
purpose of the current study is to evaluate the response of the human femur to dynamic three-
point bending in order to develop injury risk functions useful for lateral or posterior loading
applications. An additional goal of this study is to investigate the differences between the

measured loads at the impactor and reaction supports.



METHODOLOGY

Experimental Test Setup

A vertical drop tower was used to evaluate the fracture strength of cadaveric femurs
under dynamic loading for both lateral-to-medial (lateral) and posterior-to-anterior (posterior)
impacts (Figure 1). The apparatus allowed for the femurs to be loaded in a dynamic three-point
bending configuration. The impactor assembly had a total mass of 9.8 kg and was dropped from
a height of 2.17 m resulting in an impact velocity of 5 m/s for each test. The impactor assembly
traveled on four reciprocating roller bearings that were attached to two linear shafts in order to
minimize lateral flexibility. An impactor load cell (Denton 1968, 22,240 N, Rochester Hills, MI)
was used to measure the loads exerted onto the specimen by the impactor. The blade of the
impactor was rounded to a 35 mm diameter head. An accelerometer (Endevco 7264B, 2000 G,
San Juan Capistrano, CA) was attached to the impactor blade to facilitate inertial compensation
of the mass between the femur and active axis of the load cell.

Each femur was disarticulated at the knee and hip joint. The soft tissue was removed
from the distal and proximal femur to insure that it would not interfere with the potting
technique. To prevent the femur from rotating out of the desired test direction, the exposed ends
were potted (Bondo Corporation, Body Filler, Atlanta, GA) in rigid, rectangular mounts. In
order to minimize the size and mass of the mounts, some hard tissue was removed using a bone
saw to insure a proper fit of the bone into the metal potting box. These pots were then clamped
to semicircular roller supports. The purpose of these rollers was to ensure loading in the

posterior-to-anterior or lateral-to-medial direction, while maintaining the desired end conditions.



2.17m Drop Height
Dual and 9.8 kg Impactor

Linear Assembly Mass

Bearings

Impactor Load Cell

. r Accelerometer

C Rounded Impactor Blade

In-situ Strain Gage
é Potting Cup for Femur Ends

Greased N

Plates Roller Supports

Left Reaction Right Reaction
Load Cell Load Cell

Figure 1: Test apparatus used for femur impact testing.

Each femur was instrumented with a strain gage (Vishay Measurements Group, CEA-06-
062UW-350, Raleigh, NC) prior to testing. The strain gage was positioned in the middle of the
femur on the side opposite of the impact and provided the strain rate and the peak tensile strain
until fracture (Fritton and Rubin 2001). The location of the strain gage and geometric
dimensions of the femur were recorded prior to testing.

Once prepared for testing, the rollers at each end of the femur were set on corresponding
reaction plates. The reaction plates were coated with a small layer of grease to reduce the rolling

friction and to minimize the development of shear loading between the rollers and the reaction



plates during impact. Each reaction plate was supported by a single reaction load cell (Denton
5768, 11,120 N, Rochester Hills, MI) that measured the loads exerted by each end of the femur.
The distance between the reaction plates was adjustable to accommodate the various lengths of
the femurs used during the test series. The distance between the contact points of the rollers with
the plates was recorded for each test as the span length.

During the impact, the impactor blade contacted a trigger strip that was secured to the top
of the femur in order to activate the data acquisition for each test. This set the zero time for the
data acquisition and video to be at the moment of skin contact. Data from the load cells,
accelerometers and strain gage were recorded at a sampling frequency of 30,000 Hz with an
Analog-to-Digital conversion resolution of 16 bits using an lotech Wavebook with WBK16
strain gage modules (Iotech WBK16, Cleveland, OH). The kinematic behavior of the impactor
and femur were recorded using high speed color video at a rate of 3,000 frames per second
(Vision Research, Phantom IV, Wayne, NJ). All channels except for the strain gage were
filtered to CFC 1000 as per SAE J211. Quantitative Computed Tomography (QCT)
(Norlend/Stratec, XCT3000A, Pforzheim, Germany) was performed to determine the bone
mineral density and geometric properties, such as area moment of inertia and cross-sectional

area, of the cortical bone of the femurs at the mid-shaft location.

Mechanical Analysis

A free-body diagram illustrates the 3-point bending configuration of the femur and the
layout of the impactor and reaction loads from the three load cells (Figure 2). D’Alembert’s
method illustrates that the difference between the impactor force and the sum of the reaction

forces is an inertial term (ma), which represents the inertia from the linear acceleration of the



effective mass of the femur during the impact event (Equation 1). A rotational inertial term (/a)
is also shown, as it influences the moment calculation used to determine the bending moment of

the femur.

Impactor Force (Fyyp)

Rotational Inertia
L (o)

"IN4
Linear Inertia (ma)
I‘ Span Length (L) 'I
Left Reaction Force (F ) Right Reaction Force (Fgy)

Figure 2: Free-body diagram of measured loads and linear and
rotational inertial terms during the impact event.

Impactor Force (Fp) = Frr + Frr + ma (D)
Determination of the mid-shaft bending moment of the femur leads to a new free-body
diagram (Figure 3). This diagram sections the femur a very small distance (AX) to the right of
the impactor load and the bending moment is calculated based on Equation 2. In this equation,
my is the effective mass of the left half of the femur and g is the linear acceleration that the left
half of the femur is experiencing. The distance, D, is the from the left reaction force to the
center-of-gravity of the left half of the femur. The values of /; and a; are the mass moment of
inertia of the left half of the femur and the angular acceleration of the left half of the femur,

respectively.
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Impactor Force (Fyp)

Rotational Inertia

Lo) W™ Bending Moment
E l) (MBEND)
Linear Inertia (m;a)) Shear
| Length (L/2) "1 Force (V)
(AX)

Left Reaction Force (F, )

Figure 3: Free-body diagram of sectioned femur, including measured loads and
linear and rotational inertial terms during impact event.

Bending Moment (Mpgnp) = FLR(§+AXJ+ mLaL[g—D + AX)—ILaL -F,,(AX) (2)

Given the available experimental data, solving for the m;, a;, D, I;, and a; terms is not
possible; therefore, Equation 2 cannot be solved without additional data or assumptions.
However, the effective mid-shaft bending moment of the femur can be calculated using Equation
1 and assuming standard beam theory. Using this approach, two coupled equations are
developed to calculate the bending moment as determined by the impactor load cell and the
reaction load cells without requiring that the inertial effects be solved for independently.
Bending moments from the loads measured by the impactor load cell (M)) are calculated as
shown in Equation 3. Bending moments from the loads measured by the two reaction load cells
(Mp) are calculated as shown in Equation 4. In these equations, the load cell forces, Fip, Fir,

and Fgg, are expressed in Newtons, while the span length, L, is expressed in meters.

F
Bending Moment From Impactor Load (M;) = (%j[gj = (FLR hl FzRR tma ](éj (3)

F F -
Bending Moment From Reaction Loads (Mz) = (%)(éj = (Mj{%) 4)
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It can be seen that the Mpgnp is the exact mid-shaft bending moment. M; will
overestimate the bending moment due to the effect of the inertial term (ma) resulting in an
overestimate of the actual bending moment. The inertial term (ma) results in My underestimating
the actual bending moment (Mpgyp) but offers a more conservative estimate of bending moment

by not over-predicting the actual mid-shaft failure moment (Equation 5).

Mpr < Mpgnp < M )

Given the geometric properties of the femurs available from the QCT scan, beam theory
is used to calculate stress within the femur assuming linear elasticity. The peak stress is
calculated according to Equation 6. In this equation, My is the moment calculated from the
reaction load cells, and ¢ and 7 are obtained from the QCT scan. The variables ¢ and [ are, the
maximum distance to the neutral axis of the femur, and the area moment of inertia of the femur,
respectively. The variable c is in meters and / is expressed in meters”.

_ M ,c
Maximum Stress (o) = Vi (6)

With the availability of stress and strain data, the modulus of elasticity of the femur is
calculated from Equation 7. For consistency, a uniform procedure is used to calculate the
modulus of elasticity (Van Ee et al. 1998, Duma et al. 1998, Duma et al. 1999). Data points used
from the stress-strain plot for calculations are from approximately 0 percent to 75 percent of the
maximum stress observed for each test.

Ao

Modulus of Elasticity (E) = A_g (7)

12



Cadaver Subject Data

A total of 45 fresh frozen cadaveric femurs were obtained from 29 subjects (17 male and
12 female) with an average age of 65 &+ 7 years and an average body mass of 77.3 + 19.8 kg. The
average bone mineral density is 1098 + 62 mg/cm’, with a range of 968 to 1239 mg/cm’ (Table 2
and Table 3). In the lateral bending tests, the moment of inertia is 27,850 £+ 12,520 mm* and in
the posterior bending tests, the moment of inertia is 31,650 = 13,910 mm®*. Cross-sectional area
is found to be 415 + 104 mm?” in the lateral tests and 416 + 100 mm? for the posterior tests. Data
listed for the bone mineral density, cross-sectional area and moment of inertia were taken by
QCT from the mid-shaft cortical bone of the femur. All test procedures were reviewed and

approved by the Virginia Tech Institutional Review Board.
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Table 2: Cadaver subject information for lateral bending tests.

Femur Femur Max.
. Body | Bone Cross- Femur |Distance
Test | Subject| - qor AL | Mass | Mineral | Sectional |Momentof| to
Number|Number Density Area Inertia Neut.ral
Axis
(years)| (kg) (mg/cm3) (mmz) (mm4) (mm)
L1 2 Female 61 77.6 1062 405 25630 19.22
L2 1 Male 65 68.9 1004 409 21620 16.42
L3 3 Male 49 |106.6| 1104 621 41070 20.03
L4 5 Male 62 89.1 | N/A* 661 46950 19.43
L5 6 Female 59 64.6 1132 335 14200 13.17
L6 7 Male 83 66.4 1174 555 38840 16.36
L7 9 Female 71 47.9 1165 291 13550 12.77
LS8 11 Female 67 63.8 1120 346 16890 16.36
L9 12 Male 65 84.7 1183 441 28950 14.96
L10 14 Female 73 89.1 1011 357 20520 16.76
L11 20 Male 64 65.8 1150 482 27580 18.95
L12 21 Female 61 54.0 1076 276 13730 12.57
L13 22 Male 62 99.3 1116 456 40260 17.96
L14 23 Male 71 71.2 1239 407 19940 16.16
L15 24 Male 61 |[107.1 968 427 52200 18.35
L16 25 Male 61 |116.6| 1118 452 26480 16.76
L17 26 Male 64 90.7 1087 473 42110 16.76
L18 28 Male 78 [104.8| 1104 467 26890 16.56
L19 21 Female 61 54.0 1098 249 12600 12.97
L20 22 Male 62 99.3 1104 474 38090 18.35
L21 24 Male 61 |[107.1 998 433 50940 17.04
L22 25 Male 61 |116.6| 1115 451 27800 16.16
L23 27 Female 72 73.9 1032 254 12930 15.96
L24 29 Female 67 63.4 1061 322 19200 14.36
L25 29 Female 67 63.4 1057 327 17370 15.16
Average 15 Male: 65 81.8 1095 415 27850 16.38
Standard 10 Femalel 7 | 209 | 64 104 | 1250 | 2.10
Deviation

* Bone mineral density was not available from the QCT scan for this test.
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Table 3: Cadaver subject information for posterior bending tests.

Max.
Femur Femur .
. Body Bone Cross- Femur |Distance
Test | Subject Gender | /8¢ Mass | Mineral | Sectional Moment of| _ to
Number|Number . Inertia | Neutral

Density Area !
Axis
(years) (kg) | (mglem’) | (mm) | (mm®) | (mm)
P1 1 Male 65 69.9 1068 389 26360 14.42
P2 2 Female | 61 77.6 1026 457 39710 18.82
P3 3 Male 49 |107.0 1090 551 56130 16.42
P4 4 Female | 68 95.1 1058 376 28700 15.22
P5 5 Male 62 89.1 N/A* 614 65870 19.43
P6 6 Female | 59 64.6 1098 305 16420 12.77
P7 7 Male 83 66.4 1180 557 37480 16.16
P8 8 Female | 70 57.6 1129 373 23550 12.57
P9 9 Female | 71 47.9 1176 316 14720 12.77
P10 10 Male 56 52.4 1109 490 39010 16.82
P11 11 Female | 67 63.8 1117 358 23770 12.97
P12 12 Male 65 84.7 1170 431 28510 15.76
P13 8 Female | 70 57.6 1181 309 20890 12.17
P14 13 Male 74 59.0 1112 294 21110 14.16
P15 14 Female | 71 89.1 1008 318 22190 13.97
P16 15 Male 68 99.8 1069 428 45080 16.16
P17 16 Male 69 57.6 1102 535 40090 16.56
P18 17 Male 64 72.6 1081 515 44420 16.16
P19 18 Female | 74 61.2 1175 411 23670 13.57
P20 19 Female | 73 59.0 975 294 15360 13.77
Average 10 Male: 67 71.6 1101 416 31650 15.03
ggﬁﬁﬁ 10 Femalel 7 | 17,0 60 100 13910 | 2.06

* Bone mineral density was not available from the QCT scan for this test.

Statistical Analysis

Data were analyzed using regression and survival analysis methods. First, regression
analysis was used to relate peak moment to the other variables (gender, age, occupant mass,

BMD, cross-sectional area, area moment of inertia, ¢, I/c, leg aspect, and loading direction) and
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to identify subsets of variables that are most useful in predicting femur fracture. The regression
analysis evaluated all possible models and all possible combinations of variables. A variable
was considered significant if the p-value was 0.05 or less. The best model was selected based on
significance of the model, the model parameters, and regression criteria such as the correlation
coefficient (R?) and Mallow’s C, statistic (C,). To account for the potential correlation from
using the same cadaver, a mixed model regression was used to test significance of the variable or
model (Littell et al. 1996). The mixed model included two error or random terms; one due to
cadaver and the second due to measurement. Tests of hypotheses use mean square errors that are
based on cadaver variation as well as measurement variation.

In order to develop risk functions for different variables and sets of variables, survival
analysis methodology was utilized. Parametric survival analysis (Collett 1999) was used to
develop the risk functions using a Weibull distribution and to evaluate the effects of covariates
on the risk functions. SAS/STAT (SAS 1996) was used to fit and evaluate the models and
estimate the risk functions (Cantor 1997). Risk functions have been developed using two
methods: utilizing localized geometric descriptors to calculate risk of femur fracture, and
utilizing global occupant parameters to predict risk of femur fracture.

In the survival analysis, to adjust for the potential for dependence between observations
from the same cadaver, significance of parameters was evaluated using a bootstrap approach.
The bootstrap is a resampling method commonly used for estimating variance of parameters in
complex settings (Collett 1999). In this analysis, cadavers were resampled from the set and the
Weibull model estimated. The resampling was repeated 1000 times to generate 1000 potential

models. Significance of variables in the model was evaluated by calculating the number of
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parameter estimates that were more extreme than zero. The proportion of values more extreme
than zero was used to estimate the p-value for the significance of a variable in the model.
Geometric values for //c and cross-sectional area were estimated for male and female
populations by utilizing the empirical distribution function for the geometric data from the femur
samples used for the experiment. From this distribution, values of I/c and cross-sectional area
were estimated for the 5, 50", and 95" percentiles of male and female populations. These were
used in conjunction with the Weibull-based risk functions to generate risk curves based on these

geometric properties across population subsets.
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RESULTS

Experimental Data

Data from the in situ strain gage indicate that the average strain at failure is 1.3 = 0.3
percent for lateral bending and 1.2 & 0.3 percent for posterior loading (Table 4 and Table 5). The
lateral bending tests were performed at an average strain rate of 5.0 = 1.2 sec’’, while the
posterior bending tests were performed at an average strain rate of 4.7 + 1.1 sec”. In all 45 tests,
the fracture occurred at the site of the strain gage. Fracture patterns were similar for both
directions and included 16 oblique, 7 comminuted oblique, 2 wedge, 9 comminuted wedge, 5
transverse, 2 comminuted transverse, and 4 indeterminate comminuted.

Experimental data show large differences between peak impactor load and the peak
reaction load, which is the sum of the two support loads. The differences in peak bending
moments as calculated from the inertially compensated impactor load versus the support reaction
loads is observable (Figure 4 and Figure 5). The peak reaction moment occurs just after the peak
impactor moment, as the load is transferred from the impactor through the femur to the reaction
supports. The peak strain occurs at approximately the same time that the femur fractures, as the
strain gage is located contralaterally to the impacting site of the blade. For the statistical analysis
of the data, the reaction moment is chosen over the impactor moment. Additional background
for this choice is presented in the discussion section. All subsequent data and analysis is
presented using the reaction loads.

Stress-strain plots are utilized to determine the elastic modulus of the bone (Figure 6).
The average modulus is found to be 17.77 + 5.29 GPa for lateral tests and 15.19 + 2.58 GPa for

posterior tests (Table 4 and Table 5).
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Table 4: Filtered sensor data for the lateral bending tests.

Peak Impactor Pealf Span Peal; Pealf Elastic .
Test Load Reaction Length Reaction FElastic Modulus Peak Strain
Number Load Moment Stress
N) N (m) (Nm) (MPa) (GPa) (%)
L1 4590 3900 0.344 335 251.3 26.11 1.204
L2 4110 3570 0.356 318 241.2 22.27 1.283
L3 4950 3920 0.452 443 216.2 15.82 1.203
L4 6960 6220 0.348 541 2239 15.79 1.345
L5 4310 3620 0.300 272 252.1 15.54 1.176
L6 5840 4960 0.345 428 180.3 25.59 1.093
L7 4130 3720 0.277 258 2429 24.83 0.932
L8 4320 3760 0.298 280 271.2 N/A* N/A*
L9 5890 5100 0.340 434 2243 20.02 1.059
L10 4000 3260 0.345 281 229.8 12.46 1.428
L11 5240 4930 0.322 396 272.5 21.28 1.418
L12 3830 3250 0.307 249 228.1 13.40 1.720
L13 5680 4920 0.360 443 197.4 17.03 0.832
L14 4270 3740 0.345 322 261.1 33.07 0.960
L15 4430 3660 0.305 279 98.0 16.40 0.517
L16 5030 4850 0.338 410 259.4 13.91 1.383
L17 5810 5510 0.360 496 197.4 13.85 1.434
L18 4890 4140 0.337 349 214.7 15.58 1.378
L19 3420 3160 0.293 231 238.1 17.84 1.094
L20 4910 4240 0.390 414 199.3 14.16 1.787
L21 4630 3920 0.376 368 123.2 14.26 0.877
L22 4910 4360 0.327 357 2074 12.05 1.349
L23 4050 3560 0.300 267 329.2 17.90 1.425
L24 4950 4300 0.310 333 2494 12.71 1.522
L25 4500 3840 0.308 296 258.3 14.54 1.705
Average 4780 4180 0.335 352 226.7 17.77 1.255
Sg’fiﬁ 792 764 0.037 83 469 | 529 0.302

* Sensor failure prior to fracture event
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Table 5: Filtered sensor data for the posterior bending tests.

Peak Impactor Pealf Span Peal; Pealf Elastic .
Test Load Reaction Length Reaction Elastic Modulus Peak Strain
Number Load Moment Stress
N) (N) (m) (Nm) (MPa) (GPa) (%)
P1 3570 3060 0.390 298 163.0 14.82 1.580
P2 4410 3800 0.393 373 176.8 12.59 1.160
P3 4690 3910 0.457 447 130.8 15.25 0.981
P4 4090 3530 0.379 334 177.1 14.21 1.250
P5 6220 5400 0.418 564 166.4 18.37 0.926
P6 3000 2680 0.376 252 196.0 11.13 1.600
P7 5310 4700 0.365 429 185.0 17.13 1.060
P8 3880 3230 0.382 308 164.4 14.99 1.330
P9 3090 2770 0.320 222 192.5 16.36 1.050
P10 5420 4810 0.332 399 172.0 11.71 0.782
P11 4580 4030 0.332 334 182.2 13.78 1.410
P12 4680 4100 0.364 373 206.2 18.45 1.060
P13 3640 3190 0.340 271 157.9 20.00 1.750
P14 2530 2340 0.378 221 148.3 16.04 0.707
P15 3430 2927 0.365 267 168.0 11.49 1.603
P16 5050 4520 0.365 412 147.7 14.21 1.010
P17 5490 4920 0.356 438 180.9 19.60 0.805
P18 5510 5030 0.363 456 165.9 13.51 1.620
P19 4770 4240 0.350 371 212.6 14.25 1.220
P20 2770 2430 0.302 184 164.9 15.95 0.902
Average 4310 3780 0.366 348 172.9 15.19 1.190
S;*‘V‘:Szgi 1040 930 0.034 96 19.9 258 1 0316
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Figure 4: Calculated bending moments from reaction and impactor load cells (left axis) and
microstrain from strain gage on test specimen (right axis) from test number L6.
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Figure 5: Calculated bending moments from reaction and impactor load cells (left axis) and
microstrain from strain gage on test specimen (right axis) from test number L7.
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Figure 6: Stress-strain curve used for determination of elastic modulus of femur.

Statistical Analysis

The analysis for single variable regression models with peak moment as the dependent
variable show that the most important variables are area, mass, inertia, ¢, I/c, and gender (Table
6). The cross-sectional area is well correlated to peak bending moment (R*> = 0.77) and is a
significant (p = 0.0001) predictor of fracture (Figure 7). Age is not well correlated with peak
bending moment in this study (R* = 0.05) and though it influences peak bending moment, it is
not found to be significant (p = 0.1423) (Figure 8). Mass only modestly correlates with peak
bending moment (R* = 0.22) but has a significant effect on predicting fracture (p = 0.0258)
(Figure 9). Bone mineral density of the femur does not correlate well with peak bending
moment (R? = 0.05) and is not significant (p = 0.3097) (Figure 10). Alternative plots of bending
moment normalized to cross-sectional area versus age, versus mass, and versus bone mineral

density are presented in Appendix A (Figure Al, Figure A2, and Figure A3). The five variables

22



of area, mass, inertia, //c, and gender are correlated with each other (Table 7). Because of their

significance and the fact that they correlate with peak bending moment, the model selection

procedures result in two models: one that contains only the variable area, and one that contains

only the variable //c.

Loading direction is not correlated with peak bending moment (R* = 0.01) and is not

found to be significant (p = 0.7856) (Figure 11). It is also seen that the leg tested does not have

an effect on peak bending moment (R* = 0.01) and is not significant (p = 0.5652) (Figure 12).

Table 6: Results from the regression analysis on factors
related to peak reaction moment. Significance is based
on the mixed model tests.

Variable R’ t-test p-value

Area 0.77 12.59 0.0001

Age 0.05 -1.55 0.1423

Mass 0.22 2.47 0.0258

Density 0.05 1.05 0.3097

Inertia 0.57 7.35 0.0001

Direction 0.01 0.28 0.7856

c 0.45 591 0.0001

Gender 0.44 -4.38 0.0005

I/c 0.56 7.47 0.0001

Leg 0.01 -0.59 0.5652

Table 7: Pearson correlation coefficients for peak moment and other variables.
Moment c Age Mass | Density | Inertia | Area I/c Gender Leg Direction

Moment 1.000
c 0.604 1.000
Age -0.213 -0.270 1.000
Mass 0.469 0.591 | -0.338 | 1.000
Density 0.226 -0.222 0.214 | -0.281 1.000
Inertia 0757 | 0.632 ] -0.310 | 0.579 | -0.157 1.000
Area 0.880 0.700 | -0.191 | 0.473 | 0.179 0.803 1.000
I/c 0.714 -0.084 | -0.237 | 0.488 | -0.091 0.964 0.727 | 1.000
Gender -0.663 -0.557 0.136 | -0.493 | -0.151 -0.677 | -0.739 | -0.620 1.000
Leg -0.036 -0.091 | -0.140 | 0.018 | -0.005 0.046 | -0.050 | 0.074 0.015 1.000
Direction 0.051 [ -0.130 [ -0.137 | 0.272 [ -0.051 [ -0.118 [ -0.005 | -0.278 [ -0.109 [ -0.151 | 1.000
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Additional plots are presented to correlate geometric factors to experimental variables.
Bending moment is found to be correlated with I/c (R* = 0.56), but is a significant predictor of
fracture (p = 0.0001) (Figure 13). Bending moment normalized to //c is not correlated with the
age of the donor (R* = 0.01) (Figure 14). The geometric descriptor (I/c) modestly correlates with
mass (R* = 0.24) (Figure 15). The geometric descriptor (//c) is not correlated with bone mineral
density (R* = 0.01) (Figure 16). Substituting cross-sectional area for I/c it is found that cross-
sectional area modestly correlates with mass (R* = 0.22) (Figure 17). The correlation between
cross-sectional area and bone mineral density shows no correlation (R* = 0.03) (Figure 18).
Additional plots of bending moment normalized to //c versus mass and versus bone mineral

density are included in Appendix A (Figure A4 and Figure AS5).
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Figure 13: Bending moment vs. //c. Figure 14: Bending moment normalized
to I/c vs. age.
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Figure 17: Cross-sectional area vs. mass.

Figure 18: Cross-sectional area vs. bone

mineral density.

Cross-sectional area is estimated for the 5, 50™, and 95" percentile males and females

based on an empirical distribution analysis of test specimen geometric data (Table 8). I/

percentiles are estimated using the same methodology.

Table 8: Percentile estimates of cross-sectional area and //c based on specimen data.

Percentile Area (mm°) I/c (mm’)

5t 388.65 1316.46

Male 50" 467.26 224211
95 620.59 3390.17

5t 251.23 888.38

Female 50" 324.03 1254.84
95 433.54 1995.72

Using parametric survival analysis, the general formula for the risk function based on the
Weibull distribution using a linear predictor is given in Equation 8.

Risk of Femur Fracture (moment, linear predictor) =

—e

—e

[lln( moment )
o

linear predictor
o

(8)

In this equation, the o is the scale parameter and 1/ ¢ is the shape parameter from the Weibull
distribution. For example, Equation 9 presents the model that uses area as a linear predictor to

adjust risk, where Py is the intercept and f3; is the slope.
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{l In(moment )—
o o

Po+ ) *area }

—e
Risk of Femur Fracture (moment, area) = 1 — € 9)

Parameter estimates and the shape or scale parameters are presented for area, //c, gender,
mass, and age (Table 9). Based on the bootstrap analysis, area, //c, gender, and mass are
statistically significant with p-values of 0.0001, 0.0001, 0.0001, and 0.0012 respectively, and it is
shown that age is nearly significant (p = 0.0579). Single variable risk functions are then obtained
by substituting the estimated parameters into Equation 8. For example, the estimated model
using area has a scale parameter equal to 0.1067, or 1/9.3704. In terms of the estimated

parameters, this substitution gives Equation 10.

_ e[9.3704*1n(m0ment)—(46.3140+O.0216*area)]
Risk of Femur Fracture (moment, area) = -
isk of ( ) l-e 10

Table 9: Model parameters, test statistics and p-values for significance of models containing
single variables; the test of significance is based on the bootstrap analysis.

Variable Area l/c Gender Mass Age
Intercept (Bo) 4.9417 5.3437 6.0731 5.4951 6.3644
Slope (B1) 0.0023 0.0003 -0.3525 0.0057 -0.0063
Scale (o) 0.1067 0.1396 0.1631 0.2113 0.2248
Shape (1/0) 9.3704 7.1613 6.1320 4.7333 4.4483
Bootstrap 0.0001 0.0001 0.0001 0.0012 0.0579
p-value

Utilizing the injury risk function for the variable area, developed in Equation 10, injury
risk curves are presented for the 5™, 50", and 95" percentile female, as well as the 5™, 50", and
95™ percentile male (Figure 19). Cross-sectional area of the femur is estimated for each
percentile occupant by applying the empirical distribution function to the specimen data (Table
8). The injury risk function predicts a 50 percent risk of femur fracture of 240 Nm, 395 Nm, and

562 Nm for the 5" percentile female, 50™ percentile male, and 95™ percentile male respectively.
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Figure 19: Femur fracture risk curves based on moment and mid-
shaft femur cross-sectional area, geometric variable area is
estimated by empirical distribution of specimen data.
Substituting the variable I/c for area yields an alternate risk function (Equation 11). In
this equation, the variable moment is the bending moment at the mid-shaft of the femur in

Newton-meters, the variable //c is the geometric property of area moment of inertia divided by

the maximum distance to the neutral axis, expressed in mm’.

_ [7. 1613*In( moment )—(38.2787+0.0021*% )]

e
Risk of Femur Fracture (moment, I/c) = 1 — e (11)
The risk function for the variable //c, shown in Equation 11, yields a 50 percent risk of
femur fracture of 260 Nm, 390 Nm, and 551 Nm for the 5" percentile female, 50" percentile

male, and 95™ percentile male respectively. Risk curves for the function developed in Equation
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11 are presented for the 5™, 50" and 95" percentile female, as well as the 5™, 50" and 95"
percentile male in Appendix B (Figure B1). The geometric variable //c is estimated for each of
the six subjects by applying the empirical distribution function to the specimen data (Table 8).

A model using the three variables moment, gender, and mass was generated to predict the
risk of femur fracture (Equation 12). In this equation, the variable moment is the bending
moment at the mid-shaft of the femur in Newton-meters, the gender variable is a binary identifier
where ‘0’ signifies a male occupant and ‘1’ represents a female occupant, and the variable mass
is equivalent to the weight of the occupant in kilograms.

Risk of Femur Fracture (moment, gender, mass) =
_ e[6.2356*1n(m0ment)—36.6845+1.9657*gender—0.0137*mass]

l-e (12)

Utilizing the injury risk function developed in Equation 12, a 50 percent risk of femur
fracture for the 5™ percentile female, 50™ percentile male, and 95™ percentile male is found to be
274 Nm, 402 Nm, and 420 Nm respectively. Risk curves for the function developed in Equation
12 are presented for the 5™, 50" and 95" percentile female, as well as the 5™, 50" and 95
percentile male in Appendix B (Figure B2). Masses used for the 5™ percentile female, 50™
percentile male and 95™ percentile male are 48 kg, 78 kg, and 98 kg respectively (NASA 1978).
These masses also correspond to the design parameters of the 5™ percentile female, 50"

percentile male and 95™ percentile male ATDs (SAE 1989).

29



DISCUSSION

Bending Moment Calculations

The peak impactor loads always measure higher than the peak reaction loads. This is
because as the impactor blade contacts the femur, it begins to accelerate the femur and tissue in
the impact direction, as well as initiating rotational acceleration of the femur ends. This is
explained by D’Alembert’s principle with the presence of the inertial term (ma) in Equation 1
and the inertial terms (mya; and I;0;) in Equation 2. Although the equations are not solved
directly for the inertial terms, the impactor load includes the effect of the inertial response plus
the sum of the reaction loads (Fizx + Frr). The reaction load cells allow a conservative
calculation of the bending moment of the femur by isolating the inertial effects and larger
measured impactor force from the elastic and stiffness effects of the femur (Equation 4 and
Equation 5).

In order to properly determine the stiffness of the femur by using the impactor load, the
effective mass and acceleration profile of the femur would have to be measured, and the
calculated inertial term (ma) subtracted from the impactor load. To demonstrate the effect of this
inertial term and show the relationship between the impactor and reaction loads, the inertial term
has been estimated by approximating the effective mass and acceleration profile of the test
specimen. The effective mass was taken to be one-half that of the total mass of the femur, roller
supports and potting cups. The acceleration profile of the impactor while it was in contact with
the femur was used to estimate the acceleration of the test specimen.

It is shown that an estimate of the inertial term can be performed and added to the
reaction loads (Figure 20). Using these assumptions, the discrepancy between the two measured

loads is much reduced. However, the measured impactor load is still approximately 400 N larger
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than what is calculated with the estimated inertial effects. This is likely because the effect of
rotational motion during the event has been assumed negligible in addition to estimation errors

for the effective mass and its resultant acceleration pulse.
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Figure 20: Example of inertial effects present in measured
impactor load from test number L6.

Since there is no way to measure the effective mass of the femur, the only way it could
exactly be specified would be from using a computational model; however, this is outside the
scope of this paper. Since proper characterization of the stiffness properties of the femur is
necessary to characterize the fracture criteria, the reaction loads, which have been shown to be
free of inertial effects, are used to generate the appropriate injury risk functions.

Another analogy that can be used to explain the difference between the impactor and

reaction loads is that of a spring-mass-damper system, which does not include rotational effects
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(Figure 21). In the system shown, the impactor strikes a mass, representing the femur mass,
which is supported by a parallel arrangement of a spring and damper, representing the material
strength of the femur. The spring and the damper respond to the impact force, but because the
impact results in the mass accelerating downward, the sum of the force exerted by the spring and
damper is less than that of the impact force. Since the reaction force is not subject to the force
utilized to accelerate the suspended mass, it observes a load less than that of the impact force.
This is analogous to what is being measured by the impactor and reaction load cells. Since the
effective mass of the femur and surrounding tissue is accelerated by the impactor, the force that
the impactor load cell measures is necessarily larger than the sum of the reaction load cells.
However, the force of real interest is the reaction load cell force. This gives an indication of the

actual strength of the bone and its ability to resist failure.

Impact Force

Mass

Reaction Force
Figure 21: Spring-mass-damper model

In the ATD, because the femur load cell is located within the mid-shaft of the femur
linkage, the load is already inertially compensated, given that it is not moving relative to the rest
of the femur. The load that it measures is exactly that of the load transmitted to the femur, or

Mgenp. For this reason, the load measured at the ATD’s femur load cell is most comparable to
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the reaction load, not the impactor load, since the impactor load contains artifacts of inertial
loads that are not seen by the reaction load cell. Therefore, the peak reaction moment, and not
the peak impactor moment, is used in the survival analysis employed to determine injury risk
functions for the femur.

The results from experimental testing and subsequent statistical analysis illustrate that
there is no statistically significant difference between peak bending moment and loading
direction. Therefore, it is possible to develop a single equation to predict femur fracture from
loading from all directions. This allows for all tests to be jointly analyzed for development of a
more precise model. It is recommended that this model be used to predict the risk of femur
fracture by utilizing the resolved ATD femur moment, Mx and My as measured by the mid-shaft

femur load cell (Equation 13).

Resolved Femur Load Cell Moment (Mrgsorvep) = M X2 + M Yz (13)

Elasticity Calculations

The beam formula for linear elastic behavior is used to calculate the stress for all tested
specimens. While this method allows a good method of comparison between the response and
ultimate strength of various biologic tissues, the assumption that the material in question behaves
as a linear elastic material can be misleading. It has been shown that bone displays plasticity
effects at high strain (Burstein et al. 1972, Reilly and Burstein 1974, Fondrk et al. 1988, Fondrk
et al. 1999, Neibur et al. 2000, Turner and Burr 2001). The effects of plasticity result in the
material failing at a lower ultimate stress than predicted by application of a purely elastic beam
formula. For example, for a solid specimen of circular cross-section, the stress predicted by the

beam formula for linear elastic behavior will overestimate the actual yield strength of the
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material by up to 221 percent of the actual yield strength of the material (Burstein et al. 1972).
Therefore, it can be considered that the failure stresses calculated in this study are to be
considered maximums, and that the actual failure stresses are lower than predicted here. The
average failure stress observed in this study, 202.8 MPa, is overestimated when compared to the
185 MPa failure stress determined from research performed on cortical bone at comparable strain
rates (Wright and Hayes 1976). Likewise, the modulus of elasticity calculated from this data is
stiffer compared to other research on cortical bone under bending loads. The average modulus of
elasticity determined from this study is 16.60 GPa, compared with a published range of 9.1 GPa
to 15.7 GPa from other studies (Sedlin and Hirsch 1966, Keller et al. 1990, Lotz et al. 1991,
Curry et al. 1997). However, the modulus calculated in this study is based upon dynamic
bending tests, whereas the modulus previously reported in other literature was based upon
quasistatic testing conditions. It is expected for dynamic tests that the bone will display a higher
stiffness value than under quasistatic tests, so it is reasonable to expect a slightly higher modulus
such as that measured in these dynamic tests.

To properly characterize the material properties of the femur, including plasticity
effects, was not the goal of this study. The intent of being able to predict the functional failure of
bone with the use of an injury risk function does not rely on the development of material
properties of femur cortical bone. If true material failure is desired, rather than functional
failure, a different methodology must be employed, requiring small coupon testing of bone to
determine the level of plasticity and other properties (Turner and Burr 2001). This is out of the
scope of the current study but would be useful from a biomechanical material property

standpoint.
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No statistical analysis is performed on the results of the calculated stress or modulus of
elasticity of the specimens. This is because the assumption of linear elasticity is employed to
generate these values. Since bone is known to exhibit a more complex behavior than linear
elastic, statistical characterization of these values would be misleading.

Stress and strain data are used from each experiment to calculate the elastic modulus of
the specimens. The strain data used is taken from the in situ strain gage. The gage was mounted
in accordance with accepted practices the same fashion as previous studies (Duma 1998, Duma
1999), and a methodology provided by Fritton and Rubin (2001); therefore, the gage is not

expected to have compromised the validity of the measurements.

Statistical Analysis Implications

The test of goodness of fit of experimental data to a Weibull-based survival analysis is a
plot of natural log of the negative natural log of the survival function versus the natural log of the
peak reaction moment (Figure 22). With a Weibull-based injury risk function, the resultant plot
should be linear to indicate a good fit (Cantor 1997). The resulting plot of all experimental data
points shows an R” value of 0.97 for a linear fit, indicating the suitability of the Weibull model

for the experimental data collected.
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Figure 22: Verification of suitability of Weibull model to explain experimental data.

Statistical analysis of the data shows the variables, area, mass, inertia, ¢, I/c, and gender,
are significant in predicting femur fracture. Additionally, it is shown that area, mass, inertia, c,
I/c, and gender are correlated with one another. This is expected since, for example, females are
less massive and have smaller cross-sectional area of bones than males, and as area increases for
a consistent geometry so does inertia. The reason that one variable can be used to adequately
predict the risk of fracture is due to the high correlation between the variables. For example, the
correlation is strong enough so that when cross-sectional area is measured and used to predict
peak moment, no other variables are significant.

In a similar manner as the present study, previous researchers have found bone cross-

sectional area to be a significant predictor of bone fracture (Bass et al. 1997, Wapnairz et al.
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1997, Myburgh et al. 1992). While these studies were performed on the forearm, they
investigated the correlation of several geometric and material parameters on fracture tolerance.
It is determined that area and moment of inertia of the bone are more important than bone
mineral density in predicting ultimate fracture strength. This is true because bone mineral
density, as determined by methods such as a QCT scan, is a local assessment of the mineral
content of a given volume of bone (Kaufman and Siffert 2001). The actual density of bone does
not change substantially with age or when affected by osteoporosis (Lundon et al. 1994, Boskey
2001). What is affected is the amount of bone present within the given cross-section (Webster
2001). It is because of this loss of bone without a corresponding loss of the density of bone, that
a correlation is not seen in this study between bone mineral density and cross-sectional area or
I/c (Figure 16 and Figure 18). Other studies have shown that the best predictors of fracture
involve a strength index, which accounts for bone cross-sectional area in addition to bone
mineral density (Ahlborg et al. 2003). The determination that cross-sectional area is better
correlated than bone mineral density to failure strength of bone is consistent with the former
studies, and the range of bone mineral density in this study from 968 to 1239 mg/cm’ is
consistent with that found by other researchers (Sievanen et al. 1998). Therefore, the current
study suggests that cross-sectional area of bone is more important than the bone mineral density
for evaluating the strength of long bones and the risk of fracture.

Since it is found that cross-sectional area is most significantly related to fracture due to
femur bending, a risk function is developed that utilized the variable of area (Equation 10). The
Weibull model may be interpreted in terms of a baseline risk model that involves only peak
moment. This model is then altered or, in survival analysis terminology, accelerated by the

regression variable, in this case area. The size of the coefficient () indicates the degree of
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alteration, and the sign indicates the direction of the alteration, with a positive sign indicating
reduction in risk. Thus the positive sign associated with area indicates that an increase in area
results in reduced risk. The size of the coefficient is difficult to interpret, although the
significance (p = 0.0001) of the test indicates the importance of cross-sectional area with respect
to bending strength of the femur (Table 9).

Geometric parameters such as cross-sectional area and //c of the mid-shaft femur are not
easily obtainable for each vehicle occupant; however, the geometric properties of the mid-shaft
femur were estimated for the 5™, 50", and 95" percentiles for males and females by performing
an empirical distribution analysis for data collected from each test specimen. Geometric values
of cross-sectional area and //c were sorted by gender, and the data is used to create a distribution
curve for these values within the male and female population segments. From these distribution
curves, values for cross-sectional area and I/c can be estimated at the Sth, SOth, and 95"
percentiles. Given the large sample size of this study, and since no geometric constraint was
placed upon the cadavers during cadaver selection, these values for cross-sectional area and //c

values for population percentiles should be accurate estimates for the adult population.

Injury Risk Curve Comparison

The three injury risk functions predict a 50 percent risk of fracture at different peak
moments depending on the variables used (Table 10). Area and //c are shown to be correlated
with each other and are two of the most highly correlated variables to peak reaction moment
(Table 6 and Table 7). As such, both yield similar results for 50 percent risk of the Sth, SOth, and

95™ percentiles. When compared to the area- and I/c-based risk functions, the gender- and mass-

38



based function predicts a lower moment for 50 percent risk to the 95" percentile male, but

predicts a higher moment for 50 percent risk to both the 50" male and 5" percentile female.

Table 10: 50 percent risk of femur fracture due to injury risk
curves using variables of area, //c, and gender and mass.

ATD Area 1l/c Gender and mass
594 Female 240 Nm 260 Nm 274 Nm
50M9% Male 395 Nm 390 Nm 402 Nm
95"4 Male 562 Nm 551 Nm 420 Nm

The gender- and mass-based risk function weighs the influence of gender more heavily
than that of mass, with a coefficient of 1.9657 compared to 0.0137 (Equation 12). Therefore,
moment values that predict a 50 percent risk of fracture are very similar for the 50™ and 95™
percentile males, at 402 Nm and 420 Nm respectively, an increase of 5 percent. Meanwhile, for
50 percent risk of fracture, the cross-sectional area-based prediction of bending strength
increases by 42 percent and the I/c-based prediction increases by 51 percent over the same
population subsets.

Cross-sectional area has been found to be most highly correlated (R* = 0.77) and
significant variable (p = 0.0001) in regard to correlation with peak bending moment. Therefore,
the most appropriate risk function to use when predicting likelihood of femur fracture due to
bending is the risk function that utilizes the variable area. While other risk functions may be
more practically useful, for instance the mass- and gender-based model can easily generate a risk
curve for a person of a given stature without having to estimate the cross-sectional area or //c of
that person, the most accurate predictor of injury risk was found to be cross-sectional area.
Therefore, it is the risk function containing the variable area that should be used for application

with ATDs and computational models for determining risk of femur fracture.
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Previous Experimental Findings

The results of this study are not similar to the results of the previous quasistatic bending
tests. Weber (1859) and Messerer (1880) reported maximum bending moments for female
subjects of 182 Nm and 180 Nm, respectively, and for male subjects of 233 Nm and 310 Nm,
respectively. Data from this study show that the maximum bending moment for females is 286 +
50 Nm and for males is 401 &= 78 Nm. Overall, this study finds a maximum bending moment of
350 = 88 Nm compared to Motoshima’s 165 Nm (1960) and Stromsoe’s 181 Nm (1995). These
differences are to be expected, given the viscoelastic behavior of bone and the dramatically
different loading rates employed in these tests. For accurate prediction of bone response given
high rate loading conditions, it is therefore necessary to utilize data from test specimens at the
loading rate in question.

However, the results obtained from this experiment are comparable to those obtained
from previous dynamic research. The bending moment at failure for the posterior loading
condition is 348 + 96 Nm. Likewise, the lateral loading condition yields similar results at 352 +
83 Nm. Overall, the average bending moment and standard deviation for these tests is 350 + 88
Nm. These values compare favorably with those obtained by Martens et al. (1986) and Kerrigan
et al. (2003), who measured the ultimate bending moment of the femur at 373 = 84 Nm and 412
+ 114 Nm, respectively.

Though it is impossible to compare the data of this test with that observed by Matsui et
al. (2004), it is useful to look at their results. Since much of the impact force seen in Matsui et
al.’s tests went into the inertial response of the lower leg, it would be impossible to determine the

bending stiffness of the femur from their data. It does offer validation; however, for the
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utilization of a femur bending test to determine the bending strength of the femur, since the

observed fractures were indicative of failure due to bending.

Subject Age Effects

Previous researchers have found age to be a significant factor for lower extremity injury
prediction (Funk et al. 2002). Although the present study does not find age to be statistically
significant, the p-values are low with a p-value of 0.1423 from the mixed model regression and a
p-value of 0.0579 using the more accurate bootstrap analysis which accounts for multiple
samples from the same cadaver. The range of ages used in the Funk study was 40 years to 75
years, whereas in the present study of femur tolerance the age range of available samples is 49
years to 83 years. The range of ages available for testing in this study was small, unfortunately
precluding a statistically significant analysis of the effects of age.

The age range of available donors for this study was limited with only 5 specimens tested
that were from donors that were younger than 57 or older than 74 years of age. Primarily
excluded from this study, solely due to the availability of tissue, was the younger segment of the
population. Since it has been shown that bone weakens with age (Lindahl and Lindgren 1967,
Burstein et al. 1976, Martin and Burr 1989), the current study does not have the capability of

evaluating injury potential in the younger population.

Limitations

In order to perform testing with the capability of statistically detecting differences in
varying loading orientations and given the number of test specimens available, the testing was

only performed in the lateral-to-medial and posterior-to-anterior loading directions. It is
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desirable for future testing to test specimens in additional loading orientations and characterize
the response of the femur in alternative directions for comparison to the results of this testing.

As previously noted, it is desirable that additional tests be performed with a larger range
of donor ages, to correlate age with the peak failure moment observed in these tests. Also,
though it was out of the scope of this study, the effects of plasticity with respect to the femur
should be determined for better understanding of the localized material response and actual

failure stresses observed within the femur.
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CONCLUSION

A total of 45 experiments were performed on human cadaver femurs using a dynamic
three-point drop test setup. Test specimens were impacted in the lateral-medial and posterior-
anterior directions. Both impactor and reaction moments were calculated from measured
experimental data; however, due to inertial effects, the average peak impactor moment measured
14 percent higher than the average peak reaction moment. The reaction loads were used to
develop the injury criteria given that they represent the inertially compensated bending strength
of the femur that is more appropriate for dummy load cell application. No significant (p =
0.7856) difference was found between the lateral-medial and posterior-anterior bending tests.
Data from the in situ strain gage indicate that the average strain at failure was 1.2 + 0.3 percent.
Also, it has been shown that quasistatic loading tests will underestimate the dynamic bending
strength of the human femur.

Injury risk functions were presented for predicting femur fracture due to dynamic
bending. Risk functions have been developed using both localized descriptors to describe femur
strength and global predictors used to predict femur strength. The cross-sectional area and
geometric descriptor, //c, of the femur were significant factors in determining the failure strength
of the femur, while bone mineral density was not. Risk functions have been presented that
utilize peak bending moment and area, or peak bending moment and //c as a predictor of risk of
femur fracture. A three variable risk function that uses peak bending moment, gender and mass
was also presented. The risk function that utilizes the most highly correlated (R* = 0.77) and
significant (p = 0.0001) variable, cross-sectional area, predicts a 50 percent risk of femur fracture
of 240 Nm, 395 Nm, and 562 Nm for equivalent cross-sectional area of the 5th percentile female,

50™ percentile male, and 95™ percentile male respectively.
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APPENDIX A: Additional Statistical Analysis Plots

1.2

1.0 4

0.8 1

0.6

X 0 ¢]

X X x
B € oo

X 88 X, 0 XK

0.4

Moment/Area (N/m)

0.2

O Female
X Male

0.0
45

55

65
Age (years)

75

85

Figure Al: Bending moment normalized to
cross-sectional area vs. age.
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Figure A3: Bending moment normalized to

cross-sectional area vs. bone mineral density.
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Figure A5: Bending moment normalized to
I/c vs. bone mineral density.
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Figure A2: Bending moment normalized to
cross-sectional area vs. mass.
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APPENDIX B: Additional Statistical Analysis Plots
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Figure B1: Femur fracture risk curves based on moment and mid-shaft femur //c,
geometric variable //c is estimated by empirical distribution of specimen data.
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Figure B2: Femur fracture risk curves based on moment, gender, and occupant mass,
values for mass from NASA and SAE guidelines for ATDs and general population
(NASA 1978; SAE 1989).
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