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(ABSTRACT)

Mechanical properties of (woven carbon fiber / vinyl ester matrix) composites can
be greatly improved if the interphase between the reinforcing high-strength low-weight fiber
and the thermoset resin is made more compliant. In order to improve the adhesion of the
vinyl ester matrix to the carbon fiber, a thermoplastic coating such as poly(vinyl
pyrrolidone) (PVP) can be used as an intermediate between the matrix and the fiber. The
extent of mutual diffusion at the (sizing materia / polymer matrix) interphase plays a critica

role in determining the mechanical properties of the composite.

In this research, the molecular interdiffusion across a poly(vinyl pyrrolidone))/vinyl
ester monomer (PVP/VE) interface is being investigated by Fourier Transform Infrared
Attenuated Total Reflectance (FTIR-ATR) spectroscopy. The ATR method which can be
used to characterize the transport phenomena, offers severa advantages, such as the ability
to monitor the diffusion in situ or to observe chemical reactions. In order to separate the
effects of the vinyl ester monomer diffusion and the crosslinking reaction, ATR experiments
were carried out at temperatures below the normal curing temperature. Diffusion
coefficients were determined by following variations in infrared bands as a function of time,
and fitting this data to a Fickian model. The values of the diffusion coefficients calculated

were consistent with values found in the literature for diffusion of small molecules in



polymers. The dependence of diffusion coefficients on temperature followed the Arrhenius
equation. Hydrogen bonding interactions were also characterized. The diffusion model used
in this study, however, does not seem to be appropriate for the particular (PVP/VE) system.
Because the glass transition temperature of the PVP changed as diffusion proceeded, one
would expect that the mutual diffusion coefficient did not stay constant. In fact, it was
shown that the T4 can drop by 140°C during the diffusion process. A more suitable model of
the (PVP/VE) system should take into account plasticization, hydrogen bonding, and
especidly a concentration dependent diffusion coefficient. Further analysis is therefore
needed.
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CHAPTER 1

INTRODUCTION

Polymer composites play an increasingly important role in today’s technology.
Carbon fiber reinforced composites, composed of carbon fiber and vinyl ester matrix, show
poor mechanical properties, which arise as a result of poor adhesion between the fiber and
the matrix [1]. Mechanical properties of (woven carbon fiber/thermoset resin) composites
can be greatly improved if the interphase between the reinforcing high-strength low-weight
fiber and the matrix is made more compliant. In order to improve the adhesion of the vinyl
ester matrix to the carbon fiber, a thermoplastic coating such as poly(vinyl pyrrolidone)
(PVP) can be used as an intermediate sizing material between the matrix and the fiber [2].
The sizing materia has to be compatible with the carbon fiber surface and miscible with the
vinyl ester matrix in order to form a particular interphase region [3, 4]. After contact is
established between the PVP and the vinyl ester matrix, adhesion takes place by
interdiffusion across the interface [5]. The extent of mutua diffusion at the (sizing
material/polymer matrix) interphase plays a critical role in determining the mechanica
properties of the composite. The incorporation of PVP coated carbon films in highly
crosslinked thermosets improves the toughness, without compromising modulus, strength

and chemical resistance [6].

The widespread use of PVP and vinyl ester materials underscores the importance of
diffusion of PVP and vinyl ester from both a commercial and a technical perspective. Vinyl
ester resins are inexpensive and their properties are superior to those of epoxy resins or
unsaturated polyester resins [7] because of low costs and ease of processing. Vinyl ester
resins are typically formulated for resin transfer molding [8]. Vinyl ester monomers diluted

with styrene are mainly used in thermoset polymer matrix composites [3, 7, 9]. The vinyl



ester monomer forms a three-dimensional network with the styrene, when crosslinked via
free radical copolymerization [10] by opening of the double bonds, C=C, leading to an
addition reaction with no formation of by-products. Vinyl ester monomers diluted with
styrene can be fully cured at low temperature very rapidly [11]. Composites based on such
materias are being employed mainly in aerospace and structural applications. In addition,
thanks to the advantages of resin transfer molding, they also tend to find applications in
ground transportation and infrastructure [12, 13]. An advantage of the PV P polymersis that
they are water-soluble and non-toxic, therefore interesting for environmental reasons.
Carbon fibers are usually coated with PV P in amounts from 0.5 to 2 wt% [14].

The particular (PVP/vinyl ester) system has already been studied by a number of
researchers. Riffle et al. [15] focused their attention on designing the polymeric interface,
employing a vinyl ester resin (VER), Derakane 441-400, commercidized by Dow Chemical
Co. This resin consisted of a vinyl ester monomer (VE) diluted with 30 wt% of styrene in
order to reduce the room temperature viscosity. Indeed, the VE does not flow well at room
temperature. It is necessary to add a diluent in order for the resin to penetrate well between
fibers. Styrene is a good diluent since it is miscible with the VE and is relatively cheap. A
cure temperature of 150°C was set by the investigators. Some studies have also been done
by Oyama et al. [16] focusing on the interface between VER and PVP using electron
microprobe anaysis (EMP) [17, 18]. Two regions with different diffusion coefficients were
observed in the interphase, attributed to the change in solubility at the interface. The
diffusion coefficient was estimated to be roughly equal to 107 cm?.s* at 150°C. Different
(VE-styrene) compositions were studied and it was found that the interfacial thickness

increased dramatically with the amount of styrene content.

Although very vauable, the EMP analyss method presents some limitations.
Pretreatment of the sample is necessary and experiments have to be done in a vacuum
atmosphere at low temperature in order to reduce mass loss. The error involved with the

technique is quite important since the sample can be damaged during preparation and



examination. Another easier technique needs to be usszhtiom the results obtained by

EMP analysis, and also to verify the existence of a discontinuity in the interphase.

Attenuated TotalReflectance (ATR) spectroscopy hasen used to measure
interdiffusion for a number of polymer systend9, 20, 21, 22, 23, 24, 25, 26This
technique is attractive for several reasons. It is easy, simple and nondestructive, and the
penetration depth ranges between 0.1 toud0 Any concentration changwithin the
penetration depth due thffusion of one polymer inanother one can be observedsitu.
The diffusion of each polymer cathen be followed independently, provided that the
compounds have some infraréidtinguishableabsorption bands. It is possiblewmrk in a
broad range of temperatures (below and above ghantl with a wide variety of interface
combinations (amorphousgrystalline, thermoplastic,thermoset polymers,different
molecular weightsetc). TheATR method offers the advantage méasuringhe diffusion
coefficientsover a vide range of values: T0to 10 cnf.s', as well as characterizing

chemical interactions occuring within the polymeric system.

The objective of thiproject is to show that it isxperimentally possible to measure
the diffusion coefficientsacross apolymeric interface byFourier Transform Infrared
Attenuated TotalReflectance (FTIR-ATR) spectroscopy. Timeolecular interdiffusion
across apoly(vinyl pyrrolidone)/vinyl ester monomer(PVP/VE) interface is being
investigated in this research using A$pectroscopy. The effect of styrene composition on
the value ofthe diffusion coefficient hasiot been investigated in this research since it was
not the primary objective. Inorder to separate theffects ofthe vinyl estermonomer
diffusion and thecrosslinkingreaction, ATR experimentsere carriecbut attemperatures
below the normal curing temperature. From the value of the diffusion coefficient, aisle is
to predict the interphase compositiprofile, and henceéhe mechanicaproperties of the

composite.



This thesis is organized as follows. A background on diffusion and on the principles
and the use of FTIR-ATR spectroscopy to measure interdiffusion of polymers is being
provided in Chapter 2. The experimental part is discussed in Chapter 3, while the results are
presented in Chapter 4.



CHAPTER 2

THEORY

This chapter serves as areview of the pertinent literature describing the estimation
of diffuson coefficients associated with a polymeric interface employing Fourier
Transform Infrared Attenuated Total Reflectance (FTIR-ATR) spectroscopy.

The first section gives an introduction to the topic of diffusion and discusses the
possible experimental techniques for measuring diffusion at a (polymer/polymer) interface.
The second section provides a short background on infrared spectroscopy. The third
section discusses the optical principles of ATR spectroscopy. The fourth section focuses
on the diffusion models developed for this particular technique and refers to the work
published in the literature. The final section summarizes the advantages and limitations of

ATR spectroscopy.

2.1 - DIFFUSION

In many applications, such as those involving electronics or aerospace materials,
polymers are often in contact with another material. After contact is established between
two polymers, adhesion takes place by interdiffusion of the polymers across the interface
[5]. The interface represents the thin plane section between the two components. In
comparison, an interphase is defined as the region of finite thickness where mechanical and
physical gradients occur. The interphase between two polymers is typicaly developed, as
one polymer component diffuses into the other and vice versa. The subject of polymer-
polymer interfaces is of interest because of its importance in adhesion, welding, polymer

blends, crack healing, latex film formation, and other applications [27, 28].



After a brief definition of mutual diffuson coefficient, Dy, and sef-diffusion
coefficient, Ds, the following section presents the experimental techniques used to
measure diffusion at a (polymer/polymer) interface. The section concludes with an

overview of the theories relating Dy and Ds.

2.1.1 - MUTUAL DIFFUSION VERSUS SELF-DIFFUSION

The mean diffusion coefficient of the binary polymeric system (A/B) consists of
three diffuson coefficients: the mutual diffusion coefficient, Dy, and the two, self-
diffusion coefficients, Dsa. and Dsg associated with the Brownian motions. The mutual
diffuson coefficient, Dy, aso caled interdiffusion or collective diffusion coefficient,
measures the change in concentration of a species from its average concentration with
time. Dy is the diffusion coefficient which has to be taken into account in the Fick’s law of
diffusion. The mutual diffusion coefficient of A in B, and the mutual diffusion coefficient
of B in A are considered to be identical [29, 30, 31]. The sdf-diffusion coefficient, Dsg,
measures the center of mass mean-square displacement of one polymer chan in the
materia with time. Three kinds of motions can be distinguished for Ds: internal, rotational,
and trandational motions. As the volume fraction of A approaches 1, Dy = Dsg , and as
the volume fraction of A approaches zero, Dy = Dsa. Ds is well-understood [28], contrary
to Dw. It is well-established, for instance, that Ds is proportiona to the inverse of the
square of the molecular weight for al polymers above their entanglement molecular
weight as predicted by the reptation theory, and to the inverse of the molecular weight for
all polymers below their entanglement molecular weight as predicted by the Rouse theory.

2.1.2 - EXPERIMENTAL TECHNIQUES FOR MEASURING DIFFUSION

The past fifteen years have seen the development of several techniques used to
study diffusion at (polymer/polymer) interfaces [28, 30, 32]. Different experimenta
techniques are used to measure Dy and/or Ds. Those techniques are summarized in Table
2.1.



In order to measure Ds, chains have to be labeed and this labeling may modify the value

of the diffusion coefficient.

Table 2.1: Techniques for measuring diffusion at a (polymer/polymer) interface

Techniques Dw and/or | Spatial resolution,
Ds Range for D (cm?s), Comments
scanning infrared microscopy
infrared microdensitometry [33, 34, 35, 36] | D 100 nm, 10° to 10*°
scanning infrared microscopy [37, 38] Dwm 10 Mm
electron microscopy
scanning electron microscopy with energy- Dwm 3 nm, destructive technique
dispersive x-ray spectrometry (SEM/EDS)
[39, 40, 41]
transmission electron microscopy (TEM) Dwm 50 mm
[42] Dw
TEM with electron energy-loss spectroscopy
(EELS) [43] Dwm
TEM with EDS and EEL S [44, 45]
light scattering
optical Schlieren technique [46] Du 10°to 10"
spectroscopic ellipsometry [47, 48] Dwm 5nmm
dynamic light scattering [49] D 10°®
neutron scattering
small-angle neutron scattering (SANS) Ds 1 nm, 10%
[63, 64, 65, 66]
neutron reflection spectroscopy (NRS) Dwm 1nm

[47, 48, 67, 68]




Table 2.1 continued

high energy ion spectrometry

forward recoil spectrometry (FRES) Dw , Ds 1000 A, 10* to 10"
[50, 51, 52, 53, 54, 55, 56]
Rutherford backscattering spectrometry Dw , Ds 100 A
(RBS)
[57, 58, 59, 60]
secondary ion mass spectrometry (SIMS) Ds 150 A, 10
[61, 62]
X-ray spectrometry
x-ray fluorescence and reflectivity [69, 70] D 20 A
Raman scattering
surface-enhanced Raman scattering (SERS) | Ds 10%
[71]
infrared spectroscopy
external reflection infrared spectroscopy Dwm 500 nm
[72]
transmission FTIR Dw
attenuated total reflectance spectroscopy D 10" to 10"
(FTIR-ATR)
[20, 21, 22, 23, 24, 25, 26, 73, 74]
reflection absorption spectroscopy Dwm useful for limited miscibility
(FTIR-RAS) [75]
attenuated total reflection microspectrometry | Dy, sample areas as small as

(micro-ATR) [76]

20-200 mm in diameter




Table 2.1 continued

other methods

radioactive tracers [77, 78]

NMR pulsed field-gradient technique
[79, 80, 81, 82, 83, 84, 85]

forced Rayleigh scattering from holographic
gratings [86, 87, 88|

fluorescence redistribution after pattern
photobleaching [89, 90, 91]

photon correlation spectroscopy [83, 92]

donor-acceptor fuorescence method [93]

small-angle x-ray scattering (SAXS) [94]

electron microprobe analysis [95]

nuclear reaction analysis (NRA) [96]

ellipsometry [97, 98]

Dw , Ds
Ds

Dw , Ds

Ds

Dwm
Dw , Ds
Dwm
Dwm
Dwm
Dwm

10°to 10°%°

1 to 100 nm, from 10° to 10’

10

50 A

1nm

15nm

2.1.3 - THEORIES RELATING Dy AND Dg

If a smple relationship between Dy and Ds can be found for a binary mixture of

two compatible polymers A and B, it will be possible to predict the temperature and

composition dependence of Dy , since Ds can be measured easily and with good accuracy.
However, the relationship between Dy and Ds is not well established.

At equilibrium, thermodynamics interactions govern the composition of the interfacial

region. In systems where the polymers are chemicaly different, the Gibbs free energy of

mixing also contains a term corresponding to the enthalpy of mixing. The chemical

potential gradient is considered as the driving force for diffusion. Its expression is given

by the following equation [29]:
&abmd_ _é 1

1

= kT.a———+
S o ENaf Ne(l-f)

+2.|c|3 (2.1.9)
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where Au = ua-uUg is the chemical potential difference
¢ is the volume fraction of polymer A
N;is the number of repeat units of the polymer i

x is the Flory-Huggins interaction parameter between A and B

Concentration andolume fractionare related by the expressipre C.&, where ais the

volume per monomer.

The firsttwo terms in the square brackets in equation (2.1.a) represent the entropic
contribution whereas the last one representsfitiealpic contribution tahe molar free
energy. The cheital potential gradient is directly pportional to theFlory-Huggins
interaction parametedescribingthe molecular interactions athe two polymers. In the

case of specific interactions, such as hydrogen bonding,is negative and as a
consequence, thenthalpy of interaction itow, favorisingthe interdiffusion ofthe two

species.

Two diffusion equationswhich are not inagreement with each ah have been

proposed in relating Wpand B for entangled chains. Their expressions are given below:

_ 1 _ 1 Dopd
DMS_@Dl_(p o .(1 (p).kT. (pH (2.1.b)
sa.Na Dss.Ns
Dwvr = [DSA. NA.(l— (p) + DSB.NB.(p] .(p.(l— (p) k_]:l' Eﬁtlpﬁ (2.1.c)

where Dys is the interdiffusion coefficient for the slow theory
D is the interdiffusion coefficient for the fast theory
Dsa is the self-diffusion coefficient of A chains

Dgg is the self-diffusion coefficient of B chains
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The equation (2.1.b) is known as the slow theorydiffusion sincethe diffusion is
dominated by the sloweliffusing componentThis model has been derived by De Gennes
[99], Brochardet al. [100], and Binder[101] by considering a dynamigersion of the
random phase approximation andibgluding vacancies intthe lattice model. Thelow
theory assumes localcompressibilityand also that the componéhixes are equal and
opposite (d = -J) during the diffusion process, i.e. that thierface remains symmetrical.
This model is based on a mathematiegproach and doesot consider physical

interactions. Figure 2.1 illustrates the mathematical concept behind the slow theory.

k<<

k:«’ kl

Figure 2.1: Schematic of the slow theory of diffusion

The equation (2.1.c) refers to the fast theorydiffusion in whichthe fastermoving
component controls theiffusion and swellshe slower componenthis model has been
proposed by Crank [102Kramer et al. [57], and later bySillescu [103]. The fast
diffusion theory also considers vacancies in a lattice mduole,it assumes that local
density inhomogeneities are rapidly relaxed, and thus the gradientafeimcalpotential
of the vacancies vanisheShere is an additionaacancy flux besideshe fluxes of

components A and B. Figure 2.2 shows the mathematical concept behind the fast theory.

k<< ko

k=k,

Figure 2.2: Schematic of the fast theory of diffusion
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Both theories are limiting cases. Indeed, they contain several limiting assumptions, such as

no correlation factor for the self-diffusion process and the assumption that the monomeric

friction coefficients are independent of composition.

2.1.4 - COMPARISON BETWEEN THEORIES AND EXPERIMENTS

Experimenta results have been compared with the predictions of the fast and the

dow theories of diffusion. There are results in the literature which agree with the slow

theory of diffusion (see Table 2.2), and there are also results which agree with the fast

theory of diffusion (see Table 2.3), and there are some that disagree with both theories

(see Table 2.4).

Table 2.2: Results which agree with the slow theory of diffusion

Materias Technique Reference
PMMA and poly(styrene-co-acrylonitrile) Ellipsometry 98
PMMS/ PS Photon correlation spectroscopy | 92
Polytetramethyl carbonate / deuterated PS | Neutron scattering 66
Table 2.3: Results which agree with the fast theory of diffusion
Materias Technique Reference
PMMA and poly(styrene-co-acrylonitrile) Forward recoil spectrometry 55
PDMS/ PEMS Photon correlation spectroscopy | 83
PS / poly(xylenyl ether) Forward recoil spectrometry 56
2 hydrogenated polybutadienes of different | Infrared microdensitometry 36

molecular weights

12




Table 2.4: Results which disagree with both the slow and the fast theories of diffusion

Materials Technique Results Referenc
Deuterated Nuclear reaction Slow theoryuntil 10°C above {; | 96
polystyrene and analysis fast theory at high temperature.
PMMA A function describing a thermal
transition between the two
theories was derived.
PS/PVME, PB/SBR| Light scattering Slow mode at large moleculdi04
PI/SBR blends weight, fast mode at low
molecular weight.
Good agreement with [105].
Dynamic scattering Slow theory as BT, 105
experiments fast theory far above,T
PS [/  poly(vinyl| ATR-FTIR A model was developed for73
methyl ether) spectroscopy polymers with dssimilar physical
properties.
Theoretical Slow theory far abovg T 106

A linear combination othe slow

and the fast modes was derived.

2.1.5 - CONCLUSION

The mostrequently employed techniquesed to study theutual interdiffusion at

a (polymer/polymer) interface is ion-beaspectrometry, in other words Rutherford

backscattering spectrometry (RBS), forwaedoil spectrometryFRES), and secondary

ion massspectrometry (SIMS). These thréechniques allowthe determination of the

concentration profile as a function dépth, but are not alwayapplicable tothe vast

13
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magjority of polymeric materias since the atomic compositions are not aways
distinguishable. Furthermore, the samples are damaged by the use of these techniques.

However, a non-destructive technique, Attenuated Total Reflectance (ATR)
spectroscopy, has been successfully applied in the last decade to measure diffusion
coefficients in polymers [19, 20, 21, 22, 23, 24, 25, 26]. This technique will be used in this
research to study the molecular interdiffusion at a poly(vinyl pyrrolidone)/vinyl ester
(PVPIVE) interface.

2.2 - FTIR-ATR SPECTROSCOPY

The principles, practice and applications of spectroscopy, in general, are well
documented in literature [107], as is polymer spectroscopy [108]. Spectroscopy is a
method studying the interaction of energy with a particular system, which produces a
response that can be interpreted in terms of physical interactions in the system and
chemical structure of the system.

This section provides a brief overview of infrared spectroscopy, Fourier transform

infrared spectroscopy, and attenuated total reflectance spectroscopy.

2.2.1 - INFRARED SPECTROSCOPY (IR)

Three regions within the infrared region can be distinguished: the near-infrared
region (from 13,300 cm™ to 4,000 cm™), the mid-infrared region (from 4,000 cm™ to 400
cm™) and the far-infrared region (from 400 cm™ to 10 cm™). Infrared spectroscopy
measures the molecular vibrations of molecules. The molecules must have a permanent
dipole moment in order to interact with the infrared radiation, to vibrate and to absorb
energy. When a sample absorbs infrared radiation at a given wavenumber, there is a
corresponding decrease in the radiation intensity, which can be mathematically
transformed into an absorption band. The infrared spectrogram presents, indeed, the
absorption characteristics of a molecule, also called bands or peaks. There is a correlation

between the functional groups of a molecule and the wavenumbers at which they absorb
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infrared radiation. The carbonyl group stretch, for instance, always occurs between 1600
cm™ and 1700 cm™, depending upon the loca environment of the carbonyl moiety.
Infrared spectroscopy is, therefore, used to characterize molecular structure, and to detect
and to identify the presence of intermolecular interactions which cause frequency shiftsin

SOme Cases.

2.2.2 - FTIR SPECTROSCOPY

Fourier Transform Infrared (FTIR) spectroscopy is said to be the most versdtile,
fast, inexpensive, and conclusive method for surface and bulk characterization. As aresullt,
FTIR spectrometers are found in most laboratories. The main component of the FTIR
spectrometer is the Michelson interferometer [109, 110], invented in 1880 by Albert
Abraham Michelson, who was awarded the Nobel Prize in Physics in 1907. The major
advantage of a FTIR spectrometer over a dispersive infrared spectrometer is that the
signal-to-noise ratio (SNR) is quite high. SNR is defined as the ratio of the amplitude of a
spectral band at any point to the amplitude of the noise at some baseline point nearby in
the spectrum. Noise is observed when there are some fluctuations in the spectrum above
and below the basdline.

FTIR spectroscopy has been classified into two magor areas. non-reflection
techniques and reflection techniques. Table 2.5 distinguishes different techniques within
both areas while Table 2.6 gives some information about their penetration depth range and

surface requirements.

Table 2.5: Non-reflection and reflection techniques

Non-reflection techniques:

Emission spectroscopy (EMS)
Photothermal beam deflection spectroscopy (PBDS)
Photoacoustic spectroscopy (PAS)

Transmission spectroscopy
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Reflection techniques:

External spectroscopy (ERS)
Reflection-absorption spectroscopy (RAS)

Grazing incidence reflection (GIR)
Internal spectroscopy (IRS)

Multiple internal reflection (MIR)

Frustrated total reflection (FTR)

Attenuated total reflectance (ATR)

Diffuse reflectance (DRIFT)

Table 2.6: Penetration depth and surface requirements

for some FTIR surface techniques (from [111])

Technique Penetration depth range Surface

RAS submonolayer to gm coated metallic
PAS, PBDS 200 A to 50um any shape
EMS 100 A to 5um any surface

DRIFT monolayer to fewam powder, fiber
ATR 40 A to 3um smooth film

2.2.3 - FTIR-ATR SPECTROSCOPY

Attenuated Total Reflectance (ATR) spectroscopy is arinternal reflection
technique used in conjunction with an FTIR. Tiaene ofthe technique wafsrst given by

Fahrenfort, but ihas been redefined by Thenerican Societyfor Testing andMaterials

(ASTM). Its definition is given in Appendix A.
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ATR spectroscopy is often considered as a technique to study the surface of different
materials, such as thin films or opaque solids. Its principles are given in the following
section.

2.3 - OPTICAL PRINCIPLES OF ATR SPECTROSCOPY

Harrick [112] and others [110, 113] have presented the fundamental principles of
Attenuated Total Reflectance (ATR) spectroscopy in detail.
The ATR technique requires an internal reflection element (IRE), also called the denser or
propagating medium, and often referred to as the ATR crystal. The sample, caled the
rarer medium, because of its lower refractive index, is in contact with this crystal. Thus an
absorbing medium is in contact with areflecting one.
As shown in Figure 2.3, an incident beam enters the ATR crystal from one of the side
faces and is totally reflected at the interface with the sample. The beam then travels inside

the ATR crystal and finally exits from the other side face.

sample
N crystal
incident reflected
beam beam

Figure 2.3: Schematic representation of total internal reflection
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The nature of the interaction at tmterface depends aihe refractiveindices of
the ATR crystal and the sample,amd nrespectively.
For anabsorbing materiathe refractiveindex is a complex quantity i, which isfohed

below:
fi=n+ik (2.3.a)

where n is the real component of the refractive index
(a constant at a particular frequency)
k is the extinction coefficient, also called the absorption index
For organic materials in the mid-infrared region, the refractive index is usually about 1.5.
The angle of incidencé®, is defined ashe angle withrespect to the normal to the

face of the IRE crystal.

Total internal reflectionoccursonly if ©=6., where thecritical angle®. is given by the

s et

equation:

where n>nso that (pn) <1
n, is the refractive index of the ATR crystal

n, is the refractive index of the sample

In order toavoid some distortions in tHeand shapeghe angle of incidence has to be

maintained well above the critical angle.

Whenthe infrared radiation is totally reflected tite interface betweethe crystal
and thesample, an evanescent wawdich isthe wave ofinfrared radiation inside the

ATR crystal, penetrates small distance in thesample. It representhe superposition of
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the incdent and reflected beams the interface betweethe IREand thesample. The
total distance sampled the evanescent wave astually much longer thatihe socalled

penetration depthyhich is defined ashe distance atvhich the relative electricfield is

reduced by a factor®

Assuming a smakxtinction coefficien(the sample is a non-absorbimgediumand k = 0

in the equation (2.3.a)), the penetration depth dgrirof the IR radiation is given by:

A

2
21 nl.\/(sina)2 - (:i) 059
3.c

where A is the IR wavelength of the light in free spacernm

dp:

A = (10,0006) wherec is the wavenumber in crh
0 is the angle of incidence

n, is the refractive index of the ATR crystal

n, is the refractive index of the sample in contact with the ATR crystal

At 6 = 6. , the approximations made for deriving the penetration depth equation (2.3.c) are

no longer valid since the denominator is equal to zero.

A knowledge of the penetration depthvexry important when working witbolids
sincethe chencal composition of solids can vary witthepth. Bychangingthe angle of
incidence it is possible tstudy surfaces at various depths. The penetration depths can be
calculated with the use of equation (2.3.c). From this equation, we segdbatehses as
0 increases at constant m, , andA. This is illustrated in Figurg.4 for n = 2.42 and s
1.53. On the othehhand, ¢ increases proportionally with at constan®, n, and nn , as

demonstrated in Figure 2.5 foy12.42 and s+ 1.53.
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Figure 2.5: Penetration depth, dersus wavenumber fér= 45°
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As shown in Figure 2.6, the éectric field magnitude E undergoes an exponential
decay (the largest contribution to the absorption intensity comes, thus, from the material

which is close to the surface), and the rate of decay is defined as:

= _g/g
E=E.e®® 2.3.d)

where E, isthe éectric field magnitude value at the (sample/ATR crystal)
z isthe distance from the (sample/ATR crystal) interface
dp is the penetration depth

exponential
decay

Figure 2.6: Schematic of the evanescent wave near the interface
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The square of the electric field magnitude gives us its intensity, |, which can be related to
the absorbance of light [114]. Thiswill be discussed in Subsection 2.4.1.

To summarize, the sample is able to absorb light of that of the evanescent wave at
particular wavenumbers. Some energy is, thus, removed from the reflected beam and
hence, the name Attenuated Total Reflectance (ATR). The decrease in the reflected beam
intensity results in an absorption spectrum. The spectrum can then be interpreted in terms

of the physical and chemical structure and properties of the system.

2.4 - MEASURING DIFFUSION IN POLYMERS
BY ATR SPECTROSCOPY

The FTIR-ATR technique has been used to measure diffusion coefficients in
polymers [19, 20, 21, 22, 23, 24, 25, 26] only in recent years. Its historical development
can be found in the literature [19]. The first attempts [115, 116] were made in the early
1980's, but they were not conclusive because valid equations were not incorporated into
the model for analysis. In 1984, an article was published by Brandth et al. [117] about an
ATR experiment done in situ concerning the diffusion of small molecules in polyethylene.
The analysis model was then given and value of the diffusion coefficient was obtained.
However, since this article was published in German and not in English, it did not attract
attention. In 1988, Xu and Balik [118] described a numerica method involving
measurement of the absorbance bands as a function of time, without even referencing to
the work previoudy done by Brandth et al.. However, their experimental data could not
be accurately converted to diffusion coefficient because the experiments were not done in
situ. As a result, some researchers studied the diffusion behavior in other polymeric
materials. But no other articles reporting the use of the ATR technique for measuring
diffusion coefficient were published until 1992.

This section dtarts by presenting the mathematical details inherent in the
determination of the expresson of the absorbance in the ATR measurement. The

following subsection discusses the different transport models. One of them, the Fickian
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diffusion model, is generallyalid for most of thesystems and itherefore expected to
model diffusion in polymersThe diffusion model is formulated ithe third subsection,
assuming a Fickian behavior. A review of the literature is provided in the fourth subsection
for both thediffusion of smallmolecules into polymers anihe diffusion of polymers
within polymers.The final subsection summarizéise advantages anidhitations of ATR

spectroscopy.
2.4.1 - EXPRESSION OF THE ABSORBANCE

The absorbance is a measure of the quantity of energy absorbeshtmple. The
Beer-Lambert law107, 109, 110pives a relationship betwedime absorbance oflzand

and the light intensity valid for transmission spectroscopy:

24.a
A =-logT= Iog%%=s£.l ( )

where A is the absorbance

T is the transmittance

[, is the intensity measured with no sample in the beam
(from the background spectrum)

| is the intensity measured with a sample in the beam
(from the sample single beam spectrum)

€ is the absorptivity

C is the concentration of the absorbing material

(e.C) is the absorption coefficient. It is equal to®(A.k)/\)

| is the thickness of the absorption path
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From the equation (2.4.a) we get:

(2.4.0)

If we assume that the maximum absorbance value of the peak is less than (In10)-1, in other

words that only weak absorption occurs, then:

(A.In10)°  (A.In10)’

exp(- A.In10) =1- A.In10+ o Frorrere, » (1- A.In10)

3!
Substituting (2.4.c) into (2.4.b) and taking a derivative, we get:
=-(In10).(10).dA
The Beer-Lambert law (2.4.9) is equivalent to:

loglo- logl =e.C.l
~dl = cp.C.dz (assuming constant concentration)

Differentiating the equation (2.4.f) gives:

1

gaé. | =e.C.dz

QIO

0
090

&
“&in10

or dl =-e.C.1.(In10).dz

(2.4.0

(2.4.d)

(2.4.¢)

(2.4.f)

(2.4.9)

(2.4.h)
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Combining (2.4.d) and (2.4.h) we have:

-e.C.1.(In10).dz = - (In10).(10).dA

—ec &0 -
or dA = e.C.%Ioﬁdz (2.4.1)

Using the ATR relations discussed in Section 2.3, E* =l and E = Eo.expgaed—zg, we get:
p

el ('_j_aéEOZ('_je a® 220

= = . : 24,
€1z €100 Tedp o (2.41)
Substituting (2.4.)) into (2.4.i), we obtain:
aF0209 @20
dA=e.C. =.ex -.dz 24Kk
& lo @ pg dp @ ( )

_ | &

If several reflections occur, then: gae_gz RN
loo

where R isthe reflectivity

N isthe number of reflections

If the concentration of the absorbing species is not distributed uniformly, then the

absorbance per unit areais:
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Thus, the expression of the absorbance for the ATR configuratiofuast@n of time is
given by [19, 119, 120, 121, 122]:

o [éx D_ZZﬁm: (z,t)YSddz
db

At)=

o— 8

(2.4.1)

where A(t) is the absorbance at any time

tis the time

o, is the characteristic absorptivity or oscillator strength
a constant which includes the molar extinction coefficient and the
number of reflections

S is the cross-sectional area over which the measurement occurs

dp is the penetration depth

z is the distance from the ATR crystal

C(z,t) is the concentration profile at a particular time t

The exponential term in (2.4.1) represetiits exponential decay dhe evanescent wave.
Complete expressions of the absorbavel@l for polarized radiation can be found in the
literature [123].

2.4.2 - DIFFUSION MODELS

The dissolution of a polymer into another polymer can be tracked by measuring the
intensity of characteristic absorbance bandthefcomponents asfanction of timefor a
giventemperature. By looking at the equation (2.4.1), we see that the expression of the
concentration profile, invhich a difusion coefficient is involved, has to be determined in
order to get a relationship between the absorbance and the diffusion coefficient .

It is necessary to appthe appropriat@iffusion model tothe transporbehavior.

Two models have been considerdtie case | orFickian diffusion,and the case Il

diffusion [19, 120]. Acombination ofboth of thesemodels was also derived and can be
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found elsewhere [24]. The case | diffusion occurs when the ralfusion is mucHower
than the relaxatiomate of thepolymer, whereashe case lldiffusion occurswhen the
diffusion is veryrapid compared to thpolymer relaxation time. The casediffusion is
independent of the concentratiprofile since it depends dhe relaxation of th@olymer
material. The interface movéisearly with time for this case. Th&ickianand the case I
modelsrepresentighly idealized cases of diffusiobbut onehas to be aware thather
models of diffusionalso exist. Casél diffusion for instanceoccurswhen the diffusion

and relaxation rates are comparable.

2.4.3 - THE FICKIAN MODEL

The Fickian model is usually agood approximation. Indeed, most
(polymer/polymer) and (polymer/solute) systems obey this behavimreover, it is the
easiest model tose.Example calculations can be foundtive literature forthis model
[102].

This subsection starts by describihg interdiffusion system. The expressions of
the Fickian behavior igshen derived. Once thaitial and boundary conditions habeen
established,the expression of the concentratigmofile is calculated.Finally, the

mathematical details inherent in the determination of the diffusion model are presented.

2.4.3.1 - The Interdiffusion System

The experimental interdiffusion system repared by casting a thpolymericfilm
onto anATR crystal and sandwiching it with a monomer sample. Figufdlustrates the
schematic interdiffusion system, whereepresents the distan®m the crystal, b is the
thickness of the polymer, and (a-b) the thickness of the monomer.

The interdiffusion direction is expected to be alongztlagis only. The polymer is so thin,
covering the entire ATRrystal area, that anegligible amount of the monomer enters

through the edges.
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monomer

Figure 2.7: Schematic of the interdiffusion system

2.4.3.2 - Fickian Diffusion

The combination offFick's second lawfor unsteadystate and the continuity

equation for one-dimensional molecular diffusion reduces to:

?C [(p*CcO
=D.(—- 2.4.m
ot @ Coz? E ( )

assumming thathe diffusion coefficient D isconstant. The equatidmas beersimplified

for the case where D depends only on temperature, and is independent of other parameters
such as concentration, position, and thermal history.

The parameter C(z,t) describes the change in the concenpadfde of the polymer with

time along the z-axis.
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2.4.3.3 - Initial and Boundary Conditions

In order to solve the equation (2.4.m), the appropriatetial and boundary
conditions have to be established. Since the two layers are initially unmixed and since there
is no fluxacross the boundari¢enpermeablesurfaces)jnitial and boundary conditions

are defined as follows for the polymer:

C=0att=0,b<Za
C=Gatt=0,&z<b

oC oC
— O t)=—(@1)=0
62( ) 62( )

Assuming thathe reduction of C(z,t) is due to thrusion of the monomer, the

concentration of the monomer,@2,t) can be evaluated with the relation:

Cn(z ) _

2.4.n
Cimo Co ( )

where C[%o is the initial concentration of the monomer bk z< a

2.4.3.4 - Concentration Profile

The solutions of th&ickian diffusionequation (2.4.m) can be obtained either by a
Laplace transform or bhe method of separation of tkariables. It has been showmat
the concentratioprofile of the polymer, withinthe penetration deptgiventheinitial and
boundary conditions previously defined, can be expregde®l 124] by thefollowing

equation:

CeD 0. 25 (ARSI cof T2 O

0

(2.4.0)
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where C(z,t) is the concentration profile of the polymer

C, is the initial concentration of the polymer

z is the distance from the crystal

tis the time

n is the index of summation

D is the diffusion coefficient

a is the total thickness of the polymer and the monomer

b is the thickness of the polymer

Another equivalent expression of the concentrgtiafile, convenient fosmalltimes, has

been given [102] by the relation:

Co 20 .b+2na-z b-2na+ Z]
C(z,t)=— rf +erf 2.4.
=072 L5 2o " 2Vor 4 24P

In order to get theequation(2.4.0), several assumptionsere made. The two
phases were assumed to dmmpletely miscibleThe interface was expected temain
parallel tothe boundaried=inally, the totalthickness othe system was considered to stay
constant during the course of tegperiments; that is no volume changese associated
with the diffusion ofthe monomer into thpolymer andhus, there was neolume change
uponmixing. The equation(2.4.0) does notonsiderany difference in sizbetween the

two components of the system.
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2.4.3.5 - The Diffusion Model

FTIR spectrometers measure the absorbance m@mid the concentration.

Nevertheless, absorbance and concentration can be nakated equation (2.4.1).

a -2z00
We h Alt)=[a.S. Clzt)d 2.4.1
e have (t) éaSex%HC(z) z (2.4.1)

whereC(z, 1) = % %i%@swg”m@ gnmg_eXW% (2.4.0)

By substituting the expression of the concentrapiofile of the polymer(2.4.0) in the
integral of (2.4.1), the value of the absorbance at any time can be obtained.

Here, a, b, dp, Dy and S are assumed to be constant.

The initial absorbance and the absorbancentaite time for the polymer were

calculated.

c(zp)s.exp%%zﬁdﬁza C(z0)s .e%_dipzﬁdz
= a.Co.S?exp%_%ﬁdz
0 P
= a.Co.S%QEl— expﬁ_di;’%
Ax = za . S.expﬁ_d%)zﬁc(z %) dz
but C(z,) = (Q)%ﬁ since expﬁ%ﬁmﬁ: 0 in equation (2.4.0)
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B bod [-2z0
Hence A« = a.Co.S.%Q{)ex%Hdz

= a.Co.SEEQ%QEI— expé}_%a%

3ot
Thus we get: E%Q: %@ g D—dzpl):)ED (2.4.9)
%J,— ex%%

We notice thatA: = A« + a.Co.S.%ﬁ K1

A pezoe Omp . nmb Nz (-n?m® Dt
where Kl_éex%a'; %@.swg - Q.c " Q .eng%dz

We calculate the ratie':(t);:::

00

0 7
) m.&.s%@m

At)-Ao _ 140

A. - A 0 Aa-Ao

I

[F2a1

But  Ac—Ao= —a.co.s.g%p@%— ex D_dzpb%— @g@ - et D (2.4.1)

OQgo

Alt)-Ao ] %@Kl

Then =1+U

A-=Aq %ﬂ@denomin ato
2

0 o
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where denominator = &¢1- expgeibg—) gaé—)gg - expgeﬁgga
& dp og €agde dp 2gy

We integrate K, by parts and after some mathematical manipulations we find that:

_ g 1ado anpby e n’p°Dto é 2 e 2abfl
where Ke=Q [g-=sng 5P d‘-é-l (-1 .expgd—pa%

@220 § 1 . zpbd . apzo @ n’p’Dtou
and Ksz=¢ —=a isn =.Sin - ex -y.dz
’ gengdpﬂ?:l} Eav €ap pg a’ z{,

Thus
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e 220 & apbo __ anpzp @ n*p’Dtol
where Ka = oexpg —a . nsng cos% a gexpg ~ D{)dz

D =17

cEE0 %K. PO ROy
A(t)- A cepo ag €20 g+
Then =1- C - =
As- Ao c denominator -
& b

%%Kz- ??pg K49

1- ¢-P a +

¢ denominator N

& b

Integrating K, by parts we obtain:

a8lpo aepo

,=a8ho
G & pag

E1 . apby o n’p’Dtd é - 2aolfl
where Ks—a|nsng z 0 pg n;:) el+( ) l ?dpa;%

n=1

a | 2n2 U
and Ke—oexpgedzzgam sng aapbg sn?ZZ;expgen; thédz

n=11

. s 2

%Q.Kz- a).d[;) 2.K5+a) 'dsp 9
A(t)-Ao_:L c€po €228 g~ & 28° &
A - Ao ¢ denominator

Ke

Then

&.l.l. I C P N e H



But Z9k.- O Ks=K
- %pﬂ S22 g
with
o & Jado € p.dps’U . bo @ n*p’Dtd € e ata\ZaoL#J
=03 |Bog. DRI gt Seqe L e1+( )" expg -
pPo .1€Nd g 2a 99 ag a’ dp g Lb
& 2 2 A O
Af)- A kot oo Ko
Then T=1- & il i
A - Ao ¢ denominator
2
Integrating K by parts we get:
K6:?£9_§39.K3
290€a9
& 220 apbo _ adpzp @ n*p’Dtol

where KS_OEXde —a|n sng cos% a gexpg " ﬂf[/)dz

B =17

At)- A 9K7 ?) fp OKS_
Thus S WA D d
As- Ao ¢ denominator

SERSRAS

Continuing integrating by parts we obtain:

_&ﬁpo a@lpoaspo
KS_%ZB %221%5_
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g1 aenpbo & nzpthO é nel ae 2a6

where Ko = n3.sin ex + g
’ nall % pg a’ el ( ) 8dp ﬂ%
®2z0 & 1 apbo . apzo e n*p’Dtol

and Klo—oexpgd —a|n sng sng azEXpST%dZ

D =17

e  ap’dp'0  ~ ap’dp'd, O

cK7+ .= Ko- 5 TKlOT
Then A(t)- Ao, 6 & 8a' o | & 8° o +
As- Ao ¢ denominator N
g 5
' ¥
But K7+?%ap - ggé:{Kn.Klz}
alo . sapby & n’p’Dto e " o anaou
where K= Easng 5 pg 2 el+( )™, 8d

a.p.dpo” , a.p.dpo’

and Ke=1- . d
2a 9 2a 9
RPO S ap*.dp*o O
A(t)- A, g% Ba:{Kll.Klz} 8 8a° TﬂKlO;
Then —=1- - N
As- Ao é denominator N
P

If we continue integrating by parts, K1, will become:

aen.p.dpo L anp. dpo aen.p.dpo L anp. dpo

Kiz=1-
13 % 2a @ 2a @ 2a @ 2a 9




€. p.d IOo

This is a geometric series with 1 for first term and - % > gfor the multiplication
a

8
factor.
The expression of K3 isthus equivalent to:
€ @appdpy’d U € & dpg™ 00
- g - B CE s
é 22 Pg0 & ¢ 2a 9 Qu
K13:1*§ Ey l;|:e 2 u
€. a?gam.p.dpg 94 & 1+§m.p.dp9 U
€ 54U @ a
g g 2a ﬂgg € 2a u

where k isthe number of terms in the summation and is infinite

B0 S
A(t)- A g%pa a:l{Kll Kl3} + mtegraI:
Then —7 ___=1-C b '
As- Ao ¢ denominator -
& b
Neglecting the integral that remains, assuming that gn . dp;«l for small n, and

28 n’p?Dto € (- )" aen.p.dpQZk

u
noticing that %—— expg ( becomes zero when n is great,

adg 'Zaﬂg

we finally get the following model [20] for the Fickian diffusion of our system:
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ED ] n+l 2a Dm
T
%‘[ n=11 ad % a 0O - 1+ nridh B%
A)-As 0 0 EZa 0
A.-A, T ~ 2b b(] 2a
E% 1 ex%ﬁ a% exp@h—p%
]
[ il
2k *H
(2.4.5)

where A(t) is the absorbance at any time

A, is the initial absorbance

A.. is the equilibrium absorbance at infinite time

tis the time

dp is the penetration depth

D is the diffusion coefficient

b is the thickness of the polymer

a is the total thickness of the polymer and the monomer

n is the index of summation

Thus we see that the absorbance data can be related to the diffusion coefficient D, which is
the only unknown parameter on the righand side. Fronthe knowledge of thdiffusion
coefficient, it will be possible to substitute its valughe Fickian modelequation (2.4.0))

to get the concentration profile of the polymer.
Van Alsten and Lustig20] presented the above equation, (2.4.s), without the

assumptions. Howevewhile this equation applie®nly to the polymer, it was used by

Van Alsten and Lustig to measure the uptake of a component diffusing into a polymer, not
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realizing that this equation was specific to the polymer in contact with the ATR crystal.
However, it will be shown below that this equation is also valid in modeling the monomer

diffusion.

According to the equation (2.4.n), we have:

a?[ gaé:(z t)oo

Co(z,1) = Crg e (2.4.n)

where C.(z,t) isthe concentration profile of the monomer
C(z,t) isthe concentration profile of the polymer
Cmo istheinitial concentration of the monomer

C, istheinitial concentration of the polymer

This equation does not take into consideration the density changes and volume changes

upon mixing.

Substituting (2.4.n) into (2.4.1) we get the expression of the absorbance of the monomer at

any time:
a & 226 1. a6 23 lado_ anpbo _apzo a8 n’p’Dtoup
A(t)—ga Sengd_p_ Cmo(Z,t).+1- Soh B?_l%%nasng " 5% L 5P 2 %%dz

The expression of theinitial and final absorbances of the monomer are:

b
Ao= 3.Cmo(2,0)S. expgi— dz + oa Cmo.(2,0)S expge ®220 4
0 b
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=a.Cmo.S. oexpgeﬁgdz

2GS oaeexpanbo anaoO
e % ﬂg 8dpﬂ 8dpﬂg

a
Ax = . Sexpgeﬁ— Cr(z,¥).dz

0
but Cm(z,¥) = (Cmo).g[- gggg since expgaeMg:

a2 220

Ay = aCmOS(iéﬁ 8dp—d2

=a. Cmosgﬁ. g

Thus we get .:. = - (2.4.1)

Ax - Ao=a.Cmo.S. g%g (denominator) (2.4.u)

. e e 2bod  aho & ae 2aoou
where  denominator = &;1- expg——=+-
e 3 dp o %aﬂe =Pg dp og g

® 20
We noticethat At = Ay +a.Cmo.S. % —9 K1
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220 & laelo apbo  a@pzy &8 n’p?Dtou
where Ki= oexpg dea |% ng o gcos% a gexpg i~ g{)dz

n=11

e 2 20
%‘ —=. K1

pg2 =

(deno mi nator)l%I

|- O

M:l.{.

c

Th et c
uswed A - A Cadlpo
&& 2 5

The above equation is equivalent to what we have derived for the polymer and therefore
the equation (2.4.s) is valid for both components under the assumptions previously
outlined.

2.4.4 - DETERMINATION OF THE DIFFUSION COEFFICIENTS
BY ATR SPECTROSCOPY

Many authors have focused their attention on the diffusion behavior of small
molecules in polymers [119, 120, 121, 122, 125, 126, 127, 128, 129, 130, 131]. Thisis
discussed in the first part of this subsection. In the past years, severa studies have aso
been concerned with the diffusion of polymers within polymers[20, 21, 22, 23, 24, 25, 26,

74], as presented in the second part of this subsection.

2.4.4.1 - Smal Molecule Diffusion into Polymers

ATR measurements of small molecule diffuson have been carried out by placing
the polymer in contact with a circulating fluid in order to keep a constant concentration at
the surface of the polymer. Since the initial and boundary conditions are different from the
ones we have assumed in Subsection 2.4.3.3, equation (2.4.) is not valid in this case. The
appropriate corresponding expression can be found in the literature [125], assuming aso a

one-dimensional Fickian diffusion with a constant diffusion coefficient.
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Some investigators have focused on the influence of the polymer morphology on
the diffusion. Furlan [127] studied the diffuson of n-decyl acohol into hydrogenated
polybutadienes and underlined the influence of polymer morphology on the diffusion,
especiadly the importance of crystallinity on transport. Indeed, diffusion through an
amorphous material is significantly greater than in a crystalline material. Van Alsten and
Coburn [121] studied the influence of cure conditions and backbone chemistry of
polyimides on the diffusion of heavy water. As the chain backbone stiffness increased, and
also as the density of the amorphous phase increased, for a given backbone composition,
the diffusivity decreased. Among crystallinity, backbone orientation and density of the
glass, the latter was found to be the most critical factor.

FTIR-ATR experiments were found to be accurate compared to other techniques.
Fieldson and Barbari [125] measured the diffusion of water in polyacrylonitrile below and
above the glass transition temperature of the polymer and found a good agreement with
the values reported in the literature employing other techniques. Aging behavior was
reported: the higher the temperature treatment of the polymer, the greater the diffusion
coefficient, due to the loss of residual solvent incorporated during film casting. Good
agreement between gravimetric sorption, nuclear magnetic resonance and ATR
measurements [120] was found for the acetone-polypropylene, methanol-polystyrene and
methanol-poly(methyl methacrylate) systems. A model for case Il diffuson was aso
developed. Farinas et al. [126] analyzed the diffusion of urea into a silicone polymer and
showed that the results were consistent with bulk transport techniques. Semwal et al.
[128] also reported a good agreement between the ATR method and weight gain methods
for the diffusion of sulfur mustard and oxygen mustard in polypropylene and biaxial-
oriented polypropylene. Hong et al. [129] measured the diffusion of methyl ethyl ketonein
polyisobutylene by vapor sorption FTIR-ATR spectroscopy and underlined that the
method led to coherent results, compared to a conventional gravimetric sorption balance.

Other investigators who have successfully employed the ATR method, include:
Skourlis and McCullough [119] who have studied the diffusion of liquid diamine into a
thermoset polymer (epoxy) over a wide temperature range; Immordino et al. [122, 130]

who have studied the diffusion of both epoxy and amine prepolymers in polysulfone and

42



incorporated the curing kinetics in the diffusion model and; Kwan and Ward [131] who
have tried to correlate penetrant diffusion in an epoxy laminate with the solubility

parameters and the molecular size of diverse penetrants.

2.4.4.2 - Interdiffusion of Polymers

When studying the diffusion of polymers within polymers, the schematic of the
polymeric system is exactly the same as the one previoudly illustrated in Figure 2.7, except
that a polymer and not a monomer is used as a second layer on the ATR crystal.

Van Alsten and Lustig derived the equations for measuring mutual diffusion
coefficients of polymers in melts, provided that the diffusion behavior was totally Fickian.
Results for polystyrene and poly(methyl methacrylate) were then presented [20]. The
influence of crystallinity on interdiffusion was also studied; for example as in the diffusion
of amorphous poly(ether imide) into amorphous and semicrystalline poly(aryl ether ketone
ketone) [22] and the diffusion of atactic polystyrene-d into atactic and semicrystaline
isotactic polystyrene [23]. It was reported that crystallization retarded transport and a
non-Fickian behavior for semicrystalline polymers at low temperature and high penetrant
molecular weight was observed.

Jabbari and Peppas concentrated their analysis on interdiffusion of polystyrene
(PS) and poly(vinyl methyl ether) (PVME) [21, 24, 26]. It was found that after contact
was established between the two polymers, the faster diffusing component swelled the
dower diffusing component prior to interdiffusion across the interface, therefore, in good
agreement with the fast theory of diffusion previousy mentioned. The results were
analyzed with a combination of Fickian and case Il models at temperatures just below and
above the glass transition temperature. The lower the temperature, the greater the percent
of non-Fickian behavior. It was the first time that case Il diffusion was observed or treated
as such above the entanglement molecular weight and for below and above the glass
trangition temperature of the slower diffusing component. The effects of the molecular
weight, the polydispersity, and the temperature were evaluated. The diffusion coefficient
was independent of PS molecular weight but strongly depended on the PVME molecular
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weight, while polydispersity seriouslaffected thediffusion. Comparison of this system
with the system consisting of polystyrene and poly(isobwiglyl ether) [25] wasalso
carried out. The first systemvolved compatible polymers wheretig®e secondsystem
consisted of incompatible polymers.was shown that theompatibility between the two
polymers controlled the extent of interdiffusion.

Rajagopalaret al. [74] studied thediffusion atthe epoxy/amorphoupoly(aryl
ether ether ketone) interface. tims case, an equation for sorption was used, in spite of
the fact that such an equatioressentiallyjused to model changes oass with time. It is
based upon certaimiting constraints [102] and is less accurate thandtfiesion model

developed in Subsection 2.4.3.

2.5 - ADVANTAGES AND LIMITATIONS
OF ATR SPECTROSCOPY

This section discusseébe main advantages antimitations associated with the
ATR technique.

2.5.1 - ADVANTAGES

The ATR method is attractive for several reasons:

* The data are collected situand in real time.

* |t is a nondestructive technique. Thamplesare notdamaged by the use diis
technique, and they can be used laterothyer kinds of analysis. Irfact, aphysical
contact is just required; there is meed for dissolving, labeling or thermally
fragmenting the material and therefore the sampling error is reduced.

* |t is possible to work with small penetration depths (from 0.1 ton1(Q112, 119]).

* |t is applicable to solids, liquids, and thiims, provided that thedifferent

components have infrared distinguishable absorption bands.
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* |t is an excellent techniguer polymerfiims because théhickness othe film is not
important.

» Co-current chemical reactions or physical interactions, such as hydrogen bonding, can
be monitored by studying changes in the infrared spectrum.

» Any change on the surface due ddfusion can be aferved and thaliffusion
coefficients can be measured in a wide range, frortd 0’ cm.s' [19].

* The equipment, whosmst isreasonable, is quite sple touse and doesot require

vacuum.
2.5.2 - LIMITATIONS
However ATR spectroscopy presents some limitations:

* |t is notpossible to see more than L of thesample, which is a problem when the
chemical composition of the surface uifferent from that ofthe bulk or if the
interphase areas are large.

* A good contactbetween thesample andhe ATR crystal,especiallyright in the
center, is necessary to ensure that the evanescent wave penetrates into the sample.

» Although the compositioprofile is calculated andot measured directly, it istill a
pretty goodestimate, assuming thale diffusion is well-described by a Fickian
model.

» |t is difficult to havereproductible (crystal/sample&ontact. Positioningthe ATR
crystal inthe samplingaccessory, keepintpe crystal clean, flat, smooth, and scratch
free, and putting a constant aodiform pressure on theampleare necessary in

order to keep the penetration depth constant.
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CHAPTER 3

EXPERIMENTAL

As mentioned in the introduction of this thesis, mechanical properties of composites
can be greatly improved by using an intermediate sizing material between carbon fiber and
thermoset resin. Poly(vinyl pyrrolidone) (PVP) is being used as a sizing materia for
composites composed of carbon fiber and vinyl ester matrix. Since the extent of mutual
diffusion between the PVP and the vinyl ester matrix plays a critical role in determining the
mechanical properties of the composite, the molecular diffusion across the (PVP/vinyl ester
matrix) interface has to be determined. The diffusion between PVP and vinyl ester monomer
(VE) was studied in this research by FTIR-ATR spectroscopy. The present chapter
provides some information concerning the experimental details of this study.

The first section of this chapter focuses on the experimental procedure for the
sample preparation. The equipment used in this research is then presented. The third section
explains how to generate infrared spectra. The spectral manipulations which can be

performed are discussed in the final section.

3.1 - SAMPLE PREPARATION

The proper choice of the ATR crystal is essential to a successful experiment. This
section starts with describing the ATR crystal used in this research, followed by detailed
characteristics of the PVP and the VE materials used. Parameters, such as the refractive
indices of the materials and the angle of incidence chosen in the experiments, are given
before detailing the preparation of the (PVP/VE) sample.
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3.1.1 - CHOICE OF THE INTERNAL REFLECTION ELEMENT (IRE)
OR ATR CRYSTAL

Several requirements have to be considerethenchoice of thdRE: refractive
index, spectral range, price, surface quality, toughness,icdiemertnas, temperature,
toxicity, etc. Table3.1 summarizeshe information found irnthe literature [110, 112, 113]

for zinc selenidgZnSe) andsilicon (Si) crystals thatvere bought from HarriclScientific

Corporation.

Table 3.1: Characteristics of the ZnSe and Si crystals
material for ATR ZnSe (or Irtran-4) Si
color yellow greyf
refractive index n 2.42 3.42
useful transmission range (€n 20,000-700 9500-1500
hardness (psi) 150 1,150
chemical properties soluble in strong acids soluble in HF andHNO
melting point (K) 1788 1683
thermal conductivity (cgs x 10 3.1 at 327K 39 at 313K
linear thermal expansion (x £ 8 at 300K 3.9 at 250K
price (Harrick Scientific Corporation)
hemisphere $825 $850

Note that Irtran is a registered trade mark of the Eastman Kodak Co.

ZnSe is insoluble invaterand most organic solvents hdissolves instrongacids.
The surface becomes etched during prolonged exposusgrdng acids andalkalies.
Because of thénic sites orthe surface of thenaterial,there is adsorption of polar and
ionic species. Witlotheroxidizing agents there is formation eélenium dioxidg113]. An
important fact is that sometimélse spectra obtained with Zn&®ay present anmpurity
band at1100 cm. But the nain disadvantage of ZnSe is thatiitsoff at about 600 cm
masking a smajpart of themid-infrared region. Si isot affected bymild acids, isinsoluble
in waterand organic solvents, babluble in alkaliesThe absorbance dllicon decreases

considerably with increasing temperature [110], therefore it is usable up“0 801.
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ZnSe was chosen as the IRE since it was planned to work in the mid-infrared
spectral region (from 4,400 cm™ to 400 cm™). The molecular weight of the crystal used was
144.34 g/mol and its density 5.27 g/cms. A Seagull™-ATR attachment bought from
Harrick Scientific Corporation was used, requiring a hemisphere, a single reflection IRE,
whose diameter was 25 mm and height 12.5 mm. The hemisphere had a plane and polished
reflecting surface.

3.1.2 - THE MATERIALS
The materials used in this study were poly(vinyl pyrrolidone) (PVP) and vinyl ester
monomer (VE). The PVP K90 was obtained from BASF Corporation, while the vinyl ester

monomer was supplied by Dow Chemical Co. Their characteristics are given below.

3.1.2.1 - The Poly (Vinyl Pyrrolidone) PVP K90, or PVP

Other chemical names for the PVP can be found in the literature: they are poly(N-
vinyl pyrrolidone) or poly(1-vinyl-2-pyrrolidone). The PVP is an amorphous thermoplastic
and a brittle material. It has been used for various purposes [132, 133], such as an additive
in ultrafiltration membranes, as a stabilizer in suspension polymerization, as a thickener in
the cosmetic or food industries, as a coating aid in the photographic industry, and more
recently as a sizing material for fiber reinforced composites. The molecular weight of the
PVP repeat unit is equal to 111 g.mol™. The chemical structure of the PVP repeat unit is
given in Figure 3.1. At this point, it is interesting to point out some infrared sensitive
groups, such as the carbonyl group C=0 and the N-C vibration group. The PVP is soluble
in water and in organic liquids. Table 3.2 gives some information about its solubility in

various solvents.
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Table 3.2: Solubility of PVP in various solvents (from [132])

SOLUBLE INSOLUBLE
water hydrocarbons
alcohols light petroleum

methanol toluene
ethanol xylene
propanol ethers
butanol diethylether
acids esters
formic acid ethyl acetate
acetic acid sec-butylacetate
propionic acid ketones
esters 2-butanone
ethyl lactate acetone
ketones cyclohexanone

methy! cyclohexanone
chlorinated hydrocarbons
methylene dichloride
chloroform
ethylene dichloride
amines
ethylene diamine
triethanolamine
glycerol
glycols
diethylene glycol
polyethylene glycol 400
lactams
nitroparaffins

chlorinated hydrocarbons
chlorobenzene
tetrachloromethane
carbon tetrachloride
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Figure 3.1: Repeat unit of poly(vinyl pyrrolidone)

PVP can be obtained at different molecular weighitsich aredistinguished by a K
number. For example, PVP K90 was used irthis research. The K-value is afiy
determined at 1% wt/vol of given PVP sample in aragueous solutionlts expression

[132] is derived from the Fikentscher’s equation:

lo Q‘EQ—D 75Ko S K (3.1.0)
95¢c %ua@.c% ° o

where K =1000 K
Nrei= relative viscosity

C = concentration of the solution in g/100ml

(3.1.a) is equivalent to:

300Clog(nrei )+ (C+ 15Clog(nel )@ + 15Clognre — QU
0.15C + 0.003%2 %

(3.1.b)
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The intrinsic viscosity1] is defined as:

(3.1.0)

Then theviscosity average molecular weight, N6 calculated fromthe Mark-Houwink

equation [134]:

[n] = KMy (3.1.d)

where k and a are constant for a particular polymer-solvent pair

at a particular temperature

The properties of thmaterials, ashe Tg, vary according tadhe averagenolecular weight.

The T, of linear PVP [133] for instance varies according to the equation:

T(0) =175~ o H (3.1e)

The white powder PVP K90 had a&iscosity-average molecular weight, Mof

1,100,000 g/mol and a glass transition temperatyicd T78C [95].

3.1.2.2 - The Vinyl Ester Monomer, or VE

The structure of the VE is shown kagure 3.2. The infrared sensitivenctional
groups of the VE are thearbonylgroups C=0, thalcoholgroups OH and theenzene

rings.
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Figure 3.2: Structure of the vinyl ester monomer

The vinyl ester oligomer had a number average molecular weight equal to 690 g/mol
(“x” was thus equa to 1.65), and was not diluted with styrene. However, it contained an
inhibitor, 1,4-Benzoquinone, whose structure is shown in Figure 3.3, and which produced a
pale straw color. The inhibitor was added in order to prevent eventua gelation at ambient
temperature. This inhibitor reacts with the unavoidable free radical of the vinyl ester

monomer and thus avoids polymerization.

Figure 3.3: Structure of 1,4-Benzoquinone

The VE was a transparent solid at the temperature of 5°C, and therefore had to be heated to
a temperature of about 50°C in order to take a sample. This temperature was assumed not
to modify the VE. It should be noted that the VE became sticky after some time at room
temperature; thusits T4 was probably between 5°C and 25°C.

3.1.3 - DETERMINATION OF PARAMETERS

In order to carry out ATR measurements, parameters such as the refractive indices
of the materials and the critical angle have to be determined. The refractive index of PVP is
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1.53 as listed in thpolymer handbook135]. Therefractive index othe ZnSecrystal is
2.42 [110, 112, 113, 114]. Theeitical anglefc, was calculated by the use of the equation
(2.3.b). Thecritical angle was equal t89.2T for the given refractive indices. Since the
angle of measuremenannot beoo close to thecritical angle the angle of incidence was
chosen as 45 Therefore, as the spectra were free of distortiondydahd heights could be
used for quantitativanalysis.The samdRE crystal and an angle of incidence of 4&ere

kept for all the experiments.

3.1.4 - PREPARATION OF THE SAMPLE FOR THE PVP-VE SYSTEM

The thinfilm of PVP was castlirectly from solution in after to develop good
contact between thpolymer andthe ATR crystal. Thdollowing procedure was used.
Sincethe PVP wasoluble in wéer, asmallamount of the white drieBVP wasdissolved
in water at a concentration of 5.885% by weight. $&em was stirred Rours toinsure
completemixing. Using amicropipette, adrop of theliquid PVP wasplaced on therystal
layed horizontally. Thislropwas leftabout 6 hours at room temperature in ordealkmv
the water to evaporate. Thitn of PVP was clear, transparegtassy andhard. Then the
thickness ofthe film was measurediia profilometry [136]. Briefly, the profilometry
technique giveshe map ofthe surfacevia a stylus, which makesepeated angbarallel
traces over the surface and records ¢batour lines. The thickness othe PVP was
typically on the order of gm.

A thick film of the monomer wagut on araluminium foil inorder toavoid contactdirectly
with the heater. Its thickness was measured with the naked eye and was about 0.5 mm.
Then the thirPVP film was pressed against the thick monofager. Thearea of the PVP
was alvays larger than that of the VE iorder to protect théATR crystal frombeing

exposed to and damaged by the VE.

The system shown in Figui@4 wascontained in the ATR attachment equipped

with a heating cell anthe experimentsstarted.Initially the interface was located at z = b,
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which was outside the penetration depth. As the VE migrated into the PVP, the relative
concentration of the components changed within the penetration depth.

The FTIR-ATR technique alows one to follow the diffusion process by sampling
the concentration changes of the two components with time at a given temperature. The
concentration changes are obtained directly from variations in the height of the

characteristic absorption bands.

reflected beam

incident beam

Figure 3.4: Schematic of the ATR sample system

3.2 - EQUIPMENT

A description of the temperature controller, the attachment, and the infrared

spectrometer used in thisinvestigation is given in this section.



3.2.1 - TEMPERATURE CONTROLLER

The dependence of diffusion on temperature can be evaluated by controlling the
temperature of the sample via a heating cell. The sample holder was equipped with a heater.
A thermocouple and a heat cartridge (1/4 x 1.25, 100 W) were connected from the heater
to a temperature controller, which maintained a constant temperature. An OMEGA®
Model CN-2011TC-DC1 programmable controller was used to regulate the given
temperature of the experiment within + 0.1°C, up to a maximum of 200°C.

The system represented in Figure 3.5, consisting of the ATR crystal, the two
samples, the aluminium foil and the heating unit, was sandwiched together and placed in the
Seagull ATR attachment.

heatingunit

| -
R Tooll

VE

Figure 3.5: Diagram of the ATR cell
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3.2.2- ATTACHMENT

A Seagull™ ATR attachment allows the sampling of one specific area as a function
of the penetration depth. This depth is controlled by the angle of incidence, which can be
varied from 5° ot 85°. In the Seagull ™ attachment, the light is reflected from the source to
the IRE by the use of mirrors and then back from the IRE to the detector, as illustrated in
Figure 3.6.

ellipsoid mirror

DETECTOR SOURCE

Figure 3.6: Principle of the Seagull™ attachment (from [137])

3.2.3 - INFRARED SPECTROMETER

The infrared spectra were obtained on a BIO-RAD FTS40A spectrometer
purchased from Bio-Rad Laboratories, Inc. The spectrometer is equipped with a liquid
nitrogen cooled mercury-cadmium-telluride (HgCdTe) or “MCT” detector. The detector
acts as a transducer, by transforming the infrared intensity into an electrical signal, which is
subsequently Fourier transformed into a spectrum. The MCT detector is a semiconductor
consisting of an alloy of three elements. The infrared photons which hit the detector cause

electrons to be promoted from the valence band to the conduction band, where they can
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respond to an applied voltage. The resulting electrical current is directly proportiona to the
number of infrared photons and thus to the infrared intensity. MCT detectors are very
senditive and very fast compared to the common deuterated triglycine sulfate (DTGS)
detectors. MCT detectors must be cooled with liquid nitrogen in order not to detect noise
due to the heat of the detector. Liquid nitrogen has to be added every six hours. The BIO-
RAD FTS-40A spectrometer in our laboratory includes a dynamic alignment in order to
erase scattered radiation coming from optical misalignment [110]. The compartment of the
spectrometer was gas purged in order to avoid water sorption by the KBr beamsplitter and
to minimize the amount of water vapor and carbon dioxide within the compartment. The
spectrometer is connected to a BIO-RAD data station, running a BIO-RAD Laboratories
software. The computer converts interferograms into spectra by performing the Fourier

transform.

3.3- COLLECTING A SPECTRUM

This section explains how the infrared spectra were performed.

3.3.1 - SPECTROMETER SET UP

Only one metal mesh screen and a rail mount of the attachment were inside the
compartment for the set up. The sampling parameters used for the set up are given in Table
33.

A scan corresponds to one trandation of the moving mirror back and forth. The
scan speed selection selects the laser modulation frequency, which controls the velocity of
the moving mirror. The delay is the interva of time between the command execution and
the first scan. An aperture decreases the effects of angular divergence and thus increases the
signal-to-noise ratio (SNR). Angular divergence is a phenomenon which describes the non-
parallel nature of the light rays, hence the beam shape is actually a cone. The low pass filter

cancels distortion due to noise in the spectrum; its value is always equa to 4.5 kHz for a
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MCT detector. Placing an aperture and a metal mesh screen in the beam eliminates detector
saturation which occurs when there is too much infrared radiation striking the detector.
Once the set up program has been run, other commands, such as autoalignment,
autoscale, and calibration were performed. Then a 100% line, which represents the ratio of
two consecutive spectra, was run. ldeally this line should be straight at 100% transmittance,

and without noise. Any large curvature indicates beamsplitter misalignment.

Table 3.3: FTIR spectroscopy sampling parameters

Y-axis autoscaled

detector sample compartment
scan speed selection |20 kHz

delay 3s

aperture 0.5cm™

sample beam not installed

low pass filter 45 kHz

collect sengitivity 1

3.3.2-SPECTRUM COLLECTION

The Seagull™ attachment was placed in the compartment of the spectrometer. The
gpectrum of the clean ATR crystal without a sample was used as the background, shown in
Figure 3.7, thereby accounting for and eliminating any contributions of the instrument and
the environment to the spectra. The scanning conditions, outlined in Table 3.4, were
assumed to be sufficient to obtain a high signal-to-noise ratio (SNR) and a good resolution
to resolve al the bands in the spectrum.

A 4 cm™ resolution spectrum contains a data point every 4 cm™. The experiments
were done in the mid-IR spectral region, from 4,400 cm™ to 400 cm™. For this particular
region, the number of data pointsis: ( (4000-400) cm™ ) / (4 cm™ / data point) = 900 data

points. The number of data points collected depends thus on the resolution. A 4 cm™
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spectrum will show many sharp features and is considered a high resolution spectrum.
Spectra at high resolution are noisier than those obtained with low resolution. The signal-
to-noise ratio (SNR) is lower since SNR is directly proportional to the resolution. Each
gpectrum is the average of a certain number of scans N, in this case 64. SNR is also directly
proportional to (N)%2, while the time spent measuring a spectrum is directly proportional
to N. The undersampling ratio (UDR) controlls the frequency of the interferogram

sampling; it has to be set to 2 for the mid-IR spectral region.

Table 3.4: FTIR spectroscopy scanning conditions

spectrum type background
resolution 4

number of scans 64

spectral region start 4,400 cm™
spectral region end 400 cm*
undersampling ratio (UDR) |2

Arbitrary Y

T T T
6000 4000 2000 0
Wavenumber (cm-1)

Figure 3.7: A single beam background spectrum of ZnSe
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Once the background had been collected, the % absorbance spectrum of the sample
could be collected in situ by giving a spectrum name for the spectrum type and by choosing
the background file previoudly stored. The % transmittance could also be obtained, but
guantitative analysis requires absorbance units.

It is extremely important to have very low noise data which are free from water
vapor and carbon dioxide. Indeed, the sharp peaks from these sources produce anomalous
peaks in the resolution—enhanced spectra. The bands at 2350 cm™ and 667 cm™ are due to
carbon dioxide, whereas peaks spanning 3900 cm™ to 3400 cm™, and 1850 cm™ to 1350
cm™ are due to atmospheric water vapor [109]. N, and O, molecules do not absorb infrared
radiation because of their symmetry. When the sample compartment is opened and closed,
the concentrations of CO, and H,O increase and purging the spectrometer with dry nitrogen
cannot aways reproduce exactly the same CO, and H,O concentrations evident in the

background.

3.4 - DATA ANALYSIS

The BIO-RAD dsation was used for data acquisition. Since another software
developed by Galactic Industries Corporation called GRAMS/386™ was used for the
analysis, all the data given by the BIO-RAD software were transfered to another computer.

Spectral manipulations, which are discussed in this section, could then be performed.

3.4.1 - BASELINE CORRECTION

A doping or curved baseline can be corrected in order to get a flat baseline, as

shown in Figure 3.8. A line segment is drawn between two chosen data points.
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Abzorbance

T T T T
4000 3000 2000 1000
Wavenumber (cm-1)

Figure 3.8: Result of baseline correction
(top: baseline dope, bottom: after baseline correction)

3.4.2 - SMOOTHING

Smoothing improves the overall appearance of noisy spectra. Noise is reduced and
absorbance bands previously unobservable can be apparent. The Savitsky-Golay smoothing
algorithm fits a polynomia function to the set of data points in a smoothing window
containing n data points. In our case, a 9 point smooth with a polynomia value of 2 was
used. These values were assumed to prevent oversmoothing. Examples of a noisy spectrum

and the resulting smooth spectrum are presented in Figures 3.9 and 3.10, respectively.
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1700 1650 1600
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Figure 3.9: A noisy spectrum

T
1550

T T T
1700 1650 1600
W avenumber (cm-1)

Figure 3.10: The same spectrum after a9 point Savitsky-Golay smooth

T
1550
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3.4.3 - SPECTRAL DERIVATIVE

The position of the bands can be determined using a second derivative analysis
[109]. Since an infrared spectrum is a mathematical function, a second order derivative can
be calculated. The second derivative gives a good estimate of the number of bands in the
region of interest. In fact, for each band, there are one downward and two upward pointing
features in the derivative. The center frequency of the band corresponds exactly to the
downward pointing feature of the second derivative. There are severa methods to calculate
derivatives. In our case, the second derivative was obtained using the Savitsky-Golay
method with a degree of polynomia of 2 and a number of convolution points of 5. An

exampleis shown in Figure 3.11.

-.025

Absorbance

-.045

- .06

T T T T
1500 1450 1400 1340
Wavenumber (cm-1)

Figure 3.11: Example of a second derivative

(bottom: original spectrum, top: the second derivative of this spectrum)



3.4.4 - CURVE FITTING

Curve fitting, which is often called deconvolution by mistake, is a least-squares
optimization routine foffinding the best collection ahdividual peaks whosesum closely
matches theriginal spectrum of overlapped bands. It determiesposition andhtensity
of several individual peaks whi@re overlapped. The program developed for GRAMS uses
the Levenberg-Marquardt method. After the spectral region of interest is selected and the
baseline isdetermined, the program then starts dsking the number of peaks and the
approximate shape of the peaks (Gaussian, Lorenegtan,), their individual frequency
positions, and widths dtalf height. The number of peaks can be determined by looking at
the secondlerivative ofthe spectrum: the presence minima indicatesthe presence of
bands. As far as the shapes of ba@dsare concerned, sum of Gaussian and Lorenzian
functions seems to tbe best choiceitially. Nevertheless, if the computinds abetter
choice, it asks us to changar initial guess. The program then tries differeainbinations
of intensities and widths of these bands, with the best combinationtheinge whose sum

spectrum mostlosely matcheshe original spectrum. The result is consideredcasrect

whenthe fit converges and whex»z, the reduced chi-squared parametdrich represents
the difference between the calculated and measured data, is less than 3.

This curvefitting program has to be usecery cautiously sincemore than one
seemingly correct result can be obtained. Different sets of parametayiweaguallygood
results, suggesting that the solution is not unique. One ltasdiully selecthe parameters

and the best result, and then determine if that result is reasonable.
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CHAPTER 4

RESULTS AND DISCUSSION

The FTIR-ATR technique, detailed in Section 2.3, allows one to observe in situ any
gpectral change due to the diffusion of a component within the penetration depth. ATR
spectroscopy monitors changes in the characteristic absorbance bands of each component of
abinary system as a function of time. Diffusion coefficients for each component can then be
obtained by fitting the absorbance-time data to a Fickian diffuson model, which is
formulated in Subsection 2.4.3.5. The ATR method offers the advantage of measuring
diffusion coefficients, as well as characterizing chemical interactions. The ATR technique
has been applied in this research to study the molecular diffusion across a poly(vinyl
pyrrolidone)/vinyl ester monomer (PVP/VE) interface.

The first section of this chapter focuses on the methodology used in estimating
diffusion coefficients by FTIR-ATR spectroscopy and summarizes the results obtained. The
following section describes the molecular interactions occuring in the system. The final
section provides a discussion, emphasizing the necessity to develop a more appropriate,

not-necessarily simply Fickian model for the particular (PVP/VE) system.

4.1 - DIFFUSION MEASUREMENTS
BY FTIR-ATR SPECTROSCOPY

In this study, a series of ATR diffusion experiments was carried out at three
different temperatures, namely 80°C, 90°C and 100°C, in order to assess the temperature

dependence of the diffusion coefficient.
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The first subsection in this chapterdisvoted to thedentification of distinguishable
infrared bands fothe PVP and th&E. Subsection 4.1.2lescribeghe evolution of the
spectra withtime. Thefollowing sections providéhe methodology used idetermining
heights ofthe peaks andiffusion coefficients.The temperature dependencedifusion
coefficients istreated inSubsection4.1.5, while the activation energy is calculated in
Subsection 4.1.6. The concentration profile is determined in Subsécigandfinally the

interphase thickness is estimated in Subsection 4.1.8.

4.1.1 - PEAK ASSIGNMENTS

In order tofollow the diffusion of specificcomponents, characteristic frequencies
had to be identified. The ATBpectra of the PVP and the VE on a ZuBestal at® = 45

were obtained at room temperature. These are shown in Figures 4.1 and 4.2.

Absorbance
™
|

oo~

1 | 1 |
4000 3000 2000 1000
Wavenumber (cm-1)

Figure 4.1: Infrared spectrum of the poly(vinyl pyrrolidone) or PVP
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Absorbance
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4000 3000 2000 1000
Wavenumber (cm-1)

Figure 4.2: Infrared spectrum of the vinyl ester monomer or VE

The probable assignments of the bands in these two spectra were determined for
each component. The assignments of the bands of the PV P and those of the VE are given in
Table 4.1 and Table 4.2, respectively [138, 139]. The PVP is hydrophilic and thus some
evidence of water can be present in the spectrum. Although al attempts have been made to
exclude moisture from the sample, one can not definitely state that there is zero contribution
from moisture in the hydroxyl region. In fact, the peak at 3469 cm™ is assigned to OH
stretching vibrations.
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Table 4.1: Peak assignments of the poly(vinyl pyrrolidone) (PVP)

position (cm™) probable ass gnment
3469|OH stretch
2948/2918/2875|CH and CHj stretch

1664

contribution from C=0 and N-C stretching vibrations

1492/1459/1419/1371

CH deformation of cyclic CH, groups

1282/1267

amide Il band (C-N stretch)

732|amide V band or CH2 rock

648|amide 1V band

Table 4.2: Peak assignments of the vinyl ester monomer (VE)

position (cm™)

probabl e assgnment

3416

OH stretching vibrations

3036

CH stretch of the benzene ring

2962/2929/2871

CH, CHz, CH3 stretch

1889

aromatic ring vibration

1712

C=0 dtretch

1635

C=C stretch

1606/1581/1507

aromatic ring stretch

1467

CH,, CH; scissors

1454

aromatic ring stretch

1405

CH,, around the double band

1382

CH,, CH; scissors

1293

C-O stretch

1233

C-O-C stretch

1160

C-CO-0O stretch

1038/1011

aromatic C-H bend

940

C=C stretch

894

CH deformations around the double band

767/756/736

aromatic ring stretch

727

aromatic ring stretch or CH, rock
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Once the peak assignments were carried out, distinguishable infrared bands were
identified for the two components. Figures 4.3, 4.4 and 4.5 show the comparison between

both spectra at different spectral regions.

1.5+

¥
g PVP
E
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3 VE
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4000 3000 2000 1000

Wavenumber {cm-1)

Figure 4.3: Spectra of the PVP and the VE
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Figure 4.4: Overlapped spectra of the PVP and the VE in the hydroxyl region

e

| |
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Figure 4.5: Overlapped spectra of the PVP and the VE at low wavenumbers
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The analysis was restricted to typical group vibrations in the characteristic spectral
region. The nonoverlapping characteristic bands were selected from one of the principal
absorptions of the pure compounds, such as a backbone or skeletal vibrational bands. The
bands at 1717 cm™ and 1507 cm” (for the vinyl ester monomer) and the bands at 1664 cm’
and 1419 cm” (for the poly(vinylpyrrolidone)) were used for quantitative analysis of the
spectra. The assignments of the peaks of interest are summarized in Table 4.3, while Figure
4.6 shows the overlapped spectra of the PVP and the VE in the region of interest. The peak
at 940 cm™, representative of a C=C stretch which disappear with polymerization [140],
was not included in the analysis since the bands of the PVP and the VE overlapped at this

given wavenumber.

1664

Absorbance

| | | |
1700 1600 1500 1400
Wavenumber (cm-1)

Figure 4.6: Overlapped spectra of the PVP and the VE in the region of interest
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Table 4.3: Assignments of the chosen characteristic bands

compound | position (cm™) probable ass gnment

VE 1717 C=0 stretch

PVP 1664 C=0 and N-C stretching vibrations
VE 1507 aromatic ring stretch

PVP 1419 CH deformation of cyclic CH, groups

412 - TIME EVOLUTION

The system consisting of the ATR crystal and the two components was heated to
the desired interdiffusion temperature. The diffusion process was then followed by studying
the variations of the absorbance of the PVP and the VE infrared bands with time. The
temperature was generally controlled to within 2°C. Spectra were collected every 50s at the
beginning of the experiment (the minimum time necessary between 2 spectra) and then at
irregular intervals until the system reached equilibrium. Initial spectra contained some noise
as a result of water vapor and carbon dioxide. These spectra were not included in the
quantitative analysis.

The changes appeared first a lower wavenumbers of the spectrum. As aready
mentioned in Section 2.3 and illustrated in Figure 2.5, the light penetrates further into the
sample when the wavenumber is lower, and as a result the bands corresponding to the
intrusion of the VE are more intense a low wavenumbers than at high wavenumbers. The
penetration depths of the chosen characteristics bands, calculated from (2.3.c), are given in
Table 4.4.

Figure 4.7 shows the evolution of the spectra with time when T = 100°C. As
interdiffusion proceeded, the bands at 1507 cm” and 1717 cm” increased with time,
whereas the bands at 1422 cm™ and 1664 cm decreased with time. As the VE migrated

towards the ATR crystal, the VE became more detectable by the evanescent beam.
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Absorbance

Table 4.4: Penetration depths of the peaks of interest

peak (in cri)|dp (inpm)
1717 1.209
1664 1.248
1507 1.378
1419 1.463

| | | |
1700 1600 1500 1400
Wavenumber (cm-1)

Figure 4.7: Time evolution spectra at T = 400@rom 1850 cm to 1350 cm
The interdiffusion times (in minutes) are: 8, 9, 10, 11, 12, 13.7, 21, 32 and 188
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4.1.3 - DETERMINATION OF THE HEIGHTS OF THE PEAKS

The heights otthe peaks of interest were measured dsration of time. The
heights in absorbance units were evaluated for each spectrum by either a peak or a
curvefitting program.

The heights ofthe peaks at 1717 ¢mand 1507 cm, characteristic of th&/E, were
determined using the GRAMS curve fitting program. An examptbefesults obtained for
the peak at 1507 chat T = 80°C is given in Appendix B. Twerify the consistency of the
results obtained by the program, fiteof a particularspectrum was done thréees with
threedifferent initial guesses for the positions and widthshalf height, and the heights
were plotted versugme. All data werdit with a masteicurve andonly thosevalues fiing
directly or close tahe master curve were kept for furtreralysis. Figuret.8 shows the
height of peak 1507 cias a function of time at T = 80°C.

The heights othe peaks at 1664 ¢mand 1419 cm, characteristic of th®VP, were
evaluated with respect toaseline points at762 cmi* and 1477 ci, respectively. These
reference points didot vary in intensity with time. Figurd.9 shows the resultsbtained
for the peak at 1419 chat T = 80°C.

The results show that witthiffusion, the absorbance of the VE peaks increased tmité,
as the VEchains migrated intthe penetration deptkyhile the concentration of PVP in the

same volume decreased with time.

From the pealheight versughe interdiffusion time plts, it is possible to obtain
A(t), Ao, and A., parametersvhich are needed in thdiffusion model formulated by
equation (2.4.s). Awas determined fronthe asymptoticvalue of the peakheight at

infinitely long time.
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Figure 4.8: Height versus interdiffusion time for the peak at 1507 cm™ at T = 80°C

height of the peak (absorbance units)

0.40

0.35

0.30

0.25

0.20

0.15

0.10

0.05

T T T T T T T
100 200 300 400

interdiffusion time (min)

T
500

T
600

Figure 4.9: Height versus interdiffusion time for the peak at 1419 cm™ at T = 80°C
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A lapse of time was observed before seeing some changes in the heights of the peaks
attributed to the VEThis intervalcorresponded to thiame necessarfor the VE to reach
the penetration depth. At T = 80°C for instance, lpse of time was equal to 28in.
Thus 25min were substractefilom all thetime values. When studyirtbe disappearance of
the PVP, 25min were also substractdbm all the time valuesor T = 80°C, and Awas
taken as A(t) at theew time origin. Thelata obtained before 2Bin were notconsidered.
Before the newtime origin, the height ofthe peak of the PVRid not renain exactly

constant, as will be discussed in Subsection 4.3.1.
4.1.4 - DETERMINATION OF THE DIFFUSION COEFFICIENT

The absorbance-timgata could bdit assuming a Fickian diffusion model to obtain
the diffusion coefficient of the two components. In order to solve the diffusion model and to
get thevalue ofthe diffusion coefficient,the experimentaldata werefit to the equation
(2.4.s) byusingthe simplexoptimization algorithnj141] “diff.for” given in Appendix C. In
this Fortran programjnitial estimations of D, & A., dp, aand b have to be entered
manually.The program then uses thesdues to curvefithe dataconverging to the point

for which the error is minimum. The error, defined as:

Error = Z (A(t) experimenta— A(t) calculatedd (4.2.a)
t

represents the squarddference betweethe experimental andhe calculated absorbance
summedover the entire period dgime. Optimization othe curvefitting program“diff.for”

returns thevalue ofthe diffusion coefficient D, as well as,A The program calculates.A
which can be compared with Abtained experimentally. As will be discussed in Subsection
4.3.1, A. obtainedexperimentallywas more accurate than. Aalculated from equations
(2.4.q) or (2.4.t)Taking thevalues of D and A for which the errorwas minimum, initial
values of D and Awere adjusted in the computer program and the step of convergence

was changed. These steps were repeated until the error was considered as acceptable.
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Plots of theexperimentatlata, alongvith the curvét results, were obtained by the
use of the Fortran program *“curvefit.fogiven in Appendix D. Reasonable agreement
between theexperimentaddataand the curvi results were observed. FiguréslO, 4.11,
4.12,and 4.13 show the plots for the VE and the PVP baaldag with thecurvefitting

parameters, at T = 80°C.

Study of the C=0 stretch of the VE
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Figure 4.10: Curvefit of the peak at 1716 cat T = 80C
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A (absorbance units)

Study of the aromatic ring stretch of the VE
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Figure 4.11: Curvefit of the peak at 1508cat T = 80C
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Figure 4.12: Curvefit of the peak at 1656 tat T = 80C
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Study of the CH deformations of the cyclic Cgroups of the PVP
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Figure 4.13: Curvefit of the peak at 1422 tat T = 80C

The diffusion coefficients obtained at T = 80°C are reported in Table 4.5.

Table 4.5: Diffusion coefficients at T = 80°C

compound peak (c) |D (cnt.s?
VE 1716 8.61.18
VE 1508 5.3.14
PVP 1656 2.17.18
PVP 1422 2.55.18

The arithmeticmeanfor the diffusion coefficient of each copound at T = 80°C was
calculated. The results agiven as follows: Bego = 6.95.10 cnt.s' and Do) =

2.36.10° cnr.s®. Dyegoy Stands for thediffusion coefficient obtained fromthe peaks
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characteristic of the VE a T = 80°C, whereas Dpypgo Stands for the one obtained from
those of the PVP.

DvEe(eo)

Thus; =295

PVP(80)

The fact that the diffusion coefficients of the two components are not the same (which
should be the case if one is measuring mutua diffusion coefficients, as is implicit in the
Fickian model), suggests that our model is not correct. This topic will be further addressed

in the discussion section.

4.15 - EFFECT OF THE TEMPERATURE

The temperature dependence on the diffusion coefficient of the two components VE
and PVP was evaluated by carrying out diffusion experiments at several temperatures and
by repeating the analysis of the four characteristic peaks. The position and the shape of

those characteristic bands did not change significantly with temperature.

The properties of the interphase depend on the rate of diffusion of the two
components, as well as the rate of reaction of the vinyl ester monomer. In order to separate
the effects of the VE diffusion and the crosslinking reaction on the infrared spectra, ATR
experiments were carried out at temperatures below the norma curing temperature of
150°C for the (PVP/VE) system.

A question arises as to whether or not polymerization of the VE could occur during the
experiments. In order to check if the VE monomer polymerizes by itself without initiator at
high temperature, FTIR transmission spectra of the pure VE were collected. The monomer
was sandwiched between two KBr windows and the spectra were obtained as a function of
temperature, ranging from 30°C to 113°C. A spike was observed at the upper temperature
for the pesk located at 830 cm™, thus making impossible the continuation of the
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experiments. No changes corresponding to the break of the double bonds were observed
before 113°C.

Differentia Scanning Calorimetry (DSC) measurements determined that the polymerization
temperature was about 128°C at a heating rate of 10°C/min. Thus, above 125°C in the

absence of freeradicals, the vinyl groups can still open and form a thermoset polymer.

Respective diffusion coefficients of PVP and VE were obtained at different
temperatures, namely 80, 90 and 100°C. The results are summarized in Table 4.6. The
diffusion process was strongly influenced by the temperature, which increased the diffusion
rates.

The upper temperature of 100°C was chosen as a limit. Indeed, the diffusion occurs too
rapidly at higher temperatures and cannot be accurately measured with the necessary
temporal resolution. One way to study the diffusion at temperatures higher than 100°C
would be to increase the thickness of the PVP. However, a thicker film of PVP would not
have a good contact with the ATR crystal. Furthermore, at higher temperatures, the final
compound could crossink, making remova of the sample from the ATR crystal without

damage difficult.

Table 4.6: Diffusion coefficients at different temperatures

T=80°C T=80°C T=90°C T=100°C

oldcrystal |new crystal |new crystal |old crystal
timeorigin t=60.17 min [t=25min  |t=32.7 min [t=8 min
compound pesk (cm™) |D (cm*s?) |D (cm?s?) |D (cm”s?) |D (cm?s?)
VE 1717|3.07.10° |8.61.10° [9.25.10° |2.15.10°
VE 1507|4.05.10° |5.3.10° 1.40.10° |2.19.10°
PVP 1657|1.63.10° |2.17.10° [4.89.10° |1.39.10°
PVP 1422|1.69.10° |2.55.10° [4.98.10° |1.51.10°
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Diffusion coefficients were determined by monitoring two distinguishable infrared bands for
each of the PVP and the VE components. The diffusion coefficients obtained from those
four specific bands were named Dpyp and D), respectively. Ideally, the value of the
diffusion coefficient should be the same for a given component at a fixed temperature,
whatever the characteristic band. Ratios of the two characteristic bands of a given

compound are presented in Table 4.7.

Table 4.7: Ratio of diffusion coefficients based on different spectral bands

D (pvprazzem1) | D pveneszem-) |D (vensoremy/ D (venzizema
T=80°C |old crystal 1.037 1.319
T=80°C |new crystal 1.175 0.616
T=90°C |new crystal 1.018 1.513
T=100°C |old crystal 1.086 1.019

The results obtained for Deve Seem more accurate than the ones obtained for D). Indeed,
the ratio of the two values of Dgyp Obtained for a given temperature is closer to 1, as
shown in Table 4.7. The difference observed between the two values of D(yg can be due to
experimental artifacts, such as the curvefitting technique. The discrepancies in the ratio may
also reflect the selective diffusion of particular structural elements or groups.

When using FTIR-ATR spectroscopy to measure mutual diffusion coefficients, at least two
peaks for each component should be selected, and therefore at least four values of diffusion
coefficients for a given temperature should be obtained. Typical diffusion studies cited in
the literature show that only one peak is generally analyzed [20, 22, 23], and this peak isthe
one corresponding to the uptake of a component, i. e. the vinyl ester monomer in our case.
However, the results obtained for the polymer directly in contact with the ATR crystal seem

more accurate, based on the quality and consistency of the fit.
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An arithmetic mean of the diffusion coefficients for each component was calculated for each
temperature. The results are shown in Table 4.8. The diffusion coefficient of the peak at
1507 cm™ at 90°C was not considered in the calculations since the plot of the height of the
peak as a function of time was not consistent with the rest of the data Table 4.9

summarizes the ratio of the diffusion coefficients of the two components

Table 4.8: Average diffusion coefficients at different temperatures

T=80°C |T=80°C |T=90°C |T=100°C
D (cm®s") |old crystal |new crystal |new crystal |old crystal
Dwe 3.56.10° |6.95.10° |9.25.10° |2.17.10°
Deve 1.66.10° |2.36.10° |4.93.10° |1.45.10°
Table 4.9: Ratio of (D(VE) / D(p\/p))
Dweg) ! Devey
T=80°C |old crystal 2.14
T=80°C |new crysta 2.95
T=90°C |new crysta 1.88
T=100°C |old crystal 1.5

Table 4.8 indicates that the two sets of results obtained at T = 80°C are not reproducible.
One set of results was obtained with an old IRE crystal, whereas a new crystal was used for
the other set of results. The lapse of time observed before seeing some changes in the
spectrum was 2.4 times less in the case of the new crystal, as reported in Table 4.6, due to
different thicknesses of the PVP intermediate layer. In addition, the difference between the
values of the diffuson coefficients may be attributed to the difficulty of having a

reproducible constant and uniform pressure on the sample.
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The fact that the ratio and (Dyg) / Deve) IS much greater than 1, at a given temperature
(see Table 4.9), cannot be entirely due to experimental errors. As a reminder, Dpyp) and
Dwe represent mutual diffusion coefficients of the PVP and the VE, respectively. Diffusion
in the (PVP/VE) system takes place in both directions, the VE into the PVP, and vice versa
Hence Deyvp and Dg should be identical [29, 30, 142, 31]. As already mentioned in
Subsection 2.1.1, three distincts diffuson coefficients can be measured for a binary system:
the mutual diffusion coefficient, and the two self-diffusion coefficients. The self-diffusion
coefficient of the PVP is expected to be many orders of magnitude lower than that of the
VE, due to molecular weight differences [31]. However, the mutua diffusion coefficient of
the PVP in the VE, and that of the VE in the PVP, should have the same value. Chih-ch’iian
[142] demonstrated the fact that there is only one coefficient of molecular diffusion for both
components for a binary system. The active diffusion coefficient of one component in one
direction is compensated by the passive diffusion of the other component in the opposite
direction. Since the two components are transferred simultaneoudly, there is a single
interdiffusion coefficient. That is the reason why only one value of the mutua diffusion
coefficient can be found in the literature. At 80°C, D\g has been found to be almost three
times greater than Dyvp) (See Table 4.9). Even at 100°C, temperature for which the results
seem quite accurate (see Table 4.7), Dwg is still 1.5 times greater than Dpyvp) (See Table
4.9).

Nevertheless, the order of magnitude of the diffusion coefficients is consistent with the
range found in the literature for diffusion in polymers. The polymer handbook [143] gives a
value of 9.6.107 cn.s* for the diffusion coefficient of water in PVP a T = 25°C. Dr.
Hideko Oyama [144] estimated the diffusion coefficient for the (PVP/VE) system to be on
the order of 10" cm”.s* at T = 150°C.

4.1.6 - DETERMINATION OF THE ACTIVATION ENERGY

The diffusion results obtained at different temperatures were fit with an Arrhenius
type equation [28, 134]:



D = Do @xpﬁ%ﬁ (4.2.b)

where Eis the activation energy of diffusion

D, is the preexponential factor

The slope of (InD) versu€l/RT) gives us (-B and the intercepfin D,). Thefit of the
Arrhenius equation is demonstrated in Figues4 and 4.15 for the PVP and the VE,
respectively. The dependenceddfusion coefficients ortemperaturdollows the Arrhenius
equation quite wellespeciallyfor the PVP. The results obtained for the activagoargies
and the preexponential factors a@mmarized in Tabld.10. Afit of the datawith the
Arrhenius equation gave a value of 79 kJ/faolthe activation energy dfiffusion of VE,
and 108kJ/mol for that ofthe PVP. Thedifference inthe activationenergies of both

components is thus equal to 28.67 kJ/mol.

Table 4.10: Activation energies and preexponential factors

VE PVP

D, (cnf.s?) | 2545.67 177.33.1T0
E. (kJ/mol) 79.23 107.9

The value othe activation egrgy is consistent witthe literature. Of course,given value
cannot be strictly compared withe (PVP/VE)system. Neverthelessie literature can
provide some ideas dhe rangeusuallyobserved for the activation energy dffusion in
polymers. The activation energy of various solvents in PMMA ranged from 19 to 35
kcal/mol[145], and that of bis(2-ethylhexyl)phthalateRVC was measured as R€al/mol
[146]. One example of activation enerdgr the molecular transport of middle-size
molecules onthe order of 337g/mol was for instancd00 kJ/mol, determined for the
diffusion of erucamide imsotactic polypropylengl47]. Asfar as thediffusion of polymers
within polymers isconcerned, an activation energy If.7 kcal/mol was foundor the

(PVCl/polyg-caprolactone))/system [148].
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Figure 4.14: Use of the Arrhenius equation for the PVP
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Figure 4.15: Use of the Arrhenius equation for the VE
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4.1.7 - DETERMINATION OF THE CONCENTRATION CHANGES
WITH TIME

Once the value of the diffusion coefficient assuming a Fickian model is known, it is
possible to obtain the concentration profile of the interphase by the equation (2.4.0). In our
case, concentration profiles were not calculated, because the actual diffusion coefficients
varied with concentration and distance. This effect is discussed in Subsection 4.3.2.
However, one can estimate the change in concentration with time at a given penetration
depth.

The arithmetic mean of the penetration depths of the two PV P characteristic bands
was calculated. The change in concentration at a given point, the point located at the limit
of the mean penetration depth, could thus be followed. The value of Dgvr Was input in
eguation (2.4.0). The Fortran program “conc2.for” given in Appendix E was used to
calculate the concentration profile. The concentration profile obtained at T = 100°C is
shown in Figure 4.16. As soon as the VE reached the mean penetration depth (at t = 8 min
a T = 100°C), the concentration of the PVP at the mean penetration depth decreased

sgnificantly.
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Figure 4.16: Concentration changes of the PVP with time at T = 100°C

4.1.8 - ESTIMATE OF THE INTERPHASE THICKNESS

An interface represents the thatane section betweetwo compounds. It is the
boundary where properties show a point of discontinuityti@notherhand, an interphase
is defined aghe region offinite thicknesswhere mechanicabnd physicalgradients occur.

The interfacial thickness of a polymer interphase has been derived [149] as follows.

The probability P(x,t) that a molecule has diffused to the position x at time t is defined as:

ow( x,t)

P(xt)= I

, Where w is the interfacial profile.
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The mean-square interfacial thickness is given by:

- 4J’_+:(x ~%0)".P(X). dx

d +00
J'_oo P(x). dx

where d is the interfacial thickness
X, IS the coordinate at which P(x, t) has the maximum value

OP(xo,t) _ o _ 0 W(Xo,t)
ox ox

Applying those equations t@ur system, whose concentration profile vgagen byequation

(2.4.0), leads to these results:

P(zt)= Epctg; t)ﬁ= Eﬂfﬂisingn%bﬁ.exp%_nzg D'tglsinE S

n=1

R
1

P(z t)ﬁ: @’ZT[.Co@ - sinEnnbﬁ exn%l—nzrr2 D.t%w%nlz
0z a’ Z ' al 0O a [ a

n=1

Sincethe expressions are quite complicated, another method was considamer ito get

a rough estimate of the interphase thickness.

Yukioka et al. [97, 98] reported that thimterfacial thickness, d, is given lay/= 2./D.t,
where D themutual diffusion coefficientand t is thenterdiffusion time. Inorder to lave a
better understanding of hothis equation was obtainedne needs to go back to the
original reference cited by Yukioka. This referepeger by Brochardt al.[100] discusses
a theorywhich does notapply tothe mutual diffusion coefficientbut to theself-diffusion

coefficient. Furthermorethe interfacial thicknessvas given in thiscase by thdollowing

equation< d >*= 2.D.t, where D is theelf-diffusion coefficientand <d3 is the center-of-
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mass motion. <d> is the overlap distance and corresponds to the avBragsian
displacement in time.

Wu et al. [149] stated that, in thease where thenterfacial profile is symmetrical, the

interfacial thickness is given bhe relation: d = 2.4/2.D.t, where d is thenterfacial
thickness and D is the mutudiffusion coefficient.The above equation was actually derived
by Crank [102].Nevertheless, this equation was derived considebioidy sides of the
interface as contributing tthe interphase thickness. In the presamlysis, thissquation

would be:

d=+2.D.t (4.2.c)
This simple expression applies to a symmetrical profile only, forethe case where the
diffusion coefficientor both components are equal. Frdiable 4.9,0ne can see that as
the temperature increases, tlference between Rp and Lvg decreases. The
temperature atvhich Devr and Qe areexactly identicalwas calculated by tharrhenius
equation with the values of,and E given in Subsection 4.1.6. This temperature was equal
to 116.55°CF 6°C giventhe 20% absoluterror in determiningthe diffusion coefficient,
and the value of the resulting diffusion coefficient was equal to 6.3tribs* ¥ 2.36. 10
cnt.s. As previously mentioned in Subsectiéri.5, themonomer didnot yet polymerize
at 116.55°C.

Estimates of théhickness othe polymer interphase based tre Fickian diffusion
model yielded values othe order of 6Qum after 5min at116.55°C. The estimate of the
interphase thickness is consistent with the result obtain&d.lyidekoOyama[144] using
Electron MicroprobeAnalysis(EMP). Thethickness was then found to be equal tqug®
whenthe (PVP/VE)system was polymerized at T80 (the diffusion time was roughly

estimated to be 5 min during this process).
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4.2 - MOLECULAR INTERACTIONS

In addition to quantitative information concerning concentration variations, the
FTIR-ATR technique aso allows one to characterize molecular interactions occuring within
the (PVP/VE) system.

This section begins by giving an introduction to the physical principles of the
hydrogen bond. Then, in the following subsection, evidence of hydrogen bonding is pointed
out, in the carbonyl and the hydroxyl regions of the (PVP/VE) sample, as well asin the self-
association of the VE. An attempt is made in the last subsection to calculate the equilibrium

constant of hydrogen bond formation for this system.

4.2.1 - THE HYDROGEN BOND

Hydrogen bonding interactions occuring between the PVP and the VE were
examined by ATR spectroscopy. Indeed, it is well known that the amide carbonyl group of
the PVP is a strong hydrogen bond acceptor [132, 150]. Figure 4.17 shows the hydrogen
bond interaction between the PVP and the VE.

Figure 4.17: Hydrogen bond interaction between the PVP and the VE
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Hydrogen bonding, a particular type of molecular interaction, occurs when a
hydrogen atom lies in between two highly electronegative atoms such as O, F and N, as
suggested in Figure 4.18. Hydrogen bonds are dynamic bonds: they break and reform
continuously. The mean lifetime of a hydrogen bond is on the order of 10" seconds [151].
Hydrogen bond is sufficient to hold two molecules together so that they behave as one unit.
However, its strength is quite weak: 4 to 40 kJmol [151]. For comparison, covalent bonds
have strengths of the order of 200 kJ/mol and Van der Waals attractions of the order of 0.8
kJmoal.

~

—O—H----O\ and —O—H----- N

/N

Figure 4.18: Hydrogen bonding

Since the strength of the hydrogen bond O---H is relatively weak, its stretching
mode appears a very low frequencies (or very low wavenumbers since the frequency is
directly proportional to the wavenumber), and can be measured only in the far-infrared
region ( from 400 cm™ to 10 cm™ ). However, the analysis of the carbonyl C=0 stretching
region (1750 cm™ to 1600 cm™) and also of the hydroxyl OH stretching region (between
3500 cm™ and 3000 cm™) in the mid-infrared region can give us information about the
nature of the hydrogen bond. Hydrogen bond formation results in a decrease of the strength
of the C=0 and OH stretching vibrations and thus the bands associated with the hydrogen
bonded C=0 and OH groups appear at lower wavenumbers than the bands associated with
the free C=0 and OH groups. As a reminder, the vibrationa frequency of a diatomic

molecule A-B in smple harmonic motion is given by the expression [107]:
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R

where v is the frequency in’s
M; is the atomic weight of the atom i

fag IS the force constant of the AB bond

Thus, bymeasuringhe band shifts irthe C=0 and OH bands, it®ssible to evaluate the

average strength of the hydrogen bond.
4.2.2 - EVIDENCE OF HYDROGEN BONDING

Hydrogen bonding interactions occuring in the (PVP/VE) system were characterized
by ATR spectroscopy. These interactiomgy have some implications othe diffusion
coefficient and the interphase thickness.

Hydrogen bonding betweethe PVP and the VE waslearly olserved in the
carbonyl region. Self-associationtble VE was also evident. Thumavoidable presence of
moisture makethe evaluation of hydrogen bond interactions betwdenPVP and the VE

in the hydroxyl region difficult.

4.2.2.1 - The Carbonyl Region

During annealing ofthe (PVP/VE)sample at T 400°C, the C=0 stretching region
of the PVP underwentery drasticpeakshifts and intensity changes, as shown in Figure
4.19. The C=0 band of the pure PVP at T = 100°C occured at 1669rbis wavenumber
is quite low for acarbonyl bandbut this isdue to the fact thahis band containsot only
contributions from C=0 stretching vibrationsjt also N-C stretching contributions [150].
While studyingthe diffusion, anotherband appeared dt650 cni at t = 8 min, time for
which the VE reached the penetration depth at T =°GQ0@ substantial shift to lower

wavenumber®ccured,which could be attributed tantermolecular hydrogen bonding, or
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inter-association, between the OH groups of the VE and the carbonyl groups of the PVP
(C=0---OH).

8
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Figure 4.19: Time evolution spectrain the carbonyl region at T = 100°C

The strength of the hydrogen bond has been related to the magnitude of the frequency shift
[151]. This information can be found in Table 4.11. Since the shift was about 20 cm™ in the

present case, the hydrogen bonds can be qualified as quite weak.
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Table 4.11: Frequency shifts upon hydrogen bond formation (from [151])

strength of |IR frequency |enthapy of the bond examples
hydrogen bond| shift (cm™) (kcal/mol)
weak 10to 50 1/PVC-Polyesters
medium 300 5| -OH, amide, urethane
intermediate 600 6 to 8| -COOH
strong 800 to 2000 >8|acid salts

4.2.2.2 - Self-Association

The VE may aso sdlf-associate since its structure, shown in Figure 3.2, contains
functional groups which hydrogen bond to one another. The carbonyl and the hydroxyl
groups of the VE ( C=0---OH ) and the hydroxyl groups aone ( HO---OH ) could interact
via the formation of weak hydrogen bonds. The self-association could lead to the formation
of linear or cyclic complexes.

In order to check the assumption of self-association, the variation of the spectrum of
the VE monomer itself with temperature was followed by ATR spectroscopy. Studying the
change in the infrared spectrum with temperature can provide useful information about the
nature of the interactions.

As shown in Figure 4.20, two bands could be identified in the C=0 stretching frequency
region: one band centred at 1722 cm™ attributed to the free carbonyl groups, and another
band at 1717 cm™ assigned to the hydrogen bonded carbonyl groups. Evidence of self-
association was thus observed. It implies that al the OH groups of the VE interact not only
with the C=0O groups of the PVP, but also with those of the VE. As the temperature
increased, the intensity of the free band increased compared to that of the hydrogen bonded
band. The strength of the hydrogen bond decreased with temperature. Coleman et al. [151]
explained that as the therma motion increases, the volume of the polymer and the average
intermolecular distance between chains increases, leading to the decrease of the strength of

the hydrogen bond.
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Figure 4.20: Influence of the temperature (°C) on the pure VE in the carbonyl region
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Figure 4.21: Influence of the temperature (°C) on the pure VE in the hydroxyl region
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As shown in Figure 4.21, a free hydroxyl band was located in the OH stretching frequency
region at 3512 cm™, and a hydrogen bonded hydroxyl band at 3418 cm™. The OH groups
could interact with OH as well as C=0 groups. Unfortunately, identification of the position
of the bands by using the second derivative analysis has actually failed. As the temperature
increased, the strength of the hydrogen bond decreased with temperature again.

No significant changes in the peak position or the shape of the bands of the pure
PVP was observed with temperature by ATR spectroscopy, as illustrated in Figure 4.22.
Since the nitrogen atom of the PVP is not linked directly with a hydrogen atom, no
hydrogen bonding interactions are possible with the carbonyl groups. Therefore, the pure
PVP cannot self-associate and the band characteristic of the carbonyl groups remains

constant with increasing temperature.

Absorbance

T | T |
1800 1700 1600 1500
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Figure 4.22: Influence of temperature (from 45°C to 120°C)
on the pure PVP in the carbonyl region
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However, infrared transmission experiments suggested that moisture influences the position
of the carbonyl band of the pure PVP, as shown in Figures 4.23 and 4.24. The more
moisture in the PV P, the more hydrogen bond interactions, and the lower the wavenumber

in the carbonyl region.

In conclusion, the PVP cannot self-associate but has a functional group capable of
forming hydrogen bonds with the other component, VE. The second component, the VE,
can hydrogen bond to itself in the pure state since it had both donor and acceptor groups.
One would expect that these interactions would also influence the diffusion mechanism of
the two components in the interphase. Some possible explanations of hydrogen bonding

participation during interdiffusion are offered in the discussion section of this thesis.
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Figure 4.23: Influence of moisture on the pure PVP in the hydroxyl region
(The moisture content decreased as the temperature increased from 26 to 65°C)
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Figure 4.24: Influence of moisture on the pure PVP in the carbonyl region
(The moisture content decreased as the temperature increased from 26 to 65°C)

4.2.2.3 - The Hydroxyl Region

When following the diffusion between the PVP and the VE at T = 100°C by ATR
spectroscopy by looking at the hydroxyl region, three bands were distinguished: an
unassociated OH band at 3512 cm™ and a self-associated OH band at 3418 cm'™, as stated in
Subsection 4.2.2.2, and also a hydrogen bonded OH band at 3230 cm™. Figure 4.25 shows
the evolution in the hydroxyl region at T = 100°C.

Nevertheless, moisture was probably present in the system since the areas of the
bands located between 3600 cm™ and 3100 cm™ decreased with time instead of increasing
with time, as it should do with the intrusion of the VE. Therefore, one cannot exclude the
possibility that the hydrogen bonded OH could be attributed to H,O.
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Figure 4.25: Time evolution spectrain the hydroxyl region at T = 100°C
The interdiffusion times (in minutes) are: 8, 10, 13, 61 and 188

4.2.3 - THE EQUILIBRIUM CONSTANT
OF HYROGEN BOND FORMATION

As developed in Subsection 4.2.2, hydrogen bonding is occuring between the two
components of the (PVP/VE) system. This interaction will have some effects on the value
of the diffusion coefficient. In order to see how the hydrogen bonding affects the activation
energy for diffusion, it would be interesting to evaluate the enthalpy of the system. This
enthalpy can be calculated from the value of the equilibrium constant of the (PVP/VE)
system.
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The equilibrium for the formation of a hydrogen bond is represented by:
[C=0] + [OH] - [C=0---OH]
The association equilibrium constant K is then given by:

_[c=0---0H]
~ [c=0][oH]

K

At equilibrium, the Gibbs free energyG is defined as:

AG = -RT.(InNK) =AH - TAS

Thus InK = @%Sﬁ— @%@E%Hﬁ (4.2.b)

By plotting (InK) versus (1/T)the entropyAS can be obtained frothe intercept, and the
enthalpyAH from the slope.

The fraction of hydrogen bonded carbomybups £ has to be determined in
order tocalculate K. Assuming thahe Beer-Lambertaw (equation 2.4.a) isalid, the

fraction of hydrogen bonded carbonyl groups$T° is equal to [151]:

c=0 _ AHB

= — (4.2.c)
Ans + 0. AF

fue
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where f5°"?is the fraction of hydrogen bonded carbonyl groups
Ak is the area of the band associated to the free carbonyl groups
Ayg is the area of the band associated to the hydrogen bonded carbonyl
groups
a is the ratio of the absorptivities of the hydrogen borizied tothe one of
the free band, ard = (gqs/er).

The ratio of the absorptivitiesy, can be determined by varyirige temperature of the
sample, assuming thahese absorption coefficients remaionstant over the range of
temperature tested. Has been showfl51] that: (Ai)r + 0.(Af)r = constant. Thus by
collecting the spectra of a sample at different temperatures and plotgras A function of

Ar for each temperature, the slope will give ais -

A solution of 50/50 composition by weight of (PVP/VE) wdiited in methanol. A
thin film of solution was casted on a KBr window for FTi#fRnsmissiorspectroscopy. In
order to remove any residual solvent, shenplewas first driedslowly atroom temperature
and then placed in a vacuum ovendoe day. The spectrum of theethanol CHOH was
found in the literaturg152], and it wasverified that nocharacteristic bands of methanol
appeared on the spectrum of tilend. Transmissiogpectroscopy was used to monitor the
chemical changes of theblend, for temperatures ranging from %D to 8fC. ATR
spectroscopy couldot beused as a technique in thasalysis sincg4.2.c) wasderived
assumingthe Beer-Lambertaw for transmission. The expression tfe fraction of
hydrogen bonded carbongtoups could beerived for ATR spectroscopysing(2.4.1), but

diffusion within the penetration depth would complicate the analysis.

The carbonyl region betwed 765 cm' and 1590 crm, shown in Figuret.26, was curve-
fitted with four peakspamely1722 cni', 1690 cn, 1650 crit and 1607 cr. The peak at
1690 cmi corresponded to the fregroups of the PVP whereas the peak at 1650 cm
corresponded to the hydrogen bondedups. It wasletermined in Subsectigh2.2.1 that
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the C=0 band of the pure PV P occured at 1670 cm™. A shift of the carbonyl band to higher
frequencies is expected for transmission spectroscopy, compared to ATR spectroscopy
[153].

Absorbance

| | 1 1 | |
1800 1750 1700 1650 1600 1550
Wavenumber (cm-1)

Figure 4.26: Evolution of a 50/50 blend with temperature in the carbonyl region
The temperatures (in °C) are: 50, 60, 70 and 81

The areas of the bands associated with the stretching of the free and the hydrogen bonded
carbonyl groups of the PVP were determined by curvefitting. Figure 4.27 shows Aps as a
function of Ar. Unfortunately, the slope gave usa = 0.7. Usually theratio is equal to 1.2 for
the carbonyl bond of an amide [151]. Since the ratio has to be greater than 1 [151], it was
impossible to pursue the analysis. Further analysis would indeed lead to a negative entropy.
The error may have had origin in the subjective nature of the curvefitting procedure.

Nevertheless, it is clear that hydrogen bonding interactions between PVP and VE play a
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significant role in the development of the interphase and provide interphase-matrix

adhesion.
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Figure 4.27: Apg asafunction of A

4.3 - DISCUSSION

Now that the experimental results have been provided, the next step is to discuss the
errors involved in the diffusion model and to suggest some parameters which have not been

taken into account in the investigation.
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4.3.1 - DISCUSSION OF THE ERRORS INVOLVED IN THE MODEL

This subsection begins with evaluatitige experimentalerrorsand concludes by

discussing the theoretical assumptions made in formulating the diffusion model (2.4.s).

4.3.1.1 - Experimental Errors

The parameterieading to experimentarrors are thehicknesses othe polymer
and the monomer, the refractiraices ofthe various components, teevenumber, the
penetration depth, theme, the temperature, theeight ofthe bands andhe computer
analysis. Since iwasimpossible toevaluate therrors bymanipulatingthe equation (2.4.s),
the crucial parameters had to be evaluated independently.

The values ofthe refractiveindices ofthe ZnSecrystal andthe PVP, n and n
respectivelywere found in the literature, afreadystated in Subsectiod.1.3. However, it
is well established thahe index of refraction of a material changes with frequency and
temperature [154, 155, 156]. Meention ofthose parameters wasade withrespect to the
value of i [110, 112, 113, 114}while the value of n was obtained fok = 5893 A at an
unreported temperature [135].

The measure of theeights ofthe peaks characteristic of the VE a#uaction of
time generated somerrors. Asmentioned in SubsectioB.4.4, thenumber of paks, the
shapes of the peaks, their positions, and their widths at half height had to be estimated in the
curvefitting program developed for the GRAMS software. Furtherntaneegdifferentinitial
guesses gavvo different resultsyhich werewithin 3%. The height othe carbonyl band
of the PVP was measuredth respect to thaighest intensitypoint of the band, andot at
a constant wavenumber. Howevtiiis peak shifted bthreewavenumbers athe diffusion
was going on.

In order tofit the absorbance-timgata to therickian diffusion mode(2.4.s), the
startingtime had to be adjusted by substracting a lag time the@ractuaktarttime of the
experiment, as explained in Subsectbf.3. This lag time was obtained by extrapolating

the plot of the peakeights ofthe VE versugime (as shown in Figurd.8) to zerdheight.
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However, it should be pointesut thatthe absorbance of the PVP decreased be¢ore
the adjusted startingme. Thismay bedue to the fact that thearbonylpeak characteristic
of the PVP, occured at lowaravenumbers thathe VE carbonylpeak, assummarized in
Table 4.3.However, since the penetration depth isigher at lower wavenumbers, as
illustrated in Figure 2.5, it is possible thhe light penetrated further into the P\&mple
and changes in the PVP spectra were observed before changes in the VE spectra.
There was considerable uncertaintythie assignment othe effectivefilm thickness
of the VE.Sincethe surface of thagid VE wasnotflat, an average valuer thethickness
was taken. Furthermore, the VE softened as the temperature increased and, as a
consequence, thickness changed. Nevertheless, it was noticed by chatienglue of
the thickness inthe Fortran progrartdiff.for”, given in Appendix C, thathe value of the
diffusion coefficient didnot vary significantly. An experimentagérror of 43% in the
thickness ofthe VE led to anerror ofonly 0.7% at 100°C in thealue ofthe diffusion
coefficient, determined with respect to the peak at 1422 efowever, thehickness of the
PVP measuredia profilometry was a crucial parameter. Arperimentakrror of 17% in
the thickness measurement corresponded teraor of 29% in thevalue ofthe diffusion

coefficient.

The determination of thehickness ofthe PVP was themajor source of
uncertainties. In order to verify theoretically the value ofthieknesses athe PVP and the
VE, results obtained by ATR spectroscopy can be used. This analysis is discussed below.

On one hand, one can use equati@4.r)and(2.4.u),which relate the absorbance

values tathe PVPthickness, to calculate (AA,) for the PVP and the VEespectively, and
to compare this difference withe experimentatiata. However, thdifference between A
and A, could not bepredicted fromthe matheratical equationg2.4.r) and (2.4.u) since
parameters such as, @nd G, were unknown. Nevertheless, forgaven peak, it was
verified that, the experimental difference (AA,) remained almostconstant with

temperature, as demonstrated in Figlu28. This difference was positivior the VE and

negative for the PVP, as suggested by the equations (2.4.r) and (2.4.u).
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Figure 4.28: Experimental values of (A,) versus temperature

On the otherhand, the ratios (AXA,) for the PVP and the VE could also be
determined by the equatiori®.4.q) and (2.4t), respectively. Sincenitially the VE was
outside the penetration depth, was equal taero forthis particular component. It was
thus impossible toobtain the ratio (&/A,) for the VE.Experimental values of (4A.)
based on the two peaks characteristic of the PVP were plottefdiasian of temperature,
as shown in Figurd.29. Contrary to what was expected by (2.4.q), the ratidA¢ did

not remain constant for a given band of the PVP.
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Figure 4.29: (A/Ao)pvp VErsus temperature

From theexperimental values of Aand A , it is theoretically possible to obtaine values

of a and b from the equation (2.4.q). Aseaninder, “b"represent théickness othe PVP,
whereas “a” is the totahickness otheinterdiffusion systemthethickness othe VEbeing

therefore (a-b).

Since (a > > dp)expé}_di:ﬁ: 0, and thus the equation (2.4.q) reduces to:

Q/%pr = @gg* 1&2b (4.3.9)

1]
- ex%%

OO
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For a given temperature, we get:
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(4.4.b)
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where the subscripts 1 and 2 stand for a given characteristic band of the PVP

The equation (4.3.b) can be solved for b. Unfortunately, the attemptsunsuecessful.
The software Mathematica wasable to solvewumerically(4.3.b) in a reasonabteme. It
may have had origin in either the nonexistence or the multiplicity of solutions.

Knowing dp and dp, it is also possible to guess a valioe b and to compare the
experimentaratio [ (A./Ao)1 / (A./Ao)2 ], to the one obtained by (4.3.b) withis given
value of b. At T = 100°Gor instance, thexperimentakatio [ (A./Ao)1 / (A./A.)2 | was
equal to 1.96635, whereas the calculated ratio was ab®able4.12summarizes some of
the results obtained with different values of b. Tata demonstrates thiis ratio method

IS not very sensitive to changes in b.

Table 4.12: Theoretical ratio for different values of b

b (inum)| ratio
1| 0.68074
3| 0.98334
10| 0.99999%
80 1
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4.3.1.2 - Theoretical Assumptions

The diffusion model was formulated with some limiting assumptions.
The penetration depth, dp, was assumed to reman constant throughout the
experiment, in other words the refractive index was considered as constant. However, the

value of the refractive index of the PVP, n, may have changed as the composition of the

system changed with time. The index of refraction of the VE was unknown. Fortunately, the
refractive indices of most organic compounds are very similar. The penetration depth could
then be considered to be independent of the sample, all other factors being equal.
Furthermore, by looking at equation (2.3.c), it is obvious that dp is not a strong function of

n,. As aconclusion, the assumption of a constant penetration depth seems reasonable.

In order to get the expression of the concentration profile (equation (2.4.0)), the
two phases were assumed to be completely miscible. Indeed, it has been shown by Dr.
Hideko Oyama [144] that the PVP and the VE are totaly miscible, independent of
temperature. Equation (2.4.0) was also derived assuming no volume change upon mixing.
This is probably wrong in the case of the strong (PVP/VE) interactions. The Fickian model
does not consider the chemical interactions (Section 4.2) taking place in the system.

Both Dve and De were obtained from equation (2.4.s). But only the diffusion
coefficients obtained from study of the two peaks of the PVP seem to lead to accurate
results, as pointed out in Subsection 4.1.5. One more assumption has been made in the
derivation of the equation relating Dyg to the absorbance. This additional relation,
expressed mathematically by equation (2.4.n), assumes that the reduction in the
concentration profile of the PVP is due exclusively to the intrusion of the VE. This
assumption is wrong when the volume does not remain constant. Furthermore, the
mathematical model does not consider any difference in sizes between the two components

of the system.
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4.3.2 - HOW TO IMPROVE THE DIFFUSION MODEL?

The ideal Fickian mode has not been fully successful in modeling the experimental
data points. At 100°C for instance, this empirical model did not fit the data, especialy in
the early part of the diffusion. This is demonstrated in Figures 4.30, 4.31, 4.32 and 4.33,

which show the curvefits of four peaksat T = 100°C.

Study of the C=0 stretch of the vinyl ester monomer
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n ] . :
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©
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Figure 4.30: Curvefit of the peak at 1717 cm™ at T = 100°C
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Study of the aromatic ring stretch
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Figure 4.31: Curvefit of the peak at 1507 cm™ at T = 100°C

Study of the C=0 and N-C stretching vibrations of the PV P
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Figure 4.32: Curvefit of the peak at 1657 cm™ at T = 100°C
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Study of the CH deformations
of the cyclic CH,, groups of the PVP
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Figure 4.33: Curvefit of the peak at 1422 cm™ at T=100°C

Although some errors can be expected in fitting the data, it is unlikely that such
large deviations between the experimental data and the curvefit would be observed entirely
because of experimental errors. The analysis contains several limiting assumptions, such as
the fact that the diffusion coefficients are independent on concentration. However, for a
binary polymer mixture, the mutual diffuson coefficient is dependent on composition,
temperature, compatibility, interactions, molecular weight, solubility, molecular weight
distribution, chain orientation, size and shape, molecular structure, etc. Furthermore, the
mutual diffusion coefficients of the two components are different. The smple Fickian
model used as a first approximation in this study does not seem to be appropriate for the
(PVPIVE) system. The diffusion process itself is probably more complex.

More suitable models have to be presented to accurately fit the data and therefore
obtain a better agreement between experimental results and theoretical approach. A

number of mechanisms can be invoked. These could include simultaneous Fickian models,
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plasticization, swelling, clustering, and a concentration dependent diffusion coefficient. The
effect of these factors on the diffusion coefficient will be discussed in the following

subsections.

4.3.2.1 - Simultaneous Fickian Model

An inspection of Figures 4.30 and 4.31 shows that at short interdiffusion times, the
measured absorbance is lower than the one predicted by the Fickian model, while at longer
times, the absorbance is higher. Consequently, a two stage-diffusion process may be better
in modelling this data. For example, two simultaneous Fickian processes, assuming a
constant diffusion coefficient, were employed for the (erucamide/isotactic polypropylene)
system above T, by Quijada-Garrido et al. [147]. Furthremore, Dr. Hideko Oyama [144]
showed using electron microprobe analysis (EMP), that for the (PVP/VER) bilayer films,
the concentration profile could be divided into two parts. Each part was fit by a different

constant diffusion coefficient assuming Fick’s law.

4.3.2.2 - Plasticization

It was observed that at the end of the diffusion experiments, the PVP had changed
from a rigid solid to a white soft gel. Actually, the VE has acted as a plasticizer of
exceptionally high molecular weight [157, 158]. Briefly, plasticizers are low molecular
weight compounds added to soften a polymer by lowering its glass transition temperature
and its rubbery plateau modulus, as well asits hardness, stiffness, and tensile strength [157,
159, 160].

The Fox equation [134] gives the expression of the glass transition temperature, T,

assuming that for each component, the product of the heat capacity at constant pressure by
the T, remains constant. The Fox equation is defined below:
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where M; isthe mass fraction of polymer i

The change in the glass transition temperature, as a function of the mass fraction of
VE, was determined by Differential Scanning Calorimetry (DSC). DSC measurements
were conducted using a Perkin-Elmer differential calorimeter. Solutions of PVP and VE in
methanol were mixed together to achieve different compositions and dried under vacuum
to evaporate all the solvent. The sample was held for 3 min at -80°C, heated from -80°C to
70°C at a heating rate of 10°C/min, held for 3 min at 70°C, cooled from 70°C to -80°C at
100°C/min, held for 3 min at -80°C, and heated again from -80°C to 70°C at 10°C/min.

T4 s of the blends were obtained from the second heating and plotted as a function
of the mass fraction of the VE, as shown in Figure 4.34. A single T, was observed for the
blends, confirming the miscibility of PVP and VE. The T,'s of the pure PVP and the pure
VE were determined to be Typyp = 178°C and Tgvg = 9°C, respectively. Theoretical
values of Ty were obtained by the Fox equation (4.3.c). The change in the T4 with
composition of (PVP/VE) blends followed the Fox equation over the range of
investigation.

The change in the T4 over the entire range of the mass fraction of VE, is shown in
Figure 4.35. This Figure shows the effects of the intrusion of the VE into the PVP. As the
VE penetrates into the PVP, there is a decrease in T4 with plasticization. The T, of the
PVP was constantly evolving during the experiment. The polymer softened while the
amount of VE increased. Since the polymer could imbibe a penetrant only to a given
concentration, the polymer changed drastically from glassy to rubbery a a critical
concentration of small molecules [157, 161]. At T = 100°C for instance, this change was

observed for amass fraction of VE equal to 0.35.
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Figure 4.35: Tq versus mass fraction of VE
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The change in the jTas a function ofthe interdiffusion time could also be
determined fronthe results obtained by FTIR-ATR spectroscopy. Once the concentrations
of the PVP and the VE asfanction of timeare known, it igpossible to calculatéhe mole

fraction and the mass fraction of the VE, and then to deductthierit equation (4.3.c).

The meanconcentration of the PVRithin the penetration depth atgaen time,

<C(t)>pvp, can be calculated as follows:

<C(t) >pwr=

where <C(t)»vpis the mean concentration of the PVP
Crve(z, 1) is the concentration profile of the PVP
z is the distance from the ATR crystal
dp is the penetration depth
o, is the characteristic absorptivity

S is the cross-sectional area

The numerator corresponds to the expression of the absorbance of the-tP(¢R,fér a

given time, as defined by the equation (2.4.1).

OO
I:II:II:II:I

Apve(t)

Then <C(t) >pp =01

Dapvp PVP. L, 2z
o H %a

assuming that dpyeve, and $yvp remain constant
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O 2.Aew(t) O (4.3.d)

Finall <C(t)>prw=
y (0> pve H]PVP.SPVP. dpPVPE

Similarly, the cumulative concentration of the VE, <G(f)>an be defined as:

O 2Aw(t) O (4.3.e)

<C(t)>ve =
() >ve %VE.S\/E.dp/E%

The nole fraction ofthe VE at a particulamterdiffusion time,molfyg(t), can then be

calculated easily from (4.3.d) and (4.3.e). Its expression is:

<C(t) >ve O
<C(t) > VE} +{< C(t) > PVP}E

molfve(t) = E{

[
Ave(t) B
5 (4.3.9)

U
U
_0
Tnno B2 AR B

Since the cross-sectional area is the samer S»vp, (4.3.1) reduces to:

O

0
0
molfue(t) =

gAVE(t)} + %ﬁ %QAPVPG)EQ

Ave(t) 2 (4.3.9)

Let's apply equation (4.3.g) to thealculation ofthe nole fraction ofthe carbonyl
groups in the PVP and in thé&E. These groupsave vibrational frequencies 4664 cm'

and 1717 cm respectively, aseported inTable 4.3. As a first approximatioone can
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assume thaowewe = owe. It is well-known thatthe absorptivityo, changes with the
wavenumber anthe molecule[109]. Howeverwhen studyinghe same functionagroups,

one can assume that the absorptivities will not change that much [151].

The mole fraction of VE carbonyl groups, melé-o)(t), can then be expressed by:

(]
(]

molfvec = o) (t) = B Adpe O
E
=0 (t) + A =o)(t
gVE(C o) (t) B@B PVP(C 0)()D

[l
AvE( ) (1) -
VE(C = O |:|
0 (4.3.h)

[l

The results obtained at 80°C based ondaonylgroups of the PVP and the VE are

shown in Figure 4.36.
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Figure 4.36: Mole fraction of VE carbonyl groups versus interdiffusion time at T = 80°C
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In order toexpress the Jfas a function othe interdiffusion time, a relationship
between the wie fraction of VE carbonyyroups and the ass fraction of VE has to be

established.

The mole fraction of VE carbonyl groups can also be defined as:

] Nec = oinvE) ]

molfvec = o) (t) =
() Hﬁ(c: oinve) + N =o0in PVPH

where n stands for the number of moles

There are 9910arbonylgroups in one wie of PVP andtwo carbonylgroups in onenole
of VE (see Figure8.1 and3.2). Thenumber of carbonygroups in one wie of PVP is

indeed equal to the number of repeat units in the polymer.

o mVEQ
VE

O
O
Then molfvec = o) (t) = B B

%* mVE§+9910* mPVPQ
Mve Mpvp

OO

where me: is the mass of the VE
Meve 1S the mass of the PVP
Mve is the molecular weight of the VE. It is equal to 690 g/mol

Mpvwe IS the molecular weight of the PVP. It is equal to 1,100,000 g/mol

Mve

[l
[l
[l
Eglog Mve @
VE + Mmpvp
aﬂ 2 EM PVP

Finally molfvec = o) (t) =

U
. .
. (4.3.1)
a
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The mass fraction of VE, maggt), is defined as follows:

0 m O .
mass¥e (t) = Hﬁ\mﬁpvpg (43])

Let's take me + mye = 100g. Thenfrom the value ofthe mass fraction oVE, one can
calculate mx and my, from equation4.3.j), andfinally calculate the wle fraction of VE
carbonylgroupsfrom (4.3.1). Figure4.37indicatesthe nass fraction of VE as a function of

the mole fraction of VE carbonyl groups.
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Figure 4.37: Mass fraction of VE versus mole fraction of VE carbonyl groups

The data points oFigure 4.37 werefit with a polynomial regression oforder 4; the

correlation coefficient, R, was equal to 0.99998. This polynomial had the expression:
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y =0.00212 + 2.94871 x - 4.5682%4x4.11307 X- 1.49605 X

Using this polynomialpne isable to calculatéhe nmass fraction of VE fronthe value of
molfvec-0) (). The data points dfigure4.36 were converted to theass fraction of VE as

a function of time, as demonstrated in Figure 4.38.
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Figure 4.38: Mass fraction of VE versus interdiffusion time at T = 80°C

The relationship between theass fraction of VE anthe T, can be obtainettom
the Fox equation (4.3.c). The results obtained at 80°C foevtb&ution of the T as a
function ofthe interdiffusion timeare shown in Figurd.39. Aninteresting conclusion can
be deducted from Figure 4.39. The polymer became rubbery aftein2# diffusion at T =
80°C. No obvious discontinuitiesere noticed beforéhis particular time in Figures.10,
4.11,4.12, and 4.13.
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Figure 4.39: T versus interdiffusion time at T = 80°C

The analysiswas repeated fodifferent temperatures. The evolution of tineass
fraction of VE and thglass transitionemperature withime atthreedifferent temperatures
is reported inFigures 4.40 and4.41, respectively. Figure4.40 shows theeffect of
temperature on the ass fraction ofVE. The higherthe temperature, the faster the
equilibrium is reached. As a consequence, thg decreases moreapidly at higher
temperature (see Figure4l). FromFigure 4.41, one isable to determin¢he particular

time, T, at whichthe temperature and thg @reidentical. The resultare summarized in

Table 4.13. At, the material changes from a glassy to a rubbery state.
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Figure 4.40: Mass fraction of VE versus time for different temperatures
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Figure 4.41: Tversus time for different temperatures
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Table 4.13: Interdiffusion time for which T 5 T

temperature (°C) [time (min)
80 22

90 10

100 5

While monitoring the absorbance with timegccurs aapproximately (A/2) for the
1717 cmt peak of the VE. Thus, thehange from a glassy to a rubbery matewdl
probably have a critical effect ohe value of the diffusion coefficient. The curvefit at
100°C, shown in Figurd.30, looksprobablyworse than the one at 80°C, illustrated in
Figure4.10,because thetate of thematerial changes very rapidly at highemperatures,
and hencehe value ofthe diffusion coefficient can evolve continuously. Actually, a distinct
point was observed in trearly part of the curvit of Figure4.30. Att=t=5minat T =

100°C, the curvefit intercepts the experimental data points, as shown in Figure 4.42.
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Figure 4.42: Zoom in the early part of Figure 4.30
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If the five data points recorded befoteare caneled forthe 1717 cm peak at 10tC, the
curvefit looks muctlbetter, as shown iRigure4.43, thanwhenthe entiredata set is used in

the curvefit.
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Figure 4.43: Curvefit of the 1717 crpeak at 10@ cropping the first five data points

When curvefittingthe truncated data set, thalue of the diffusion coefficient increases
from 2.14. 10 cnt.s® to 3.49.1C cnt.s’. However, the error introducedith the data

point at t =t is still high. Ifthe data point obtained at tt9s removed, then the cuffitds

evenbetter, as shown iRigure4.44. Thevalue ofthe diffusion coefficient ighen equal to
3.65. 1C° cnt.s™.

126



A, (absorbance units)

0.16

0.15

0.14 +

0.13

0.12

0.11

0.10

*

+

experimental data

curvefit

*+

time (min)

T
15

20

25

Figure 4.44: Curvefit of the 1717 crpeak at 10 cropping the first six data points

Masstransport islimited primarily bythe T, Below the T, the polymer is hard,

brittle, glassy, and only vibrational and short-range rotational magiggEossible. @ly the

portions of chains containing a few monomarsable to move in microscopregions. At

the T, the polymer softens and becomes rubbery. Abthee T, rapid molecular motions

separate the chains from each other, because of the increase in free volume, amakence

reptation andliffusion easier. Molecular motion canntatke place withoutthe presence of

free volume, which increases witthe incorporation of VE into the PVRjausing

plasticization. The increase of free volume wemperature is dillustrated in Figude45.

Vo and  r are thevolumes ofthe glassy andhe rubberystatesyespectively, extrapolated

to 0 K, and vis the specific free volume at T 3. T
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According to theWLF (Williams-Landel-Ferry)equation, the expression of the
fractional free volume as a function imperature for a temperature abovyeslgiven by
[133]:

f :f0+af.(T _Tg) (43k)

where fis the free volume fraction. It is equal to the ratio of the average free
volume in the polymer divided by the total sample volume
fo is the free volume fraction at T
it is equal to 0.025 for all polymers
os = (0r-0ic) IS the expansion coefficient of the free volume
0. andog represent the thermal expansion coefficients in the glassy and

rubbery states, respectively

|

specifig
volume

06

oR

g T temperature___,

Figure 4.45: Diagram illustrating free volume (from [134]):
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The depression in the; Tust be accounted for in tldfusion model. Diffusion in
amorphougylassy polymers generally follovesise 11 diffusion, whereadiffusion in rubbery
polymers is expected to obey Fick’s law. For the case Il diffusioritfusion is very rapid
compared to th@olymer relaxation time. Thdiffusion coefficient is independent of the
concentration profilesince it depends otie relaxation of th@olymer material. Théront
of the interface moves at a constarglocity, separatinghe glassy fromthe plasticized
region. On the othemand, theFickian diffusionoccurswhenthe rate ofdiffusion is much
lower than the relaxatiorate of thepolymer. The case Il is based on a random waik
strong interactions and a&noving interface, whereashe Fickian behavior has no
interactions. It has been established that viheruptake of a component is proportional to
the time t, the diffusion is referred as case lIdiffusion, whereas whethe uptake is
proportional to £?, the diffusion is Fickian[102]. In order tocheck whether case I
diffusion occured in ousystem, plots ofthe absorbance asfanction of time and square
root of time were generated. The plots observed for the peak at 150 dh+ 100°C are
shown in Figuregl.46 and4.47. Themeasurednitial uptake parwas directlyproportional
to time, as shown in Figu#46. However, if thdirst experimental point was removed in
Figure4.47, thenitial uptake wouldhave also been directlygportional to the squamot
of time. The fact that this lineoes not go through therigin is probablydue to an
experimental error rather than an induction period. The higher the temperature, the longer is
the initial part proportional to the squamot oftime, as shown in Figu4.48.Initially, the
uptake changeslinearly with time, as illustrated in Figurd.46, afterwhich there is a
transition in the slope. If wiake thefirst linear section othe curve and extrapolate it, the
time at which itintercepts with the curve isalled the durationtime. The duratiortime

decreased linearly with temperature, as demonstrated in Figure 4.49.
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Uptake versus time
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Figure 4.46: Uptake versus time for the peak at 1507airiT = 100°C
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Figure 4.47: Uptake versus (timé¥or the peak at 1507 chat T = 100°C
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Figure 4.49: Duration time versus temperature
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Most researchers tried tmodelthe case lldiffusion by non-Fickianconstitutive
relations. However, a recentodel introduced by Rossi, Pincus, and De Geihé§],
assumes that Fick's law can desciibe transport in thglassy andhe plasticized regions
by two different diffusion coefficientsThe only problemappears to be that trdffusion
coefficient changes bynany orders of magnitude atthe interface betweerglassy and
plasticized region. Therefore, instead of trying to developoa-Fickian model, some

modifications of Fick’s law should be made.

Samus and Rossi [158] suggesteBeami function formfor the expression of the
diffusion coefficient inthe transition region between théassy andhe rubberystate. Its
expression is given by:

Di-Do

- (4.3.1)
1+exp(-L @- @)

D(@) = Do+

where D) is the diffusion coefficient in the transition region
D, is the diffusion coefficient in the glassy phase
D, is the diffusion coefficient in the rubbery phase
L is a parameter controlling the size of the transition region

¢ is the concentration

@ is the concentration above which plasticization occurs

Unfortunately, it wasiot possible to distinguisthree regions iur case and curvefit the
plots of the absorbance verdirae we got, sincéhe Fortran progrartdiff.for”, given in
Appendix C, requires values ot and A, values which could not be estimated.

Sheamuret al. [96] suggested anodelfor the case where the concentration was
close to theébinodalcurve and the temperature was abovegiass transitioiemperature.
Storeyet al. [162] noticed that thaliffusion coefficientfor di-n-hexyl phthalate in PVC
followed an Arrhenius relationship above and betbe T,. However, there was eéhange

of activation energy ahe T,. The activation energy for tragffusion was about threemes
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lower in the glassy state. Three distinct stages of plasticizer uptake by PVC were then
distinguished. Initially, a non-Fickian induction period, attributed to the change from a
glassy to a rubbery material, was observed. Then a rapid uptake was noticed, and finally a
swelling equilibrium was reached. In a following paper [146] concerning the diffusion of bis
(2-ethylhexyl) phthalate in PV C, three stages were again observed, but the attributions were
different. The first stage was considered as an induction period, the second one as the
Fickian diffusion of plasticizer into the glassy polymer, and the third one as the Fickian
diffusion into the rubbery PVC. A discontinuity was observed between the second and the

third stages.

4.3.2.3 - Swelling

When the small molecules of VE penetrate into the PVP, the PVP swells, as
established by the fast theory of diffusion, and outlined in Subsection 2.1.3. This swelling
occurs because the PV P does not dissolve in the VE, and because the PVP is too sluggish
to relax the density by diffusion. The swelling stress, induced by the invasion of the VE,
leads to the movement of the PVP in the direction opposite to the VE flux. A very strong
concentration dependence of the mutual diffusion coefficient may exist. In order to account
for swelling, a three-dimensiona equation, and not the one-dimensional equation (2.4.m)
should have been used [157, 158]. The swelling phenomenon could be confirmed with
dynamic mechanical analysis[26].

4.3.2.4 - Clustering

As explained in Section 4.2, the VE can self-associate and also form hydrogen
bonds with the PVP. However, a molecule that is interacting with itself or with a polymer
does not simply diffuse through it. The Fickian diffusion does not consider the chemica
interactions that occur in the system. The mobility of the penetrant may be reduced because

of hydrogen bonding interactions, and the activation energy for diffusion may be higher.
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4.3.2.5 - Concentration Dependent Diffusion Coefficient

The diffusion model(2.4.s) used in odelingour datawas develope@dssuming a
constant mutuatiiffusion coefficient,and thus thevalues ofthe diffusion coefficientswvere
concentration-averaged. However, thddkision coefficients should be stronglgpendent
on concentration, because of the change irgthss transitioniemperature, and hence the

change in the free volume of the system.

The one-dimensional Fick’s law model would then have the expression:

%ﬁ: %@)%—S (4.3.m)

where D is a function of concentration, and D =f (z,C)

One can assume that D(EC*; as C— 0, D(C)— 0 for k>0, and D(C)— < for k<0. The
first case when k>0 is referred as hypodiffusive, whereas the second case whetaeke0 is

hyperdiffusive [29].

Barrie and Machirj163] choseseveral forms relatinghe diffusion coefficient and
the concentration, some dfiem showing D decreasing with concentration atiger
functions showing D increasing wittbncentration. The futional dependence of D on

concentration strongly affects the concentration profile in a polymeric membrane.

An exact relation between tieutual diffusion coefficienand the concentration has
to be found inorder tosolve the differential equation (4.3.m). However, no theoretical
models have been really verifiebhe fast and the slow theories, developed in Subsection
2.1.3, cannot be applied to our system, since those theories have beenassuveidg that
the self-diffusion coefficientare independent of concentration. Howetas assumption is

valid only provided that both polymers have similgrand in the present case, theof the
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blend varies with compositiotMoreover, it islikely that those theoriespply only to the
interdiffusion of polymers, andot in thecase where amall moleculepenetrates into a
polymer. To have a better understanding hoiw a mutual diffusion coefficient and
concentration are related, a methpydviding information orthe self-diffusion coefficients
should be used. The ATR spectroscopy shoulerbployed in conjunction witlanother

method which can measure self-diffusion coefficients.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

The focus of this study was on the analysis of the molecular interdiffusion across a
poly(vinyl pyrrolidone)/vinyl ester monomer (PVP/VE) interface. The primary objective of
this work was to experimentally measure diffusion coefficients by Fourier Transform
Infrared Attenuated Total Reflectance (FTIR-ATR) spectroscopy. Diffusion coefficients
were determined by studying variations in infrared bands as a function of time, and by using
a Fickian model. The values of the diffusion coefficients obtained were consistent with the
range of values found in the literature for diffusion in polymers. The vaue of the diffusion
coefficient increased with increasing the temperature, as expected by the Arrhenius
eguation. Hydrogen bonding interactions were also characterized.

However, the Fickian diffuson mode used in this study did not seem to be redly
appropriate for this particular (PVP/VE) system. Emphasis should therefore be placed on
developing a new model. The best way to further develop the analysis and to find a more
suitable model would be to take into account plasticization, swelling and hydrogen bonding
via a concentration dependent diffusion coefficient or an additional non-Fickian component
in the model.

It would be interesting to confirm the results for the (PVP/VE) system by using
variable angle of incidence for ATR spectroscopy, and thus probe different penetration
depths, and adso by studying a symmetrical configuration, i. e. by casting a film of VE
directly on a ATR crystal and by coating it with PVP. The interface region could aso be
examined by an optical microscope or EMP andysis, and thus an estimation of the

interfacial thickness as a function of time could be obtained.
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Further analysis is needed to get more realistic data for the (sizing material/polymer
matrix) interphase. As mentioned in the introduction, the vinyl ester monomer is usually
diluted with 30 wt% of styrene. It would be interesting, as a first approach, to measure the
diffusion of the styrene itself in the PVP, and thus to draw some conclusions on the
importance of the nature of the styrene diffusant on the PVP (size, shape, chemical nature).
Actudly, it has been established that the PVP is incompatible with the polystyrene [164],
and one can assume that the (PVP/styrene) system will probably have limited miscibility.
Then, one should study the diffusion of the PVP and a mixture of (VE and styrene) at
different concentrations. From these results, one should be able to determine the influence
of a multicomponent solvent, as well as the influence of its composition. The ability of the
VE to diffuse in the PVP can be drastically modified, indeed, by trace amounts of other
molecules. Finally, the diffusion between the sizing material and the thermoset matrix could

be investigated, and hence the mechanical properties of the composite.

137



REFERENCES

M. Xie, C. L. Weitzsacker, M. Rich, L. T. Drzal, The interactions of vinyl ester
matrix to carbon fiber surfaces, Proceedings of the 20th Annual “Anniversary”
Meeting of the Adhesion Society, Hilton Head island, South Carolina, February
23-26, Lawrence T. Drzal, Henry P. Schreiber, Editors, 555-557 (1997).

J. J. Lesko, Interphase properties and their effects on the compression mechanics
of polymeric composites, Dissertation, Department of Engineering Science and
Mechanics, Virginia Polytechnic Institute and State University, August, 1994.

J. J. Lesko, A. Rau, J. S. Riffle, The effects of interphase properties on the
durability of woven carbon/vinyl ester matrix composites, Proc. 10th Tech. Conf.
of the American Society for Composites, 53-62 (1995).

B. K. Larson, L. T. Drza, Glassfibre sizing/ matrix interphase formation in liquid
composite moulding: effects on fibre/matrix adhesion and mechanical properties,
Composites, 25, 7, 711-721 (1994).

S. S. Voyutskii, Autoadhesion and adhesion of high polymers, Wiley, New Y ork,
1963.

J. J. Lesko, R. E. Swain, J. M. Cartwright, J. W. Chin, K. L. Reifsnider,

D. A. Dillard, J. P. Wightman, Interphases developed from fiber sizings and their
chemical structural relationship to composite compressive performance,

J. Adhesion, 45, 43-57 (1994).

C. D. Han, K.-W. Lem, Chemorheology of thermosetting resins1V. The
chemorheology and curing kinetics of vinyl ester resin, Journal of Applied
Polymer Science, 29, 1879-1902 (1984).

R. Blosser, J. Florio Jr., P. Donti, Continuous resin transfer molding™ of high
quality, low cost, constant cross section, composite structural elements, 39th
International SAMPE Symposium, April 11-14, 2, 1961-1972 (1994).

X. Dirand, B. Hilaire, E. Lafontaine, B. Mortaigne, M. Nardin, Crosslinking of

vinyl ester matrix in contact with different surfaces, Composites, 25, 7, 645-652
(1994).

138



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22

R. E. Young, Unsaturated Polyester technology, Edited by Paul F. Bruins,
Gordon & Breach, New Y ork, 1976.

H. Li, A. C. Rosario, S. V. Davis, T. Glass, T. V. Holland, R. M. Davis,
J. J. Lesko, J. S. Riffle, J. Florio, Network formation of vinyl ester-styrene
composite matrix resins, submitted.

M. E. Kédlly, Unsaturated Polyester technology, Edited by Paul F. Bruins,
Gordon & Breach, New Y ork, 1976.

G. Gunduz, Unsaturated polyesters resins (Overview), Polymeric Materials
Encyclopedia, J. C. Salamone, editor, CRC Press, Boca Raton, 11, 8469-8476,
1996.

N. S. Broyles, Sizing and characterization of carbon fibers with aqueous water-
dispersible polymeric interphases, Master Thes's, Department of Chemical

Engineering, Virginia Polytechnic Institute and State University, February 1996.

J. S. Riffle et d., Designed polymeric interphase materials, July 8-9, National
Sience Foundation, Site Review, 1996.

H. T. Oyama, H. Li, S. V. Davis, J-P Wightman, J. S. Riffle, Interface between
vinyl ester resin and poly(vinyl pyrrolidone), NSF report, 1996.

J. 1. Goldstein, D. E. Newbury, P. Echlin, D. C. Joy, A. D. Romig, Jr.,
C. E. Lyman, C. Fiori, E. Lifshin, Scanning electron microscopy and x-ray
microanalysis, 2nd ed., Plenum Press, New Y ork, 1992.

S. J. B. Reed, Electron microprobe analysis, 2nd ed., Cambridge University Press,

Cambridge, 1993.

J. G. Van Alsten, Diffusion Measurements in Polymers Using IR Attenuated
Total Reflectance Spectroscopy, Trends in Polymer Science, 3, 8, 272 (1995).

J. G. Van Alsten and S. R. Lustig, Polymer Mutual Diffusion Measurements Using

Infrared ATR Spectroscopy, Macromolecules, 25, 5069-5073 (1992).

E. Jabbari and N. A. Peppas, Use of ATR-FTIR To Study Interdiffusion in

Polystyrene and Poly(vinyl methyl ether), Macromolecules, 26, 2175-2186 (1993).

S. R. Lustig, J. G. Van Alsten, and B. Hsao, Polymer Diffusion in Semicrystalline

Polymers 1. poly(ether imide)/Poly(aryl ether ketone ketone), Macromolecules,
26, 3885-3894 (1993).

139



23.

24 .

25.

26.

27 .

28.

29.

30.

31.

32.

33.

J. G. Van Alsten, S. R. Lustig, and B. Hsiao, Polymer Diffusion in Semicrystalline
Polymers. 2. Atactic Polystyrene-d Transport into Atactic and Isotactic
Polystyrene, Macromolecules, 28, 3672-3680 (1995).

E. Jabbari, N. A. Peppas, Molecular weight and polydispersity effects on
interdiffusion at the interface between polystyrene and poly(vinyl methyl ether),
Journal of Materials Science, 29, 3969-3978 (1994).

E. Jabbari, N. A. Peppas, Comparison of interdiffusion at polystyrene-poly(vinyl
methyl ether) and polystyrene-poly(isobutyl vinyl ether) interfaces, Polymer
international, 38, 65-69, (1995).

E. Jabbari and N. A. Peppas, Temperature effects on interdiffusion at
glassy/rubbery interfaces, J. Adhesion, 43, 101-119 (1993).

MRS Bulletin; A Publication of the Materials Research Society, 21, 1, 1-53,
(1996).

Richard P. Wool, Polymer Interfaces- Structure and Strength,
Hanser Publishers, 1995.

F. Brochard-Wyart, Fundamentals of Adhesion, Edited by Lieng-Huang Lee,
Plenum Press, New Y ork, 181-206, 1991.

K. Binder, H. Sillescu, Diffusion polymer-polymer, Encyclopedia of Polymer
Science and Engineering, 2nd Edition, H. F. Mark, N. M. Bikales,

C. G. Overberger, G. Menges, Editors, John Wiley and Sons, New Y ork,
Supplement Volume, 297-315. 1989.

W. J. Koros, M. W. Hellums, Transport properties, Encyclopedia of Polymer
Science and Engineering, 2nd Edition, H. F. Mark, N. M. Bikales,

C. G. Overberger, G. Menges, Editors, John Wiley and Sons, New Y ork,
Supplement Volume, 724-802, 1989.

E. Jabbari, N. A. Peppas, Polymer-polymer Interdiffusion and Adhesion,
J. M. S.-Rev. Macromol. Chem. Phys. , C34(2), 205-241 (1994).

J. Klein, Evidence for reptation in an entangled polymer melt, Nature, 271,
143-145 (1978).

J. Klein and B. J. Briscoe, Diffusion of large molecules in polymers: a measuring

technique based on microdensitometry in the infrared, Polymer, 17, 6, 481-484
(1976).

140



35.

36 .

37 .

38.

39.

40 .

41 .

42 .

43 .

44

45 .

46 .

a7 .

J. Klein and B. J. Briscoe, Technique for study of diffusion of large molecules in
polymers based on infrared microdensitometigiure 257, 386-387 (1975).

E. A. Jordon, R. C. Ball, A. M. Donald, L. J. Fetters, R. A. L. Jones, J. Klein,
Mutual diffusion in blends of long and short entangled polymer chains,
Macromolecules21, 235-239 (1988).

J. V. Seggern, S. Klotz and H.-J. Cantow, Probing the interface in blends of high
and low molecular weight polystyrenidacromolecules22, 8, 3328-3332 (1989).

E. A. Jordan, R. C. Ball, A. M. Donald, L. J. Fetters, R. A. L. Jones and J. Klein,
Mutual diffusion in blends of long and short entangled polymer chains,
Macromolecules21, 1, 235-239 (1988).

F. P. Price, P. T. Gilmore, E. L. Thomas, R. L. Laurence, Polymer/polymer
diffusion. I. Experimental technigg,J. Polym. Sci., Polym. Symp. E&3, 33-44
(1978).

R. S. Raghava and R. W. Smith, Adhesion through molecular entanglements in
polymer interfaces]. Polym. Sci., Polym. Phys. ER7, 12, 2525-2551 (1989).

P. T. Gilmore, R. Falabella and R. L. Laurence, Polymer/polymer diffusion. 2.
Effect of temperature and molecular weight on macromolecular diffusion in blends
of poly(vinyl chloride) and poly(caprolactane)Macromoleculesl13, 4, 880-883
(1980).

S. Koizumi, H. Hasegawa and T. Hashimoto, Mutual diffusion of block polymer
and homopolymer. Visualisation using microdomain as a pMbaeromolecules
23, 11, 2955-2962 (1990).

S. Klotz, J. Von Seggern, M. Kung and H.-J. Cantow, Imaging polymer interfaces
by element specific electron microscopy and electron energy-loss spectroscopy,
Polym. Commun. 31, 8, 332-335 (1990).

E. Jabbari and N. A. PeppBsjym. Bull., 27, 305 (1991).

E. Jabbari and N. A. PeppBsoc. Adhes. So¢.15, 113 (1992).

M. Ye, R. J. Composto and R. S. Stein, Modified optical Schlieren technique for
measuring the mutual diffusion coefficient in polymer bleimdiscromolecules23,

22, 4830-4834 (1990).

B. B. Sauer and D. J. Walsh, Use of neutron reflection and spectroscopic

ellipsometry for the study of the interface between miscible polymer films,
Macromolecules24, 22, 5948-5955 (1991).

141



48 .

49 .

50.

51.

52.

53.

55.

56 .

S57.

58.

59.

B. B. Sauer, D. J. Walsh, Effect of solvent casting on reduced entanglement
density in thin films studied by dllipsometry and neutron scattering,
Macromolecules, 27, 2, 432-440 (1994).

J. Kanetakis and G. Fytas, Mutua diffusion in compatible polymer blends,
Macromolecules, 22, 8, 3452-3458 (1989).

P. J. Mills, P. F. Green, C. J. Pamstrom, J. W. Mayer and E. J. Kramer,
Polydispersity effects on diffusion in polymers: concentration profiles of d-
polystyrene measured by forward recoil spectrometry, J. Polym. Sci. Polym. Phys.,
24,1, 1-9 (1986).

F. Bruder, R. Brenn, B. Stuhn and G. R. Strobl, Interdiffusion in the partially
miscible polymer blend of deuterated polystyrene and poly(styrene-co-bromo
styrene), Macromolecules, 22, 12, 4434-4437 (1989).

F. Bruder and R. Brenn, Measuring the binodia by interdiffusion in blends of
deuterated polystyrene and poly(styrene-co-4-bromo-styrene), Macromolecules,
24, 20, 5552-5557 (1991).

P. F. Green and E. JKramer, Matrix effects on the diffusion of long chain
polymers, Macromolecules, 19, 1108-1116 (1986).

E. Kim, E. J. Kramer, J. O. Osby, D. J. Walsh, Mutua diffusion and
thermodynamics in the blends of polystyrene and tetramethylbisphenol-A
polycarbonate, Journal of Polymer Science: Part B: Polymer Physics, 33,
467-478 (1995).

E. Kim, E. J. Kramer, W. C. Wu, P. D. Garrett, Diffusion in blends of poly(methyl
methacrylate) and poly(styrene-co-acrylonitrile), Polymer, 35, 26, 5706-5715
(1994).

R. J. Composto, E. J. Kramer, D. M. White, Fast macromolecules control mutual
diffusion in polymer blends, Nature London, 328, 234-236 (1987).

E. J. Kramer, P. Green, C. J. Pamstrgm, Interdiffusion and marker movements
in concentrated polymer-polymer diffusion couples, Polymer, 25, 473-480 (1984).

P. F. Green, C. J. PAlmstrom, J. W. Mayer and E. J.Kramer, Marker displacement
measurements of polymer-polymer interdiffusion, Macromolecules, 18, 501-507
(1985).

R. J. Composto and E. J. Kramer, Mutual diffusion studies of polystyrene and

poly(xylenyl ether) using Rutherford backscattering spectrometry, Journal of
materials science, 26, 2815-2822 (1991).

142



60 .

61 .

62 .

63.

65 .

66 .

67 .

68 .

69 .

70.

1.

P. J. Millsand E. J. Kramer, Effects of molecular size on non-Fickian sorption in
glassy polymers, J. Mater. Sci. , 21, 12, 4151-4156 (1986).

S. J. Whitlow and R. P. Woal, Investigation of diffusion in PS using secondary ion
mass spectroscopy, Macromolecules, 22, 6, 2648-2652 (1989).

S. J. Whitlow, R. P. Wool, Diffusion of polymers at interfaces. a secondary ion
mass spectroscopy study, Macromolecules, 24, 5926-5938 (1991).

C. M. Roland and G. G. A. Bohm, Macromolecular diffusion and autoadhesion of
polybutadiene, Macromolecules, 18, 6, 1310-1314 (1985).

C. R. Bartels, B. Crist and W. W. Graessley, Self-diffusion coefficient in melts of
linear polymers: chain lenght and temperature dependence for hydrogenated
polybutadiene, Macromolecules, 17, 2702-2708 (1984).

J. E. Anderson and J. H. Jon, Small-angle neutron scattering studies of diffusion in
bulk polymers. experimental  procedures, Macromolecules, 20, 7, 1544-1549
(1987).

M. G. Brereton, E. W. Fischer, Ch. Herkt-Maerzky, K. Mortensen, Neutron
scattering from a series of compatible polymer blends: significance of the Flory
parameter, J. Chem. Phys. , 87, 10, 6144-6149 (1987).

A. Karim, G. P. Felcher and T. P. Russdll, Diffusion studies in polymer bilayers by
neutron reflection, Polym. Prepr. , 31, 2, 69-70 (1990).

M. L. Femandez, J. S. Higgins, J. Penfold and C. Shackleton, Interfacial mixing of
compatible polymers studied by neutron critical reflection, Polym. Prepr. , 31, 2,
71-72 (1990).

M. Stamm, G. Reiter, S. Huttenbach and M. Foster, Interfacial mixing of polymers
as investigated by x-ray and neutron reflectometry, Polym. Prepr. , 31, 2, 73-74
(1990).

J. Sokolov, X. Zhao, M. H. Rafailovich, J. M. Bloch, R. J. Composto,

T. Mansfield, R. S. Stein, N. L. Yang, S. G. Greenbaum, R. A. L. Jones,

E. J. Kramer and M. Sansone, X-ray fluorescence and reflectivity of PSYPBRS
interfaces, Polym. Prepr. , 31, 2, 79-80 (1990).

P. P. Hong, F. J. Boerio, S. J. Clarson and S. D. Smith, An investigation of the

interdiffusion of polystyrene and deuterated polystyrene using surface-enhanced
Raman scattering, Macromolecules, 24, 17, 4770-4776 (1991).

143



72.

73.

74 .

75.

76 .

7.

78.

79.

80.

81.

82.

83.

G. Boven, R. H. G. Brinkhuis, E. J. Vorenkamp and A. J. Schouten, Interdiffusion
of thin polymer layers studied by external reflection infrared spectroscopy,
Macromolecules, 24, 4, 967-969 (1991).

E. Jabbari and N. A. Peppas, A model for interdiffusion at interfaces of polymers
with dissimilar physical properties, Polymer, 36, 3, 575-586 (1995).

G. Ragjagopalan, J. W. Gillepsie, Jr., S. H. McKnight, Interdiffusion in a poly-aryl-
ether-ether-ketone (PEEK)/epoxy system, ANTEC’96, Conference proceedings,
May 5-10, Indianapolis, 1225-1230 (1996).

H. Eklind, T. Hjertberg, Determination of Interdiffusion in Thin Polymer Films
Using FTIR Reflection Absorption Spectroscopy, Macromolecules, 26, 5844-5851
(1993).

T. Buffeteau, B. Desbat, D. Eyquem, Attenuated total reflection Fourier transform
infrared microspectroscopy: Theory and application to polymer samples,
Vibrational Spectroscopy, 11, 29-36 (1996).

F. Bueche, W. M. Cashin and P. Debye, J. Chem. Phys. , 20, 1956 (1952).

Y. Kumagai, H. Watanabe, K. Miyasaka and H. Hata, J. Chem. Eng. Japan, 12,
1-8 (1979).

P. Callaghan and D. Pinter, Self-diffusion of random-coil polystyrene determined
by pulsed-field gradient nuclear magnetic resonance: dependence on concentration
and molar mass, Macromolecules, 14, 1334-1340 (1981).

S. H. Anastasiadis, K. Chrissopoulou, G. Fytas, G. Fleischer, S. Pispas,
M. Pitskalis, J. W. Mays, N. Hadjichrigtidis, Self-diffusivity in block copolymer
solutions. 2. A,B simple grafts, Macromolecules, 30, 8, 2445-2453 (1997).

R. Bachus and R. Kimmich, Molecular weight and temperature of self-diffusion
coefficients in polyethylene and polystyrene melts investigated using a modified
n.m.r. field-gradient technique, Polymer, 24, 964 (1983).

G. Fleischer, D. Geschke, J. Kérger and W. Heink, Peculiarities of self-diffusion
studies on polymer systems by the NMR pulsed field gradient technique, J. Magn.
Reson. , 65, 429-443 (1985).

G. Meier, G. Fytas, B. Momper, G. Fleischer, Interdiffusion in a homogeneous

polymer blend far above its glass transition temperature, Macromolecules, 26,
5310-5315 (1993).

144



85.

86 .

87.

88.

89.

9.

91.

92.

93.

94 .

95.

P. T. Callaghan and D. N. Pinder, Pulsed field gradient NMR, Directly determined
polymer self diffusion coefficients compared with those derived from
sedimentation or mutual diffusion, Polymer bulletin, 5, 305-309 (1981).

P. T. Callaghan and D. N. Pinder, Dynamics of entangled polystyrene solutions
studied by pulsed field gradient nuclear magnetic resonance, Macromolecules, 13,
1085-1092 (1980).

L. Léger, H. Hervet and F. Rondelez, Self-diffusion in polymer solutions. atest for
scaling and reptation, Phys. Rev. Letters, 42, 1681 (1979).

M. Antonietti, J. Coutandin, R. Gritter and H. Sillescu, Diffusion of labeled
macromolecules in molten polystyrenes studied by a holographic grating
technique, Macromolecules, 17, 4, 798-802 (1984).

T. Lodge and B. Chapman, Applications of forced Rayleigh scattering to diffusion
in polymeric fluids, Trends in polymer science, 5, 4, 122-128 (1997).

L. M. Smith, B. A. Smith and H. M. MacConnell, Lateral diffusion of M-13
protein in model membranes, Biochemistry, 18, 11, 2256-2259 (1979).

B. A. Smith, Measurement of diffusion in polymer films by fluorescence
redistribution after pattern photobleaching, Macromolecules, 15, 2, 469-472
(1982).

B. A. Smith, S. J. Mumby, E. T. Samulski and L. P. Y u, Concentration
dependence of the diffusion of poly(propylene oxide) in the melt, Macromolecules,
19, 470-472 (1986).

U. Murschall, E. W. Fischer, C. Herkt-Maetzky, G. Fytas, Investigation of the
mutual diffusion in compatible mixture of two homopolymers by photon
correlation spectroscopy, Journal of polymer science: Part C: Polymer Letters,
24, 191-197 (1986).

T. Shiah and H. Morawetz, New fluorescence technique of characterizing polymer
sdlf-diffusion, Macromolecules, 17, 792-794 (1984).

R. W. Garbellaand J. H. Wendorff, Small-angle x-ray studies on interdiffusion
processes in blends of poly(methyl methacrylate) and poly(vinylidene fluoride),
Makromol. Chem. Rapid Commun. , 7, 591-597 (1986).

H. T. Oyama, J. J. Lesko, J. P. Wightman, Interdiffusion at the Interface between

Poly(vinylpyrrolidone) and Epoxy, J. Polym. Science: Part B: Polym. Physics, 35,
331-346 (1997).

145



9 .

97.

98.

99.

100 .

101.

102 .

103.

104 .

105.

106 .

107 .

108 .

109 .

T. E. Sheamur, A. S. Clough, D. W. Drew, M. G. D. Van Der Grinten,
R. A. L. Jones, Interdiffusion of low molecular weight deuterated polystyrene and
poly(methyl methacrylate), Macromolecules, 29, 7269-7275 (1996).

S. Yukioka, T. Inoue, Ellipsometric analysis of polymer-polymer interface,
Polymer Communications, 32, 17-19 (1991).

S. Yukioka, K. Nagato, T. Inoue, Ellipsometric studies on mutual diffusion and
adhesion development at polymer-polymer interfaces, Polymer, 33, 6, 1171-1176
(1992).

P.-G. De Gennes, Dynamics of fluctuations and spinodal decomposition in polymer
blends, J. Chem. Phys. , 72, 9, 4756-4763 (1980).

F. Brochard, J. Jouffroy, P. Levinson, Polymer-polymer diffusion in melts,
Macromolecules, 16, 1638-1641 (1983).

K. J. Binder, Collective diffusion, nucleation, and spinodial decomposition in
polymer mixtures, J. Chem. Phys. , 79, 12, 6387-6409 (1983).

J. Crank, The Mathematics of Diffusion, Second Edition, Clarendon Press,
Oxford, 1975.

H. Sillescu, Relation of interdiffusion and tracer diffusion in polymer blends,
Makromol. Chem. , Rapid Commun., 8, 393-399 (1987).

F. Feng, C. C. Han C, M. Takenaka, T. Hashimoto, Molecular weight dependence
of mobility in polymer blends, Polymer, 33, 13, 2729-2739 (1992).

A. Z. Akcasu, G. Négele, R. Klein, Identification of modes in dynamic scattering
from ternary polymer mixtures and interdiffusion, Macromolecules, 24, 4408-4422
(1991).

M. G. Brereton, The dynamics of polymer blends: interdiffusion and the glass
trangition, Progress in colloid and polymer science, 91, 8-12 (1993).

B. P. Straughan and S. Walker, editors, Spectroscopy, volume 2,
John Wiley and Sons, 1976.

A. H. Fawcett, editor, Polymer spectroscopy, John Wiley and Sons, 1996.

B. C. Smith, Fundamentals of Fourier Transform Infrared Spectroscopy,
CRC Press, Inc., Boca Raton, 1996.

146



110.

111.

112 .

113.

114.

115.

116 .

117.

118 .

119.

120 .

121.

122 .

H. A. Willis, J. H. Van der Maasand R. G. J. Miller, editors, Laboratory methods
in vibrational spectroscopy- 3rd edition, John Wiley and Sons, 1987.

J. R. Durig, editor, Applications of FT-IR spectroscopy, Elsevier, 1990.

N. J. Harrick, Internal Reflection Spectroscopy, Harrick Scientific Corporation,
New York, 1967.

F. M. Mirabella, Jr., editor, Internal Reflection Spectroscopy- Theory and
Applications, Practical Spectroscopy Series, volume 15, 1993.

F. M. Mirabellaand N. J. Harrick, Internal Reflection Spectroscopy: Review
and Supplement, Harrick Scientific Corporation, New Y ork, 1985.

H. H. Kausch, K. Jud, Fracture mechanics and infrared measurements of the
selfdiffusion of chainsin polymer melt, Proc. 28th IUPAC Macromolecular
Symposium, 717 (1982).

N. A. Remizov, A. Y. Chalykh, V. Y. Popov, V. V. Lavrent'ev, Determination of
the diffusion constants of liquids in polymers by sorption and by interna reflection
spectroscopy, Polymer science U.S.S.R. , 24, 1853-1859 (1982).

H. Brandth, P. Rieger, IR-ATR-spektrometrische Bestimmung des
Diffusionskoeffizienten fir das System Ethylacetat/Polyethylen, Experimentelle
Technik der Physik, 32, 5, 413-416 (1984).

J. R. Xu, C. M. Bdik, Measurement of Diffusivities of Small Moleculesin
Polymers Using FTIR-ATR, Applied Spectroscopy, 42, 8, 1543-1548 (1988).

T. P. Skourlis, R. L McCullough, Measurement of Diffusivity of aLiquid Diamine
in Solid Epoxies Using Attenuated Total Reflectance Infrared Spectroscopy
(FTIR-ATR), Journal of Applied Polymer Science, 52, 1241-1248 (1994).

G. T. Fieldsonand T. A. Barbari, Analysis of Diffusion in Polymers Using
Evanescent Field Spectroscopy, AIChE Journal, 41, 4, 795-804 (1995).

J. G. Van Alsten and J. C. Coburn, Structural Effects on the Transport of Water in
Polyimides, Macromolecules, 27, 3746-3752 (1994).

K. M. Immordino, S. H. McKnight, J. W. Gillespie, Jr., Characterization of
Polysulfone-Epoxy/Amine Interphase For Bonding Thermoplastic Composites,
Proceedings of the 19th annual Meeting of the Adhesion Society, Myrtle Beach,
South Carolina, February 18-21, Thomas C. Ward, Editor, 449-452 (1996).

147



123.

124 .

125.

126 .

127 .

128 .

129.

130.

131.

132.

133.

R. A. Shick, J. L. Koenig, H. Ishida, Depth profiling of stratified layers using
variable-angle ATR, Applied Spectroscopy, 50, 8, 1082-1088 (1996).

E. K. Rided, Diffusion in and through solids, The Cambridge Series of Physical
Chemistry, 1951.

G. T. Fiedsonand T. A. Barbari, The use of FTIR-ATR spectroscopy to
characterize penetrant diffusion in polymers, Polymer, 34, 6, 1146-1153 (1993).

K. Cogan Farinas, L. Doh, S. Venkatraman, and R. O. Potts,
Characterization of Solute Diffusion in a Polymer Using ATR-FTIR Spectroscopy
and Bulk Transport Techniques, Macromolecules, 27, 5220-5222 (1994).

P. Y. Furlan, Hydrogenated Polybutadiene Morphology and Its Effects on
Small Molecule Diffusion, Macromolecules, 25, 6516-6522 (1992).

R. P. Semwal, S. Banerjee, L. R. Chauhan, A. Bhattacharya, and N. B. S. N. Rao,
Study of Diffusion and Sorption of Bis-(2-chloroethyl)sulfide (SM) and Bis-(2-
chloroethyl)ether (OM) Through Polypropylene (PP) and Biaxial-Oriented
Polypropylene (BOPP) Films by the FTIR-ATR Spectroscopic Method, Journal of
Applied Polymer Science, vol. 60, 29-35 (1996).

S. U. Huong, T. A. Barbari, J. M. Soan, Diffusion of methyl ethyl ketone in
polyisobutylene: comparison of spectroscopic and gravimetric techniques, Journal
of Polymer Science: Part B: Polymer Physics, 35, 8, 1261-1267 (1997).

K. M. Immordino, S. H. McKnight, J. W. Gillepsie, Jr., In situ evaluation of the
diffusion of epoxy and amine in thermoplastic polymers, ANTEC’96, Conference
proceedings, May 5-10, Indianapolis, 1214-1218 (1996).

K. S. Kwan, T. C. Ward, Investigating the role of penetrant structure on its
diffusion through a thermoset adhesive, Proceedings of the 20th Annual
“Anniversary” Meeting of the Adhesion Society, Hilton Head island, South
Carolina, February 23-26, Lawrence T. Drzal, Henry P. Schreiber, Editors,
585-587 (1997).

B. V. Robinson, F. M. Sullivan, J. F. Borzelleca, S. L. Schwartz, PVP- A critical
review of the kinetics and toxicology of polyvinylpyrrolidone (Povidone) , Lewis
Publishers, 1990.

E. S. Barabas, N - Vinyl amide polymers, Encyclopedia of Polymer Science and

Engineering, 2nd ed., H. F. Mark, N. M. Bikales, C. G. Overberger, G. Menges,
Editors, John Wiley and Sons, New Y ork, volume 17, 204, 1989.

148



134.

135.

136 .

137 .

138.

139.

140 .

141.

142 .

143 .

144 .

145.

146 .

L. H. Sperling, Introduction to physical polymer science, Second edition,
John Wiley and Sons, 1992.

J. C. Seferis, Refractive indices of polymers, Polymer Handbook, Third Edition,
J. Brandrup, E.H. Immergut, Editors, Wiley Interscience, V1/461, 1989.

A. W. Adamson, Physical Chemistry of Surfaces, Fifth Edition,
Wiley Interscience, 1990.

V. Offermann, P. Grosse, M. Feuerbacher, G. Dittmar, Experimental aspects of
attenuated total reflectance spectroscopy in the infrared, Vibrational Spectroscopy,
8, 135-140 (1995).

N. P. G. Roeges, A guide to the complete interpretation of infrared spectra of
organic structures, John Wiley and Sons, 1994.

N. L. Alpert, W. E. Keiser, H. A. Szymanski, IR-Theory and Practice of Infrared
Spectroscopy, Plenum/Rosetta, 1973.

M. Ganem, B. Mortaigne, V. Bellenger, J. Verdu, Influence of the styrene ratio on
the copolymerization kinetics of dimethacrylate of diglycidyl ether of bisphenol A
vinylester resins crosslinked with styrene, J. M. S. - Pure App. Chem. , A30(11),
829-848 (1993).

C. H. Papadimitriou, K. Steiglitz, Combinatorial optimization, Algorithms and
complexity, Prentice - Hall, Inc., Englewood Cliffs, 1982.

P. Chih-ch’iian, Binary molecular diffusion coefficient, Journal of Applied
Chemistry of the USSR, 62, 11, 2320-2333 (1989).

M. D. Lechner, D. G. Steinmeier, Sedimentation coefficients, diffusion
coefficients, partial specific volumes, frictional ratios, and second viria coefficients
of polymersin solution, Polymer Handbook, Third Edition, J. Brandrup, E.H.
Immergut, Editors, Wiley Interscience, VI11/77, 1989.

H. T. Oyama, personal communication.

D. Arnould, R. L. Laurence, Size effects on solvent diffusion in polymers,
Industrial Engineering Chemistry Research, 31, 218-228 (1992).

R. F. Storey, K. A. Mauritz, B. B. Cole, Diffusion of bis (2-ethylhexyl) phthalate

above and below the glass transition temperature of poly(vinyl chloride),
Macromolecules, 24, 450-454 (1991).

149



147 .

148 .

149 .

150.

151.

152 .

153.

154.

155.

156 .

157.

158 .

|. Quijada-Garrido, J. M. Barrales-Rienda, G. Frutos, Diffusion of Erucamide
(13-cis-Docosenamide) in Isotactic Polypropylene, Macromolecules, 29,
7164-7176 (1996).

P. T. Gilmore, R. Falabella, R. L. Laurence, Polymer/polymer diffusion. 2. Effect
of temperature and molecular weight on macromolecular diffusion in blends of
poly(vinyl chloride) and poly(e-caprolactone), Macromolecules, 13, 4, 880-883
(1980).

S. Wu, H.-K. Chuang, C. Dae Han, Diffuse interface between polymers. structure
and kinetics, Journal of polymer science: Polymer physics edition, 24, 143-159
(1986).

V. Janarthanan, G. Thyagargjan, Miscibility studiesin blends of poly(N-vinyl
pyrrolidone) and poly(methyl methacrylate) with epoxy resin: a comparison,
Polymer, 33, 17, 3593-3597 (1992).

M. M. Coleman, J. F. Graf, P. C. Painter, Specific interactions and the miscibility
of polymer blends, Technomic Publishing Co., Inc., Lancaster, 1991.

Sadtler Research Laboratories, Infrared spectra handbook of common organic
solvents, Division of Bio-Rad Laboratories, Inc., Philadel phia, Pennsylvania, 1983.

R. T. Graf, J. L. Koenig, H. Ishida, Comparison of FTIR transmission, specular
reflectance, and attenuated total reflectance spectra of polymers, Polymer
preprints, division of polymer chemistry, American Chemical Society, 25, 2,
188-189 (1984).

J. C. Seferis, Refractive indices of polymers, Polymer Handbook, Third Edition,
J. Brandrup, E.H. Immergut, Editors, Wiley Interscience, V1/451, 1989.

R. T. Graf, J. L. Koenig, H. Ishida, Optica constant determination of thin polymer
filmsin the infrared, Applied Spectroscopy, 39, 3, 405-408 (1985).

H. Ishida, Quantitative surface FTIR spectroscopic analysis of polymers, Rubber
Chemistry and Technology, 60, 3, 497 (1987).

G. Rossi, Macroscopic description of solvent diffusion in polymeric materials,
Trends in Polymer Science, 4, 10, 337-342 (1996).

M. A. Samus and G. Rossi, Methanol Absorption in Ethylene-Vinyl Alcohol
Copolymers. Relation between Solvent Diffusion and Changes in Glass Transition
temperature in Glassy Polymeric Materias, Macromolecules, 29, 2275-2288
(1996).

150



159.

160 .

161 .

162 .

163 .

164 .

J. K. Sears, N. W. Touchette, Plasticizers, Encyclopedia of Polymer Science and
Engineering, 2nd Edition, H. F. Mark, N. M. Bikales, C. G. Overberger,

G. Menges, Editors, John Wiley and Sons, New Y ork, Supplement VVolume,
568-647, 1989.

J. K. Sears, N. W. Touchette, J. R. Darby, Plasticizers, Applied Polymer Science,
R. W. Tessand G. W. Poehlein, Editors, ACS Symposium Series,
Washington D. C., 611-641, 1985.

G. Ross, P. A. Pincus, P.-G. De Gennes, A Phenomenological Description of
Case-ll Diffusion in Polymeric Materias, Europhysics Letters, 32, 5, 391-396
(1995).

R. F. Storey, K. A. Mauritz, B. D. Cox, Diffusion of various diakyl phthalate
plasticizersin PVC, Macromolecules, 22, 1, 289-294 (1989).

J. A. Barrie and D. Machin, Concentration dependence of the time lag for
diffusion, Journal of polymer science, A2, 5, 1300-1304 (1967).

J. R.Isad, L. Cesteros, |. Katime, Study of the miscibility and specific interactions

between poly(1-vinyl-2-pyrrolidone) and poly(vinyl formal), Polymer, 34, 11,
2374-2379 (1993).

151



APPENDICES

Appendix A:

Appendix B:

Appendix C:

Appendix D:

Appendix E:

Nomenclature

Example of results obtained by curvefitting
the pesk at 1508 cm™ at T = 80°C

The Fortran program “diff.for”

The Fortran program “curvefit.for”

The Fortran program “conc2.for”

152




APPENDIX A

NOMENCLATURE

The following terms have been published by the American Society for Testing and
Materials (ASTM) in the 1967 ASTM Book of Standards.

Internal Reflection Spectroscopy (IRS)

The technique of recording optical spectra by placing a sample material in contact with a
transparent medium of greater refractive index and measuring the reflectance (single or

multiple) from the interface, generally at angles of incidence greater than the critical angle.

Attenuated Total Reflection (ATR)

Reflection which occurs when an absorbing coupling mechanism acts in the process of
total internal reflection to make the reflectance less than unity.

Note: In this process, if an absorbing sample is placed in contact with the reflecting
surface, the reflectance for total interna reflection will be attenuated to some value
between greater than zero and unity in regions of the spectrum where absorption of the

radiant power can take place.

Internal Reflection Element (IRE)

The transparent optical element used in Internal Reflection Spectroscopy for establishing

the conditions necessary to obtain the internal reflection spectra of materials.
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APPENDIX B

EXAMPLE OF RESULTS OBTAINED BY CURVEFITTING

THE PEAK AT 1508 CM™* AT T=80°C

The peak at 1508 cm* corresponds to the aromatic ring stretch of the VE.

The best fit was generally obtained with a Gaussian peak.

file t(min) X? cm* height cm* height T
Al 1.17|noise 49
A2 4|noise 76
A3 6.17|noise 79
A4 12.25|noise 80
A5 19.5| 0.436172| 1506.86| 0.00594763| 1493.45| 0.0934199 78
A6 28.25| 0.619334| 1508.66| 0.0742403] 1493.92| 0.0931828 80
A7 30| 0.742594| 1508.67| 0.0924043| 1494.07| 0.0925582 81
A8 32 0.79859| 1508.66 0.11265| 1494.19| 0.0921158 80
A9 36| 0.666602| 1508.63] 0.142598| 1494.47| 0.092062 80
Bl 40.75| 0.103324| 1508.61| 0.167071] 1494.8] 0.092713 80
B2 44.83| 0.137663] 1508.44| 0.184615| 1494.91| 0.0905812 80
B3 47.33] 0.557941) 1508.59| 0.191171] 1495.29| 0.0944785 79
B4 51.58] 0.491155| 1508.52] 0.201435| 1495.38| 0.0947849 80
B5 55| 0.444148| 1508.59| 0.204018 1495.75| 0.098046
B6 60| 0.444208| 1508.51| 0.214243] 1495.8| 0.0976184
B7 64.75 0.477401| 1508.48] 0.220703| 1495.92| 0.0980001
B8 70.67| 0.467842| 1508.47| 0.225304| 1496.16| 0.0993705
B9 7717 0.423184| 1508.48] 0.227623| 1496.49 0.10198
C1 86.5 0.442267| 1508.45 0.233328| 1496.73| 0.103494
C2 92.67| 0.420859| 1508.43] 0.235909| 1496.9| 0.104592
C3 97.42| 0.0718378| 1508.42| 0.237495| 1497.02 0.10533
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C4 109.5] 0.423067| 1508.4 0.239659| 1497.17| 0.106548
C5 115.42| 0.419163| 1508.37| 0.243291| 1497.34) 0.107608
C6 126.33] 0.378431| 1508.34 0.24471] 1497.53 0.10904
C7 136 0.395282| 1508.34| 0.246456| 1497.67| 0.109452
C8 155 0.398331| 1508.29] 0.249638| 1497.91 0.112634
C9 179.83] 0.361753| 1508.25| 0.252026| 1498.21) 0.115073
D1 202.5| 0.359331] 1508.19 0.25303| 1498.55| 0.121441
D2 326.25 0.377638| 1508.04| 0.271071| 1498.53| 0.123076
D3 328.25 0.386393] 1508.04 0.270165| 1498.58, 0.123532
D4 576.33| 0.352657| 1507.92 0.276875| 1499.07] 0.129909
D5 579| 0.0632274| 1507.99] 0.274927| 1499.22| 0.128569
D6 580 0.361031] 1507.97] 0.273771) 1499.25 0.129575
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APPENDIX C

THE FORTRAN PROGRAM “DIFF.FOR”
Program written with the help of Dr. Sukhtgl S. Dhingra

CCCCCCCCCCCCCCrrrreeeeeeceeeceeeceeeeccececceecececccecceccecc

C

DIFF.FOR C

CCCCCCCCCCCCCCrrrreeeeeeceeceeceeeeccececceeccecceccecececcecc

c

c

OO0 000

program to get D and Ainfinity for diffusion in polymers

Program for curve fitting using two parameter SIMPLEX optimization algorithm

program simplex

dimension C(5), E(5), P(5,5), R(5), X(5)
integer H

real K

initial values
N=2

K =0.20
N1=N+1

set initial guesses for D and Ainfinity

X(2) isthe diffusion coefficient D

X(2) isthe A(infinity) variable

X(2) and (X2) have to be in the same order of magnitude

the exponents of D and Ainfinity will be defined later in this program
X(1) = 145.5012
X(2) = 320.5925

Initialise Ssmplex
doj=1N

P(1)) = X()
end do
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doi=2N1
doj=1N
P(i.,j) = X()

end do

C  setthestep below
c takefirst 1.5, then 1.1, 1.01, and finally 1.001

P(i,i-1) = 1.001* X(i-1)

if (abs(X(i-1)).1t.(1.0E-12)) then
write(6,*) 'Reaching lower [imit'
P(i,i-1) = 0.00001

end if

end do

¢ FindPL,PH
11 L=1
H=1
doi=1N1
doj=1N
X() = F(i,j)
end do
c writg(6,%) 'Hi!"
E(i) = error(X)
if (E(i).It.E(L)) L=i
if (E(i).gt.E(H)) H=i
end do

¢ find PNH
71 NH=L
doi=1,N1
if ((E(i).ge.E(NH)).and.(i.ne.H)) then
NH=1
end if
end do

c caculate centroid

doj=1,N1
C(j) =-P(H,))
do i=1N1

C(j) = C@) + P(i,))
end do
C(j) = C(j)/N
end do
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c reflect
61 doj=1,N

R(j) = 1.9985 * C(j) - 0.9985 * P(h,j)

end do
c write(6,*) 'REFLECTING !
ER = error(R)

c reflect again

if (ER.It.E(L)) goto 41

if (ER.gt.E(H)) goto 51
21 doj=1,N

P(H.j) = R()

end do

E(H) =ER

if (ER.gt.E(NH)) go to 61

H=NH

goto 71

¢ Expand
41 L=H
doj=1N
X() = 1.95*R(j) - 0.95* C(j)
end do
c write(6,*) 'EXPANDING !
EX = error(X)
if (EX.It.ER) goto 81

doj=1N

P(L.J) =R()

end do

E(L) =ER
goto 91

81 doj=1N
P(L.j) = X()
end do
E(L) = EX

91 doj=1N

C write (3,*) P(L,j)
end do

c write(3*) E(L)
goto 71
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c contract
51 doj=1N

R(j) = 0.5015* C(j) + 0.4985 * P(H,))

end do
c write(6,*) 'CONTRACTING !

ER = error(R)

if (ER.It.E(L)) goto 41

if (ER.It.E(H)) goto 21
c scde

doi=1N1

doj=1N
P(.j) = P(i.j) + K* (P(L.j) - P(i.}))
end do

end do
c write(6,*) 'Scaed, P(1,1), P(1,2)

goto 11

end
C ROk b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b
C Subroutine for calculating the residual values
C ROk b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b
c Vaiables At,D
c  Ainf ----> Ainfinity
¢ IMAX ----> Max. number of data points
c NMAX ----> max. number (n) for the summation series
c

function error(X)
c settheNMAX
c takefirsst NMAX =500
¢ when you have agood approximation of D and Ainfinity, then take NMAX = 1000

parameter(IMAX=500,NMA X=500)

real pi, a b, dp, Ao

real terml, term2, term3num, term3den

real constl, const2

integer npts,n

dimension At(0:IMAX), time(0:IMAX), waste(0:IMAX)
dimension X(2)
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c setthe parameters

c abanddpaeinm
pi = 3.141592654
a=0.0005
b = 0.000003
dp = 1.2540932E-06
Ao =0.68329

¢ MAKE SURE YOUR DATA FILE ISNAMED "fort.99"
npts=0
doj =0,500
read(99,* ,end=101) time(j), waste(j), At(j)

(@]

change the origin for the time

time(j) = time(j) -40

npts=npts + 1
end do

101 continue
rewind(99)

Cc setthe exponents of X(1) and X(2)
¢c Disinm2s1

D = X(1)* 1.00E-15
Ainf = X(2) * 1.00E-03

Res=0.0
doi =0, npts-1
sum = 0.0
do n=1,NMAX
terml = (sin((n*pi*b)/a))/n
term2 = exp(-((n* pi)** 2)* ((D* time(i))/(a"* 2)))
term3num = 1 + (((-1)** (n+1))*exp(-(2* a)/dp))
term3den = 1 + (((n*pi*dp)/(2*a))**2)
sum = sum + (term1 * term2 * (term3num/term3den))
end do
sl =sum
constl = 1 - exp(-(2*b)/dp)
const2 = - (b/a) * (1 - exp(-(2*a)/dp))
sl = (2/pi)* (sum/(constl + const2))
s2 = 1-((At(i)-Ao)/(Ainf-A0))
Res= (sl - s2)**2 + Res
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end do
error = Res* 1.0E+5
write(6,*) X (1), X(2), error
write(96,*) D, Ainf, Res
write(6,*)

return
end

161



APPENDIX D

THE FORTRAN PROGRAM “CURVEFIT.FOR-
Program written with the help of Dr. Sukhtgl S. Dhingra

CCCCCCCCCCCCCCrrrreeeeeeceeeceeeceeeeccececceecececccecceccecc
C CURVEFIT.FOR C
CCCCCCCCCCCCCCrrrreeeceeceeeeeceeeeccececcececcecceccecececececc

C Program that calculates the value of the absorbance as a function of time
for the values of D and Ainfinity found by using the program “diff.for”

(@]

c  Ainf ----> Ainfinity
IMAX ----> Max. number of data points
NMAX ----> max. number (n) for the summation series

O 0

program curvefit

parameter (IMAX=500,NMAX=5000)

real pi, a b, dp, Ao

real terml, term2, term3num, term3den

real constl, const2

integer npts,n

dimension At(0:IMAX), time(0:IMAX), waste(0:IMAX)
dimension Atcal (0:IMAX)

c setthe parameters

c abanddpaeinm
pi = 3.141592654
a=0.0005
b = 0.000003
dp = 1.2540932E-06
Ao =0.68329

¢ MAKE SURE YOUR DATA FILE ISNAMED "fort.99"

npts=0
doj =0,500
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read(99,* ,end=101) time(j), waste(j), At(j)

change the origin for the time
time(j)=time(j)-40
npts=npts + 1
end do

c

101 continue

set the values of D and Ainfinity found by the program “diff.for”

Disinm2. s-1
D = 1.455012E-13
Ainf = 0.3205932

c
c

doi =0, npts-1

sum=0.0
do n=1,NMAX
terml = (sin((n*pi*b)/a))/n
term2 = exp(-((n*pi)** 2)* ((D*time(i))/(a* * 2)))

term3num = 1 + (((-1)** (n+1))*exp(-(2* a)/dp))
term3den = 1 + (((n*pi*dp)/(2*a))**2)
sum = sum + (term1 * term2 * (term3num/term3den))

end do
sl =sum
constl = 1 - exp(-(2*b)/dp)
const2 = - (b/a) * (1 - exp(-(2*a)/dp))

sl = (2/pi)* (sum/(constl + const2))
s2 = (1-s1) *(Ainf-Ao)
Atcal(i) =2+ Ao
write(95,%) time(i), At(i), Atcal(i)
end do
end

163



APPENDIX E

THE FORTRAN PROGRAM “CONC2.FOR”

CCCCCCCCCCCCCrrrrreeeeeeceeeeeeeeeeccececceecececccecceeccecc

C

CONC2.FOR C

CCCCCCCCCCCCCrrrrreeeeeeceeeeeeeeeecececceeccececccecceeccecc

c

c
c

c

program to get the concentration changes with time for the PVP at a given distance

IMAX ----> Max. number of data points
NMAX ----> max. number (n) for the summation series

program concentration
parameter(IMAX=500,NMAX=5000)
rea pi,a b,D,t,z C

real terml, term2, term3

integer n

set the parameters

pi = 3.141592654

aandbaeinm

a= 0.0007

b = 0.000003

D isthe average diffusion coefficient for the PVP
Disinm2s1

D = 1.45E-12

z isthe distance we want to look at
zisinm

z= 1.3569E-06

MAKE SURE YOUR DATA FILE ISNAMED "fort.99"

101 continue

c

tisthetimeins
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do t =400, 480, 10

c

(@]

the second time is the time at which the VE appears in the distance of interest
Cc=1
C isthe normalized concentration of the PVP
Cinthisprogramisin fact C(z,t)/Co

before the VE reaches the distance of interest, the normalized concentration isl
write(95,%) t,C

end do

as soon as the VE reaches the distance of interest, we use the expression derived for

Fick' s law
dot =480, 1200, 10
sum = 0.0
do n=1,NMAX
terml = (sin((n*pi*b)/a))/n
term2 = cos((n* pi*z)/a)
term3 = exp(-(n**2)* (pi* * 2)* D* (t-480)/(a** 2))
sum = sum + (terml1* term2 * term3)
end do
C=((b/a)+((2/pi)*sumy))
write(95,*) t,C
end do
end
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