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Chapter 1

Introduction

This chapter introduces the topics addressed by the Thesis presenting the basic principles

of Haptic interaction in Virtual Environments

1.1 Introduction

The exploration and interaction with the World comes through various human senses. Among

them vision and sound are predominant because of their range in frequency, spatial capabilities

and complexity. The sense of touch instead is a different perceptual channel that is local to the

human and in which the spatial component is mapped over the whole human body. This lo-

cality has been remarked by [100] calling touch a “reality sense” because touch is not externally

mediated as vision or sound. The role of touch and the external environment is studied by a

discipline named Haptics, also defined by Gibson [48] as the sensibility of the individual to the

world adjacent to his body by the use of his body.

The advancements of Medicine, Robotics and Computer Science have not only improved the

understanding of these perceptual channels but also reached a technological level that allows

the simulation of these senses. A Virtual Environment is a computer generated environment

in which a human being is able to interact and perceive as in a real environment, although

with various levels of realism. The human interaction with the Virtual Environment is provided

through Multimodal Interfaces, that are a general Human Computer Interface able to stimulate

the different perceptual channels. Haptic Interfaces are robotic systems that allow the simula-

tion of the sense of touch focusing on two main aspects of Haptic interaction: kinesthetic and

tactile. The perception of macroscopic forces over the human body is covered by kinesthetic

interaction while the perception of surface properties stimulated over the skin is represented

by tactile interaction. These two kinds of feedback have different perceptual and technological

characteristics, and this Thesis focuses on kinesthetic interaction.

The typical haptic interface is able to provide a single force feedback applied on a single

point of the human body, eventually associated with a torque. We measure the capabilities of
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such haptic interfaces by the number of active Degree of Freedoms (DOF). The simplest haptic

interface is a wheel that is able to exert force against the user, in this case we say that it is a

1-DOF interface. A planar haptic interface, like a pantograph is able to exert forces only along

the two horizontal axes of the plane, and it is a 2-DOF interface. A typical commercial haptic

interface has a stylus that is held in the user hand and it is able to exert the forces along the three

directions, it is a 3-DOF interface. Finally a more realistic interaction is provided by a 6-DOF

interface that is able to exert torques over the user, although at the cost of more complexity. We

characterize also the haptic interfaces from the number of contact points, that correspond to

the number of points that are able to exert forces to the user. With two contact points, although

of 3-DOF each, is possible to simulate the grasping and the manipulation of objects. In this

work we are interested in single point of contact interfaces with 3-DOF and 6-DOF. Figure 1.1

shows on the right one of the most used commercial Haptic Interfaces a PHANToM Premium

[92] by Sensable Inc a that allows one point 3-DOF interaction. On the left instead there is the

CyberGrasph by Immersioon [69], an example of 1-DOF five point of contact interface that can

be used to simulate the full hand grasping of objects.

(a) A Cybergrasp Glove (b) The PHANToM Omni

Figure 1.1: Two examples of commercial Haptic interfaces

The research on Haptics involves various disciplines from neurosciences to mechanics, and

among them Computer Haptics [136] is the one that covers research on software aspects. A

complete Haptic System requires software from the low level control of the Haptic Interface, to

the high level simulation of haptic interaction in the Virtual Environment. The range of aspects

of a Haptic System can be described using a stack representation that has similarities to the OSI

Network Stack, as shown in Figure 1.2.

The ideas and the understandings obtained during this research activity are presented in this

Thesis:

The set of algorithms and software that compute the force feedback given the user interac-

tion with the haptic interface is called Haptic Rendering (HR) [124], a name that is taken from

the world of Computer Graphics (in which rendering is the operation of presenting a visual rep-

resentation of a geometrical and mathematical world stored in a computer. Haptic Rendering

has some characteristics in common with the graphical rendering, but it is different not only

in the higher refresh rate required by humans for this perceptual channel, but also in the fact

that the final result is a force vector and a torque for each point of contact, an aspect that is

extremely different from the millions of points generated for a graphic display. If in the graph-

ical display is necessary to take into account the capabilities of the human vision channel, in

the case of Haptics more work is needed because the topic is younger and it has higher refresh
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Device Driver

Device Abstraction

Haptic Rendering

Dynamic Simulation

GUI and Effects

Application

Hardware

Data

Transport

Network

Session

Presentation

Application

Physical

Haptic Stack OSI Stack

Figure 1.2: The layered organization of a Haptic Systems can be described in a ways similar to
the OSI Stack used for the layering of Networked applications, moving from hardware related
features to the application level

requirements.

In the context of Haptic Systems the research activity on which this Thesis is based has fo-

cused on a multirate-perceptual approach aimed at the improvement of the haptic interaction

both in terms of realism and development tools. The vision is the possibility to create basic

building blocks for the creation of haptic enabled application that can be integrated by devel-

opers without dealing with detailed perceptual and implementation aspects. The haptic manip-

ulation of objects is addressed in the first part of the Thesis presenting two new algorithms for

grasping and 6-DOF manipulation. Such design has been followed by a benchmarking method-

ology that can be applied to 3-DOF algorithm and that could be extended to 6-DOF. Finally an

overall development framework for Haptic application is presented in the last chapter.

• Chapter 2 presents the first contribution to Haptic Rendering with a soft-finger proxy al-

gorithm that allows the grasping of objects in a virtual environment. The algorithm has

been evaluated with a two arm 3-DOF haptic interface and implemented using a multi-

rate application framework that allows the integration of haptic rendering and dynamic

simulation.

• The research toward the realism of Haptic Rendering has been continued by a work on

6-DOF rendering based on Volume Models presented in chapter 3. This work provides

a general tool for haptic interaction that can be efficiently formed with volumes models

obtained from polygonal representations or from medical imaging.

• The design and implementation of Haptic Rendering algorithms is always delicate be-

cause of both perceptual and performance related aspects. The chapter 4 focuses on a

Benchmarking framework that has been applied for the evaluation of 3-DOF algorithms.

• The overall vision relative to the Haptic pipeline is completed by a framework for the fast

development of Haptic applications. This framework, called HapticWeb, is described in

detail in chapter 5.

• Finally chapter 6 summarizes the vision and the research presented in this Thesis with

some considerations relative to the future.
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1.2 Haptic Systems

Haptic Interfaces find their origin in the development of telerobotic systems. A telerobotic sys-

tems is a kind of robotic system in which one side, the master, is manipulated by the user, and

the other, the slave, performs actions depending on the movements of the master, as originally

proposed by [51]. A key problem of teleoperated system is the difference in response and behav-

ior respect the direct manipulation of the slave tool, a problem that is addressed by designing

transparent systems. The first step toward Haptic Interfaces were the creation of a telerobotic

master based on cartesian control and enough flexible to be adapted to different kinds of slaves

[12]. When the slave is replaced by a computer generated simulation we obtain a Haptic Inter-

face, that allows a complete simulation of the slave behaviors.

The Figure 1.3 presents a simple taxonomy of Human Machine interaction based on a sim-

ple grammar of entities, as Human, Robot, Computer and Network. In this diagram the first

element is the standard case of a computer controlled robot, followed by the classic teleoper-

ated system, eventually extended from to Networked teleoperation. The evolution to Haptic

Interface comes by the replacement of the slave with a Virtual Environment.

Haptic Interfaces in Virtual Environments has been extensively used in many applications,

from cultural heritage, to medicine, to industrial design and chemstry. Most applications use a

Desktop Haptic Interfaces, like the PHANToM [92], but devices with higher performances and

flexibility has been used for specific applications and in immersive Virtual Environments [13,

40, 16].

A Haptic Interface is also a mean of communication when integrated in a Collaborative Vir-

tual Environment (CVE). The fifth case of Figure 1.3 shows a collaborative haptic environment

in which two or more user operate in the same Virtual Environment [113, 37].

This section presents Haptic System focusing on the various approaches to Haptic Render-

ing, first addressing the general concept of tool mediated interaction and 3-DOF rendering, then

presenting the 6-DOF rendering taking into account force generation, dynamic simulation and

stability.

1.2.1 Tool Mediated Interaction

The haptic interaction that the user experiences in a Virtual Environment is mostly tool medi-

ated, because of the limited number of contact points that are available. The user physically

interacts with the haptic interface and controls a Virtual Body that is present in the Virtual Envi-

ronment. In the case of a 3-DOF interface the feedback provided by the tool is limited to a single

force feedback, and it corresponds to the force applied to the tip of such tool. For this reason

the tools associated to 3-DOF applications are mostly stylus based.

The Haptic Rendering of such 3-DOF tools involves the computation of the force feedback

only on the point of the tip, eventually represented by a small sphere. The point used in 3-DOF

rendering is directly attached to the haptic interface and it is able to move in every space, and

when it get inside a virtual object a force is applied to simulate the contact surface. Such force

is computed using a simple geometrical algorithm that keeps track of a point always on the

surface called proxy and the force vector is directed along the distance between the proxy point

and the tip point inside the object, with a modulus that depends on the penetration depth and a
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(a) A robot

(b) A locally teleoperated system with a master
and slave

(c) A networked teleoperated system

(d) A haptic interface used inside a
Virtual Environment

(e) A multi user collaborative Virtual Environment with haptic interaction

Figure 1.3: A taxonomy of Human Robotic interaction using simple building blocks

proportional coefficient that is used to simulate the stiffness of the surface [147, 122]. Additional

force contributions can be added to better simulate the first contact of the tip with the surface,

and also to simulate haptic surface properties like friction and textures.

The above 3-DOF approach has been improved in literature by taking into account another

important aspect of touch, the contact event. In a real contact event the force feedback is not

proportional to the penetration depth, almost zero in the proxy approach, but the contact pro-

duces an impuslive force that depends on the material and the gripping of the user hand over

the probing device [82],[45].

1.2.2 6-DOF Haptic Rendering

The complexity of the interaction with 6-DOF Haptic Rendering is required when dealing with

tasks in which the torque feedback is fundamental for the completion of the task itself. For

example the case of manipulation of mechanical parts and the evaluation of the their assembly,

called Virtual Prototyping, is difficult to be achieved successfully using 3-DOF interfaces. The

6-DOF Haptic Rendering involves the full simulation of the tool’s body and dynamics for the



6 Introduction

correct computation of the resulting torque and force feedback. In 6-DOF Haptic Rendering the

single point of the 3-DOF is replaced by a complex geometry that depends on the application

and that is connected to the haptic point directly or by a damped 6-DOF spring. The simulation

in 6-DOF HR requires first the computation of the Collision Detection between the body and

the other objects in the Virtual Environment and then a Collision Response for transmitting to

the user the sensation of the collision. Many advanced Haptic applications and tasks can be

performed with 3-DOF feedback without involving the complexity of the 6-DOF interfaces and

algorithms.

The fundamental problem in 6-DOF haptics is represented by the real time response of the

collision computation between the probe and the bodies. When is not possible to perform all

the phases of the Haptic Rendering pipeline at the same haptic rate, it is necessary to adopt

a multirate approach in which different components are executed at different rates and their

execution is synchronized ([126]). An additional variant of this approach is the use of an inter-

mediate representation or local model, in which the high rate haptic rendering is computed on

a local representation of the body near the haptic contact point. [4],[35]. The structure of this

topic is presented in Figure 1.4.

cmcm

6DOF Haptics6DOF Haptics

Rigid Body
Simulation

Rigid Body
Simulation StabilityStability Force FeedbackForce Feedback

Constraint-basedConstraint-basedPenalty-basedPenalty-basedImpulsiveImpulsive

Direct RenderingDirect Rendering Virtual CouplingVirtual CouplingContact 
Resolution
Contact 

Resolution
Collsion

Propagation
Collsion

Propagation

SimultaneousSimultaneous

ChronologicalChronological

Figure 1.4: Structure of the 6-DOF Haptics topics

1.2.3 Direct rendering and Virtual Coupling

6-DOF haptic rendering algorithms can be organized in two main categories depending on the

way they relate the position of the haptic probe object with the position of the haptic interface

point. The first approach is the direct rendering in which the position of the haptic probe object

is matched with the position of the haptic interface point in the environment. In this way the

control of the probe is direct and without delays. The side effect of this approach is in large pen-

etration depth and instabilities caused by lower frame when the collision detection algorithm

slows down. ([77],[2],[75],[104]).

The other approach uses the concept of Virtual Coupling ([31]) in which the haptic rendering

computes a dynamic simulation of the haptic probe and the user controls the object by a bidi-

rectional spring that connects the haptic interface point and the probe object. (constrained:
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[15], [121],impulsive: [24],[33], penalty: [144] [89],[96]).This solution provides a much more sta-

ble response but it has the effect of producing a smoothing of the feedback. In some way the

Virtual Coupling used for 6-DOF haptic can be considered as a local model in which the inter-

mediate representation is a spherical force field.

The Virtual Coupling defines a coupling frame of reference with position xc and rotation

qc computed from the dynamic simulation and expressed in body coordinates. The coupling

frame is connected to the haptic device interaction point (xh, qh) by a viscoelastic link that af-

fects the interaction through a coupling force fc and torque τc. The Virtual Coupling is defined

by the four parameters of linear-rotational stiffness and damping, plus the mass of the grasped

object. The following is an example of formula that expresses the virtual copluing forces and

torques:

Fc = kc(xh − x−Rxc) + bc(vh − v − ω × xc) (1.1)

Tc = (Rxc)× Fc + kθuc + bθ(ωh − ω) (1.2)

Where kc, bc, bθ, kθ are the coefficients, and uc is the rotation axis between the two rotation

frames qh and qc.

1.2.4 Rigid body simulation

There are several methods for organizing the dynamic simulation used in the Virtual Coupling:

penatly-based, contraint-based and impulse based. These methods, typically used in rigid body

dynamic simulation, can be applied to haptic simulation depending on their integration time

requirements.

Penalty-based methods identify two contact states, non contact and contact and they re-

spond to the contact state with a force that is proprotional to the penetration depth and the

stiffness of the materials. They are suitable for haptics because they are efficient but limits

in the integration step impact on the damping and in the perceived stiffness of the bodies

[2],[32],[101],[96], ([144] [89] [94]). An interesting approach described in [61] uses the volumet-

ric penetration instead of the depth for handling the case of face-face contacts. For non haptic

works on the topic see [93],[76],[138].

Constraint-based methods identify three contact states: non contact, collision contact and

resting contact. The integration is performed between non colliding contact events, and the

resting contacts are described as constraints. When a collision event occurs the integrator is

reset to the contact time and impulse forces are applied to prevent the penetration. For the ap-

plication of these methods to haptic interaction the problem of variable integration time needs

to be addressed and also the the constraints used in the simulation are replaced by a penalty-

based approach at the level of the haptic controller [148],([122],[120],[121]),[15]. In the general

case of dynamic simulation constraint methods are grouped in the analytical methods [6],[8].

Finally impulse-based methods identify two contact states: non contact and colliding con-

tact. These methods respond to colliding contacts with a force impulse and to resting contacts

with a sequence of micro impulses [98]. When applied to haptics this approach has problems

in dealing with resting contacts and dry friction [24],[33].
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In general the main problem is the response to the first contact that should generate a large

force response to simulate the contact impact. This problem has been expliclity addressed by

the use of braking forces [123],[144], or by an open loop response as in the case of event based

haptics [67],[82],[45]. A general solution proposed by [34] is to use a hybrid approach of force

pulses at the initial contact and then to use a penalty based response for the resting contact.

Another aspect of the simulation of rigid bodies is the handling of the contact area. Most

of the algorithms deal with point contacts but they need to take use some special handling for

face-face collisions. For implicit curves [133], volumetric penalty depth [61], point sampling

[138].

1.2.5 Stability

The stability of haptic interaction is a fundamental aspect because it affects the quality of the

feedback. Research has focused on virtual stiff walls that are the basic building blocks of haptic

interaction. The first requirement that came out for providing such stiff walls was a high update

rate but it is not sufficient for providing stability. When considering the overall system of the

Human, the Haptic Interface, the Haptic Control Loop , the Haptic Rendering algorithm and

the Virtual Environment the simple haptic rate factor is not more adeguate for the guarantee of

the stability.

The relationship between the different system components can be evaluated in terms of

energy transfer and the resulting analysis provides a better insight about the stability. Energy

based approaches have identified the passivity of the system as a sufficient requirement for the

stability as long as the user is considered a passive entity [30],[50],[71],[64],[90]. In reality the

user is not a passive entity and also there are non idealities caused by the hardware components

that tend to introduce energy in the system.

The evaluation of the stability of a haptic system is typically measured through user experi-

ments. In this case is better to refer to it as user perceived instability. Various works by Choi and

Tan [28], [27],[26] measured perceived instability caused by the haptic rate and the use of haptic

textures.

When considering 6-DOF haptic rendering the energetic requirement for a stable interac-

tion is to not introduce new energy during the collision response, a concept that has recently

addressed by [34].



Chapter 2

A Friction Model for Grasping

This chapter discusses about a friction model and a new soft finger proxy algorithm that

allows to provide a realistic grasping interaction with virtual objects using a two arm 3-DOF

device.

2.1 Introduction

One of the key features of human fingertips is to be able to resist moments, up to a torsional

friction limit, about contact normals. This simple, and yet essential feature, allows humans to

fully restrain objects using two fingertips, something that would be impossible to do using the

tip of two tools. As new haptic devices allowing interaction through multiple points of con-

tact are being created [140, 69, 5, 9], it is essential to be able to simulate this type of contact in

order to support tasks such as virtual grasping. Haptic rendering algorithms simulating point-

contact, such as the proxy [122] and the god-object [147], have been popular for a decade thanks

to their computational efficiency, but fail to model the rotational friction capabilities of the hu-

man fingertip. More complex haptic rendering algorithms [144] may allow users to simulate

virtual manipulation tasks but are more computationally expensive. Additionally neither class

of algorithms have been tuned to specifically simulate human fingertips. An exception to this is

the recent [25] that uses a set of spheres to better simulate the friction based interaction of the

finger with virtual objects, and also [39].

This chapter presents first a general overview on the fingertip properties for the grasping,

the possible mathematical models and it shows a new soft finger proxy algorithm that allows

to simulate the grasping of virtual objects using a two arm 3-DOF device. Suche algorithm has

been evaluated with users first simulating only the sliding of the object and then both the sliding

and the rotation of the object defining a coupling between the two constraints.

The following are the conventions adopted in the rest of the chapter:
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2.1.1 Nomenclature

a Radius of the contact area on the fingerpad

p(r) Pressure distribution law over the contact area

P Total normal force applied over the contact area

M Friction moment induced by normal force P

δ Distance between point of application of P and center of contact area

r Distance between generic point and center of the contact area

q Tangential traction forces over the contact area

Ffr Maximum component of tangential traction force due to static friction

rm Equivalent radius arm of the tangential friction distribution

µ Static and dynamic linear friction coefficient

µr Rotational friction coefficient

Γ(P ) Analytical relationship between M and P

D Length of the rectangular shaped object

L Arm of the momentum applied by the center of mass respect the rotation axis

2.1.2 Basic assumptions

Some basic assumptions, typically adopted by existing literature on human fingerpad mod-

elling, are maintained in this work. The fingerpad is modelled as a sphere, the contact area is as-

sumed to be a circle of radius a, and the pressure distribution is assumed to be axial-symmetric.

Under the effect of contact force P , a distribution of pressure p(r) is generated over the con-

tact area, such that:

P =
∫ a

0

p(r)2πrdr (2.1)

Under static conditions, friction forces depend on the friction coefficient µ. In such case p

produces on a infinitesimal area dA a tangential traction q such that:

|q| ≤ µp dA = Ffr (2.2)

The local values of Ffr determine the conditions for which slip between the two bodies in

contact can occur, and generate a friction moment M given by:

M =
∫ a

0

µp(r)2πr2dr = Prm(a) (2.3)

with

rm(a) =

∫ a

0
µp(r)r2dr∫ a

0
p(r)rdr

(2.4)

Equations (2.1) and (2.3) are assumed to hold independently of the mathematical model

adopted for the fingerpad.
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constitutive pressure
model strain stress distribution

MH/CH half-space infinitesimal 3D elliptic
linear

LFM generic
shell finite 2D uniform

VS Kelvin
model finite 1D quadratic

Table 2.1: Differences among 4 investigated models

2.1.3 In-vivo Fingertip Models

The characterization of human fingertips properties has been widely addressed in the past two

decades by the bio-mechanics and neuroscience communities. However, model simulating the

force-indentation and force-contact area behavior of the human fingertip have received most

of the attention [134, 59, 135, 130, 129, 111, 110].

The study of frictional properties of human fingertips was addressed by the Neuroscience

community in order to evaluate what are the minimal forces applied by humans in order to sta-

bly grasp objects [145, 84] and to resist tangential torques, i.e. to restrain objects from rotating

using rotational friction [79, 52]. The main results of such researches is that in both cases the

normal force that is applied by subject in order to resist tangential force and torques is always

the minimal amount that ensures avoiding slippage. Moreover the ratio between normal force

and tangential torque, and normal force and tangential forces is always linear.

Four possible different analytical models that simulate the normal force-frictional torque be-

havior of the human fingerpad are presented in the following. All four are based on pre-existing

models of normal force-displacement and normal force-contact area presented in the past in

the bio-mechanics and robotics community. The initial models were selected, amongst many,

because of their analytical formulation, which makes them feasible for real-time applications,

and because of their mostly static nature.

The first two models (Classic Hertz - CH, Modified Hertz - MH) are based on Hertzian the-

ory (see [18] for CH and [111, 110] for MH). The third model (Viscous Sphere - VS), which was

originally used to describe the behavior of plantar soft tissue, is based on a viscous sphere rep-

resentation (see [60]) which can be seen as an extension of the “waterbed” model proposed by

Srinivasan in [134]. The fourth model (Liquid Filled Membrane - LFM) describes the fingerpad

as a fluid filled membrane (see [129]).

The proposed models’ capability to closely simulate the human fingertip normal displace-

ment, contact area and rotational friction behavior in relationship to a given normal force P ,

has been evaluated in [10] using an experimental data set.

Here we report the results from the analysis of the above models using the experimental data.

The four models feature different constitutive equation and thus different rotational friction

properties. Table 2.1 summarizes the main differences among them.

The relationship between normal force and normal displacement has been modelled through
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an exponential formulation according to the experimental results found by Howe et al. [111]:

P = T e(δ) =
b

m
(em(δ−δ0) − 1) (2.5)

where δ0 = 0 mm, b = 0.19 N/mm m = 2.1 mm−1.

In the non-linear range(0-2 N), characteristic of the fingerpad indentation, an equivalent

power formulation of (2.5) representing the best least squares fit is found as follows:

P (δ) = p1δ
p2 p1 = 0.5118

N
mmp2

, p2 = 3.4897 (2.6)

CH - Classic Hertzian model

For the CH model of a fingerpad, which was determined by Brock et al. in [18], contact with

a given surface is approximated as one between two elastic solids, and thus can be described

using Hertzian theory [63].

The geometric constrain equation for the CH model is given by:

a2 = Rδ (2.7)

The resultant distribution of pressure over the contact area has an elliptical shape described by

p = p0[1− (
r

a
)2]1/2 (2.8)

By using (2.1) and (2.3) the expressions for the law Expr2 are found as:

P =
∫ a

0

p(r)2πrdr =
2
3
poπa2 (2.9)

M =
∫ a

0

µp(r)2πr2dr =
1
8
µp0a

3π2 (2.10)

and thus
M

P
=

3π

16
µa(P ) (2.11)

By inspecting (2.11), it is clear that the relationship between P and M only depends on a(P ),

that according to the classic Hertz theory is given by:

a =
(

3PR

4E∗

)1/3

(2.12)

Thus, by substituting expression (2.12) in (2.11), the law Γ = M(P ) for the Classic Hertz (CH)

model is obtained:

M =
3π

16
µ

(
3R

4E∗

)1/3

P 4/3 = µ′
mP 1.3333 (2.13)

MH - Modified Hertzian model

Howe et al. [111] proposed a modification of the classic Hertz model to fit the experimental

indentation displacement vs. force Γ (2.11). To do so, two corrective terms, the experimental

instantaneous response Te and the relaxation response, were introduced. For our purposes, if
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relaxation effects are neglected, we can modify expression (2.8) of p to only include Te, and thus

obtain:

p′(r) = p(r)T e(δ) (2.14)

It can be shown that under this hypothesis the expression of the ratio M/P remains equal to

(2.11).

From (2.7) and (2.6), it then follows that

P (a) =
p1

R3.4897
a6.9795 (2.15)

and thus combining (2.15) and (2.11), the Modified Hertz (MH) model law is obtained as

M = µ′
mP 1.1433 (2.16)

VS - Viscous sphere model

The formulation of the hertzian model given in equation (2.7) is valid only for infinitesimal de-

formations. When finite deformations are taken into account, i.e. when the entity of displace-

ment due to the contact deformation is not negligible with respect to the nominal dimension of

the fingerpad, this assumption is no longer valid. In order to take into account finite deforma-

tions, in the following we propose a model inspired by ideas presented in [134] and [60].

Figure 2.1: Contact of a viscoelastic sphere over a plane

Referring to Figure 2.1, we will assume that, during the contact with a plane, points lying on

the fingerpad surface will be displaced of a quantity equal to their distance from the plane in

the un-deformed configuration. The geometric constrain equation for this model becomes so:

(R− δ)2 + a2 = R2 (2.17)

The displacement z(r) is given by the following expression:

z(r) =
√

R2 − r2 −
√

R2 − a2 =
√

R2 − r2 −R + δ (2.18)

We will assume that the contact pressure is modelled as a set of springs normal to the contact

area, i.e. by p(r) = kz(r), with k = k′δn. The associated contact force and the friction moment

are given by:

P =
∫ a

0

p(r)2πrdr =
1
3
πkδ2(3R− δ) (2.19)
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M =
∫ a

0

µp(r)2πr2dr = µπk[(R− δ)a(R2/4− 2/3a2)

− a/2(R2 − a2)3/2 + R4/4φ)] (2.20)

The values of k′ and n, which are unknown, have been determined as the ones which pro-

vides the best least squares fit of (2.19) with the experimental law (2.5) P (δ). The power formu-

lation that gives best least squares fit of the law M(P ) in the non-linear range (0-2 N) can be

derived for the VS model and is given by:

M = µ′
mP 1.1289 (2.21)

LFM - Liquid filled membrane

Serina et al. [129] adopted a structural model for fingertip pulp based on the theory of elastic

membranes [54]. While this model allows the representation of large strain deformations, it

has the limitation of assuming a uniform distribution of pressure. Note that the LFM is used to

model both a(P ) and P (δ) laws [129]. In this case P and M are given by

P =
∫ a

0

p2πrdr = πp0a
2 (2.22)

M =
∫ a

0

µp(r)2πr2dr =
2
3
µπp0a

3 (2.23)

and thus
M

P
=

2
3
µa(P ) (2.24)

2.1.4 Haptic Rendering Algorithms

Three types of point contacts have traditionally been considered by the grasping community

[125, 105]. A point contact without friction can only exert a 1-system of wrenches1 on an ob-

ject (a force along the contact normal). A point contact with friction can exert a 3-system of

wrenches on an object (three independent forces through the point of contact). A soft finger

contact behaves like a point contact with friction, except that its contact area is large enough

that it can support moments (up to a torsional friction limit) about the contact normal.

Haptic simulation of grasping lacks in realism if users cannot completely restrain virtual ob-

jects while manipulating them as normally happens in real life. Thus creating an interface that

is capable of simulating form closure 2 is a key issue. As proposed in [9] the coupling of two soft-

finger contacts is the minimal configuration3 that ensures form closure. Thus in what follows

we will propose a soft-finger proxy algorithm.

It is important to note that friction models to be used in haptic simulation have been pro-

posed in the past by various research groups (see [147, 122, 42, 103] amongst others).

1We use the terms wrench and twist to signify generalized forces and motions, respectively.
2Which can be defined as the capacity of a certain grasp to completely restrain an object against any disturbance

wrench
3From a number of actuators/sensors perspective
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2.2 Sliding Grasping Model

The haptic rendering algorithm is enhanced with a linear friction model that provides addi-

tional touch realism and is fundamental for the grasping model. The standard proxy algorithm

is modified with the linear friction algorithm using the friction cone model [95]: the movement

of the proxy toward of the goal is prevented by the friction itself, and perceived by the user as

a tangential force. The algorithm works by building a friction cone with the top at the haptic

contact point, the base centered at the god point and an aperture depending on the friction co-

efficient. If the last proxy position is inside the cone the proxy should not be moved and the user

perceive a tangential force opposite to the moving direction, otherwise the proxy is positioned

on the border of the cone. The evaluation of the position of the proxy respect to the friction

cone is equivalent to decomposing the contact force in the normal and tangential components

and evaluating if the tangential is greater than the normal force multiplied by the static friction

coefficient. The advantage of this algorithm respect to other is only position based and it does

not use a velocity estimation for the evaluation of the friction force.

2.2.1 The Friction Cone Algorithm

The static friction is extended with the dynamic friction by using a proxy algorithm with two

states, slip and not slip. During the not slip state the proxy is not moved if inside the static

friction cone otherwise the state is changed to slip and the proxy moved to the border of the

dynamic friction cone; when in slip mode the state is changed to not slip if the proxy is inside

the dynamic cone otherwise the state is kept and the proxy moved to the border of the dynamic

friction. The Figure 2.2 shows the two friction cones and the transition diagram.

Figure 2.2: The linear friction cones

The grasping of objects in this system is based on the friction and on the dynamic simulation

of the objects. The grasping force exerted by the user over the object produces a friction tan-

gential force for each of the contact points that allows to raise and manipulate the object. This

model is well integrated in the dynamic simulator because when the object becomes in contact

to other objects the user receives a force feedback as a change of depth caused by the movement

of the object. The Figure 2.3 shows a simple example of object grasping in this system, with the

display of the two contact points and the contact forces shown as the yellow vectors.

In the design phase of the grasping there are some parameters that are correlated and should

be correctly evaluated for allowing a precise grasp of the object for the application, they are the

static friction coefficient, the mass of the object and the stiffness of the object itself. In the

evaluation part the effect of these different parameters are analyzed on a group of subjects.
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Figure 2.3: Example of object grasping

2.2.2 Evaluation of grasping load and slip force in pick and place

In order to assess the efficiency of the device and the rendering for pick and place operations,

a specific evaluation was performed to compare the available data on human grasping of real

objects [47, 73] with the virtual case. The influence of weight on static grip has been experimen-

tally studied by [47], where safety margins for grasping for prevention of slipping are analyzed.

The safety margin is defined as the difference between the grip force and the slip force, that is

the minimum grip force required for preventing slipping.

Subjects and general procedures

Three healthy right-handed men, aged between 27 and 35 yrs, served as subjects for the study.

The subjects sat on a height-adjustable chair. In this position the subject might held with his

right hand the two thimbles connected to the haptic interfaces, and respectively wear them on

the thumb and right index of his hand. A wide visualization screen was placed in front of the

screen and a desktop, where during the experiment the subject was invited to place its elbow. A

sequence of 27 objects was presented twice to each subject, for a total of 54 runs performed by

each subject. All the objects in the randomized sequence were cubes with the same geometry,

with pseudorandom changes in the weight m (0.1,0.2,0.4 Kg), in the friction coefficient, both

static µs (0.4, 0.8, 1.2) and dynamic µd (0.3, 0.6, 1.1), and in the stiffness k(0.5,1, 2 N/mm). In

each randomized sequence all the possible combinations of weight, friction and stiffness, with-

out repetition, were presented to the subject. The values of µd were univocally associated to

µs. The experiments were conducted with one grasping only condition, with the object hold

between index and thumb tip of the same hand. Values for friction coefficients were assumed

by [79] where experimental values of linear friction are reported between index tip and different

materials, equal respectively to 0.42, 0.61 and 1.67 for rayon, suede and sandpaper.

Methods

The experiment consisted of a series of test runs. At the start of the experiment, one object with

the shape of a cube was visualized at the center of scene.
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Each subject was asked to grasp the object by index and thumb fingers, and to get acquainted

with the weight of the object, by lifting it up and letting it falling down by continuously decreas-

ing the gripping force.

After the necessary time to get acquainted with the object, the subject was asked to hold

the object stationery in the air for 10 seconds with the minimum grasp force that he considered

necessary, with the elbow leaning on the plane. When the subject was holding the object in the

fixed position, both grasp Fn and friction Ft forces (respectively normal and tangential to the

object surface) and positions of finger tips, object and proxies were recorded for each contact

point. Statistical analysis was performed in SPSS 13.0.

Results

A significant correlation was found between the values of the gripping force Fn and stiffness,

weight and friction values, as shown in table 2.2. The value of grip force Fn was found to be

significantly positively correlated with mass and stiffness, while negatively with friction value.

Table 2.2 reports the correlation coefficients obtained with a Spearmann non parametric test

and significance level p < 0.001.

Table 2.2: Correlation table ( ∗∗p < 0.001).

Correlation measure
Grip force Fg

Friction µs −0.346∗∗

Mass m 0.391∗∗

Stiffness 0.333∗∗

Figure 2.4 presents several bar plots comparing the grasping force Fg in different conditions

according to change in friction (top-bottom) and mass(left-right). Different colors are used for

clustered bars representing the effect of stiffness in each test run.

In Figure 2.5 it is shown the change of grip force Fg vs. weight, with superimposed the error

bars with confidence interval of 95%, for 9 different conditions given by different combination

of friction (bottom-top) and stiffness (left-right).

Discussion

From the analysis of the results, it can be seen as greater gripper forces are required for holding

heavier weights and stiffer objects, while lower gripper forces are required for higher friction

values. This confirms the empirical laws that have been already found in the case of manipula-

tion of real objects with bare fingers. In [47] it was found that the relative safety margin, defined

as the safety margin in percent of the grip force was about constant during lifting with increase

of weights, was almost constant with change of weight. The calculation of the safety margin in

the case of virtual manipulation allows to make an interesting comparison. As it is shown in the

logarithmical plot in Figure 2.6 in the case of virtual manipulation, the safety margin tends to

be reduced with increasing weight of the lifted mass.
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Figure 2.4: Mean grip force as a function of stiffness, friction and mass values

This was due to the larger dispersion of grip forces observed for lower mass values. In fact,

due to the absence of local sensation of slip, it was more difficult to discriminate the weight

of lighter objects. Moreover lighter object required a smaller resolution in the control of force

(∆F ), that is limited by the position resolution of the device ∆X, according to the law ∆F =
k∆X, where k is the simulated contact stiffness. This is confirmed by the finding that better

safety margins are obtained for lower values of the stiffness, as it is evident from the plot of

Figure 2.7, where grip forces are plot vs. slip forces. While the minimum required grip force

is represented by the diagonal line, experimental data can be divided according to the value of

contact stiffness during the simulation.

2.3 Soft Finger Contact Model

In the following we will present two algorithms that can be used to simulate the haptic inter-

action between a set of human fingertips and a virtual object. The first algorithm proposed

is simpler to understand and can be easily added on top of pre-existing state of the art haptic

rendering algorithms supporting point-contact interaction. The second algorithm is based on

more complex mathematical foundations, making it more difficult and harder to implement on

top of pre-existing algorithms, but is capable of simulating the interaction between linear and

rotational friction effects of the human fingertips in a more realistic way. It is important to note

that both algorithms are independent of the type of model chosen to simulate rotational friction

between a human fingertip and an object. For a review of possible models see [10].
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Figure 2.5: Mean grip force and as a function of stiffness, friction and mass values

2.3.1 The proxy algorithm with uncoupled friction

A 4 DOF god-object can be used to simulate a soft finger contact. Three of such degrees of

freedom describe the position that the point of contact would ideally have when touching a

virtual object, as for the standard god-object algorithm with linear friction [9]. A fourth variable

is added to describe the relative angular motion between the two soft finger avatars and a virtual

object. It is important to note that the two parts of the algorithm are disconnected, i.e. they do

not influence each other in any way.

When a soft finger avatar comes into contact with a virtual object αp is set to the current

value of the angle describing the rotation of the soft finger avatar α0. The position of the haptic

interface is described by the position of the HI point xh. The following steps are then performed

until contact is not broken.

At a generic k-th time sample:

a: Computation of goal position. The new goal position for the god-object is computed as xg =
xs, where xs is the surface point which minimizes the distance between the HI point xh

and the contact surface. The new angular position of the userŠs fingers is calculated as

αg = αs − α0, where αs is the angular rotation measured by the haptic device.

xg and αg are assumed as the new goal values respectively for xp and α.

We assume the following definitions:
r = ‖xg(k)− xp(k − 1)‖

ρ = |αg(k)− αp(k − 1)|

d = ‖xg(k)− xh(k)‖

(2.25)
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Figure 2.6: Relative safety margin during grasping vs. manipulated mass for different condition

b: Analysis of the friction condition. In static conditions the new position of the god-object

can be expressed as: xp(k) = xp(k − 1) if |Ft(k)|
µs|P (k)| = r

µsd < 1

αp(k) = αp(k − 1) if |M(k)|
Γ(P (k)) = krρ

Γ(P (k)) < 1
(2.26)

where |P | = kld is the force directed along the contact normal and Γ(P ) depends on the

model chosen for the rotational friction and kl and kr are the haptic servo-loop gains,

equivalent to a linear and rotational stiffness, used for calculating the elastic penetration

force and torque.

If a linear approximation is used for the function Γ(P (k)) = µrP (k), then the second con-

dition can be rewritten as:

krρ

klµrd
< 1 (2.27)

Otherwise, conditions of dynamic friction should be applied and the god-object, sliding

over the surface, is moved on the boundary of the dynamic friction cone:

xp(k) = xg(k) + r′

αp(k) = αg(k) + ρ′
(2.28)

with

r′ = xp(k−1)−xg(k)
r µdd(k)

ρ′ = αp(k−1)−αg(k)
ρ

Γ(P (k))
kr

(2.29)

In case of a linear approximation for the Γ function, the equivalent condition is reduced

to:
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Figure 2.7: Grip vs. slip force, showing the relative safety margin during grasping of virtual ob-
jects

Figure 2.8: Soft Finger Proxy for the grasping of virtual objects

ρ′(k) =
αp(k − 1)− αg(k)

ρ

kl

kr
µrd(k) (2.30)

c: Computation of friction force and torque. A new torque M(k) = kr(αp(k) − αg(k)) and a

new force F(k) = kl(xp(k) − xg(k)) are computed using the new value of αp and xp .

Torque −M(k)vn and force −F(k) are applied to the virtual object (where vn represents a

unit vector with direction along the contact normal). A force F(k) and a torque M(k)vn

are also applied to the user (if the device used is capable of actuating such wrench).

d: Computation of the new position of the object. New velocity (v,ω) and position (x,θ) is com-

puted for the virtual object. Angle αc representing how much the object has rotated about

axis vn is computed as

αc = |ω · vn|∆T (2.31)
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Figure 2.9: The classical friction cone for simulation of linear friction

where ∆T is the servo-loop sampling time.

e: Update of god-object position. The current value of αp and xp are corrected to take into ac-

count the displacement of the virtual object:xp = xp + xc

αp = αp + αc

(2.32)

and then repeat from step a.

The dynamic behavior of this algorithm can be analyzed observing the plane described by

the two axis, r and ρ where r is the absolute distance proxy-god while ρ is the absolute distance

between the rotational proxy and the roational god. For every penetration depth d we identify

two point over each axis corresponding to the two radii of the friction cones, where the linear

is µd and the rotational si µrd. The static friction condition for each component is identified

by a value less than such radius, while in the case of dynamic friction a point above the limit

is moved toward the radius. When considering now the two dimensional coordinates (r, ρ) the

algorithm keeps the point in its position if it is inside the rectangle, while it moves the point to

the nearest point on the rectangle if it is outside. Such behavior is shown in Figure 2.10.

Eventually we can normalize such graph respect the penetration depth for better under-

standing the dynamic behavior during the sliding of the contact points. If the object is sliding

the proxy moves horizontally from an external position to r = 1 and eventually inside if it enters

the static mode. Correspondly during the rotation the movement is vertical to ρ = 1. Finally in

the case of both sliding and rotation the point lies on (1, 1).

2.3.2 Analysis of the grasping conditions

If we take the simplified case of an object with a box shape held between the finger we can

identify a series of curves for the sliding of the object depending on the applied pressure P and
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µd r

ρ
klµrdkr

Figure 2.10: The plane r, ρ under the not coupled algorithm

the length L of the torque applied by the weight force over the rotation axis passing by the two

contact points.

The condition for the non sliding state is:

µP ≥ mg (2.33)

While for the rotational component given that the istantaneous rotation axis has a distance

L from the center of mass:

M ≥ mgL (2.34)

From the previous articles we know the relation between M and the pression P:

M/P = 3/16πµa(P ) = krµa (2.35)

Alternatively:

M/P =
1
2
µa (2.36)

In the first case we define kr = 3/16π = 0.5890 while in the second is kr = 0.5. We define µr

as:

µr = krµa (2.37)

With the chosen µ we have µr = 0.0787m. From the research by Johansonn the experimental

value of the µr for the fingerpad is µr = 0.01011m.

The relation above becomes:

krµaP ≥ mgL (2.38)

P ≥ mg
L

µr
(2.39)
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Finally:

P ≥ mgL

µr
(2.40)

P ≥ mg

µ
(2.41)

When the two condition for sliding are threated separately for a pressure P that goes from

infinity to zero we have two different behaviors depending on the length L. The object starts to

slide if L is less than the L0 on which the two conditions are equal, instead for L is greater than

L0 the object first starts to rotate then to slide and rotate.

mgL0

µkra
=

mg

µ
(2.42)

Using the theorical values we obtain L0 = 4.8cm that independent from the friction coeffi-

cient.

When the rotational friction is expressed explicitly by µr in this case the above equation

should be changed:

mgL0

µr
=

mg

µ
(2.43)

L0 =
µr

µ
(2.44)

From the above and the experimental values we obtain that L0 = 6mm, a value that makes

almost impossible to slide an object before rotating it.

The figure Figure 2.11 show the above two conditions for the linear and rotational sliding,

when taking the experimental parameters.
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Figure 2.11: Condition between sliding and rotational. With the experimental mr and ms

The above sliding condition can placed now in the plane r, ρ for understanding the limits of

the proxy positions r, ρ, as shown in Figure 2.12 assuming that Γ(P ) = µrP :
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klr ≥ mg/2 (2.45)

krρ ≥ mgL/2 (2.46)

Given the above conditions in the plane r, ρ it is easy to understand that there is a limit in the

arm length L at which the rotational friction is not more able to prevent the rotation:

Lmax =
2klµr

mg
d (2.47)

µd r

ρ
klµrdkr

mgL
2kr

mg
2kl

Figure 2.12: Plane r,ρ with the sliding and rotation conditions

2.3.3 Coupled Soft Finger Proxy Algorithm

Given the elements exposed above it is now possible to formulate a god-object algorithm that

combines linear and rotational friction effects. At a generic k-th time sample, step b of previous

algorithm is changed to b’ as follows:

b’: Analysis of the friction condition. Compute ε = x2 + y2 by:{
x = r

µd

y = krρ
Γ(P (k)) = krρ

µrkld

(2.48)

When the god-object is inside the equivalent friction cone, the position of god-object is
not changed and so: (

xp(k) = xp(k − 1) if ε ≤ 1

αp(k) = αp(k − 1) if ε ≤ 1
(2.49)

If ε > 1, the god-object is sliding and the point [r, ρ] is moved to [r′, ρ′] on the the boundary

of the corresponding p−curve, as it is shown in Figure 2.13. So we have:xp(k) = xg(k) + r′

r (xp(k− 1)− xg(k))

αp(k) = αg(k) + ρ′

ρ (αp(k − 1)− αg(k))
(2.50)
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Figure 2.13: The interpretation of the mixed rotational-linear friction adaptive cone

The main question is now if there is any difference between the coupled and not coupled

algorithms, and also if there is any benefit from introducing the coupled algorithm. By looking

at the sliding conditions in Figure 2.14 it is possible to understand that the coupled algorithm

allows to have an object that both slides and rotates around the fingers of the user. Actually the

effectiveness of such algorithm depends on the crossing point L0, because with small values of

L0 the two curves are similar with the effect of reducing the difference in behavior.
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Figure 2.14: Condition between sliding and rotational. With the therical mr and ms

The rectangular condition in the plane r, ρ shown in Figure 2.15 is now changed into an area

shaped as an ellipse. When the point r, ρ is outside the ellipse the proxy is placed on the nearest

point. The Figure 2.15 shows the two conition regions and the behavior in the case of dynamic

friction. First we need to observe that the condition for the static friction is different and the

coupled algorithm triggers the dynamic friction earlier. Second during the dynamic friction

status we have the contribution of both sliding and rotation.
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If we use the friction coefficientd 1.67, 0.01011 on this plane and measure r in meters we

obtain an ellipse that is extremely stretched, that means that for small values of r the behavior

of the algorithm is similar to the uncoupled independently by the rotation ρ.

µd r

ρ
klµrdkr

Figure 2.15: The plane r, ρ under the coupled algorithm

The conditions for sliding and rotation expressed in the plane r, ρ now introduce two possi-

ble behaviors depending on the parameters. In Figure 2.16 the left case shows that it is impos-

sible to have a static behavior because every point on the curve is outside one of the two limits.

The right case, instead, shows the region in blue in which the behavior is completely static. The

second behavior is guaranteed if the limit point mg
2kl

, mgL
2kr

is inside the ellipse.

µd r

ρ
klµrdkrmgL2kr

mg2kl µd r

ρ
klµrdkrmgL2kr

mg2kl
Figure 2.16: The coupled region with the condition that prevents static behavior on the left, and
the static region on the right

Figure 2.17 shows the plane r, ρ during a simulation of the grasping with the coupled algo-

rithm. First the obejct rotates and then it slides. Using the not coupled algorithm the same

simulation does not allow to rotate the obejct.

2.3.4 Experimental validation and applications

The algorithm proposed above has been used in conjunction with a GRAB haptic device [5]

allowing two-points interaction with virtual object (see Figure 2.18). The current design of the

device does not allow to recreate contact torques on the users’ fingertips. In this scenario the

soft-finger algorithm is used solely to compute the effect of the user on the virtual environment.

Work is currently being carried out in order to add rotational feedback on the user’s fingertips.

The application consisted in the manipulation of a rectangular block, with its center of mass
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Figure 2.17: Rotation and Slide using Coupled

Figure 2.18: Manipulating virtual objects using two fingers per hand

not coincident with the gripping point GP, so that the gravity force exerted a moment with re-

spect to GP. The movements of the block were constrained to the vertical plane, so that only

displacements and rotations in this plane were allowed.

The subject was asked to grasp the block on the two opposite planar faces with his two fin-

gers of the same hand, and then to slowly release the pressure between the fingers until the

object started sliding. The starting position of the block was horizontal. The subject was in-

structed to modulate the gripping force in order to achieve a rotation of the object between the

fingers, with no or limited sliding. He was allowed to regrip to get out of the sliding state and

back into a holding state, when he was not able to achieve a correct rotation of the block.

Different configurations were tested: in particular a class of rayon-suede like materials and

sandpaper-like were simulated using the values reported in table 2.3. Two reference conditions

are herewith reported, under the hypothesis of a sandpaper-like material with µl = 1.67 and

µr = 10.11 mm:

Case A: coupled linear and rotational friction;



2.3 Soft Finger Contact Model 29

Surface µl µr µr/µl

material mm mm

Rayon 0.42± 0.07 3.05± 0.57 7.39± 0.91
Suede 0.61± 0.1 3.84± 0.74 6.37± 0.88

Sandpaper 1.67± 0.24 10.11± 1.50 6.20± 1.54

Table 2.3: Experimental values of means ±SD of µl, µr and their ratio measured at the index
fingertip for different materials

Case B: uncoupled linear and rotational friction.

Figure 2.19 represents a typical motion on an object grasped between the fingers, when the

grip force is slowly released in condition A. It is easy to see from figures Figure 2.19 and Figure

2.20 that there is a translational component of the movement associated to the rotation. Mod-

ulating the exerted pressure the subject was able to achieve a smooth rotation of the block with

a small amount of translation, as it is visible from the analysis of angle α vs. time, plotted in

Figure 2.20.

The repositioning of the god-object on the p−curves is shown in Figure 2.21. The sliding

over the p-curve represents a movement with constant pressure and a reconfiguration of the

instaneous center of rotation. The position of the god-object before repositioning, in dynamic

friction conditions, is shown by the diamond black markers: the god-object is then moved on

the corresponding p−curve, through the connecting line shown in the same figure. The increase

of pressure allows to block the rotation of the object, that is represented by the reaching of the

outer p−curve in Figure 2.21, that can provide an adequate value of friction forces to stop the

rotation of the object.

Figure 2.19: The movement of a rectangle block grasped among two fingers under condition A

In condition B the subject was not able to let the object rotate without sliding between his

fingers. From the analysis of Figure 2.23, it can be seen how the rotation associated to the sliding
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Figure 2.20: Trajectory vs. time (x and y of CM and rotation α around GP) of the simulated
motion under condition A

movement is lower than in condition A and not as much smooth.

The risultant motion is shown in Figure 2.22. The rotation cannot be controlled by the sub-

ject, who is holding the object modulating the grip force; at the end the object falls down without

changing its initial orientation when the grip force is gradually released by the subject.

These performed tests revealed that using experimental physiological parameters for the

friction coefficient, the two algorithm behave in a very similar way, because of the small value

of the L0 parameter. The new proposed friction algorithm allows a more realistic simulation of

sliding and rotation togheter only when this value is in the oder of 10mm.

In a second experiment we asked the users to release the object and make it align to a refer-

ence object that was oriented with a specific angle (30 or 60 degrees). Each person is presented

with the object having different lengths, masses and the coupling enabled or disabled. This

experiment is represented schematically by the Figure 2.24, while the result for the users is pre-

sented in Figure 2.25. The alignment error is smaller for the coupled algorithm although some

issues are still present for a very small values of L caused by instabilities in the dynamic simula-

tion.

2.4 Discussion

The grasping models discussed above allow an efficient and effective way to simulate the grasp-

ing in haptic environments. We have presented both the solution with sliding and another more

complete solution in which the rotational friction has been taken into account. The main lim-

itations in the above solutions are introduced by the haptic interface itself because the dual

arm 3-DOF device used is not able to provide not only the tactile feedback necessary to feel the

sliding but also the 6-DOF feedback that is caused by the rotational friction.

A possible approach that could overcome the above limitation is a sliding feedback force sent

to the user when the object starts to slide or rotate. This force is a haptic hint that if correctly
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Figure 2.21: Representation of the repositioning of the god-object in the [r, ρ] plane under con-
dition A

interpreted by the user would be more effective than seeing the graphical representation of the

object sliding between the contact points. A good candidate for such force effect would be a

vibration along the vertical axis in which frequency and amplitude should be proportional to

the sliding of the body. Clearly such a feedback is not natural as the tangential strain caused by

the real sliding but it is a hint that can be perceived at much higher rate than the visual one.
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Figure 2.22: The movement of a rectangle block grasped among two fingers under condition B

Figure 2.23: Trajectory vs. time (x and y of CM and rotation α around GP) of the simulated
motion under condition B
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Figure 2.24: Schematic representation of the experiment
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Chapter 3

Voxel Based 6DOF Haptic Rendering

This chapter presents a novel Collision Detection and Response algorithm for the 6DOF

haptic rendering of objects based on Voxel Volumes. This algorithm is based on an implicit

sphere tree representation that allows the efficient storage and test of the collision. The

implementation of this algorithm has been applied in a tool for the planning of craniofacial

surgical operations, for the manual alignment of models obtained from CT scans.

3.1 Introduction

The interaction between physical bodies is something that happens in every moment of our

life. Bodies collide between each other and they interact by moving away. In this scenario the

stiffness of the bodies, their geometry, their mass and friction play a fundamental role in the

determination of the resulting behavior. A more interesting case is constituted by the human

manipulation of one of the two bodies for the achievement of a task. The task in question could

be the insertion of one of the bodes inside one hole of the other or finding a configuration of the

two bodies in which the surfaces are matching.

This work has been developed in the context of a project with the aim of providing a haptic

interaction technique based on a voxel volume representation of the bodies able to provide

realistic six degrees of freedom feedback. This result is achieved by a new collision detection

algorithm between voxel models and a collision response algorithm for computing the resulting

force feedback.

An haptic interface allows to simulate the interaction with a real object by responding with a

force feedback to the movement of the user’s body inside the physical space. The movement in

the physical space is transferred into a movement inside the virtual environment and the force

feedback is computed by considering the interaction of a virtual body with the other bodies

inside the environment.

In the simplest case the virtual body is represented by a small sphere, usually considered

as a point, and the force feedback is computed as a directed force, without taking into account

the rotational components. The proxy based algorithms provide this kind of interaction and are
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useful when simulating the exploration of surfaces or the perception of force fields [122, 148].

The simulation of haptic interaction between objects has been addressed by 6DOF algorithms

that involve a more complex collision detection and a dynamic simulation of both the body and

the virtual body.

3.1.1 Collision Detection

Collision Detection is a branch of computer science and robotics whose objective is to iden-

tify the collisions between multiple moving objects. Many different CD algorithms exist and

they differ in the geometrical representation of the objects, the precision of the result and their

computational requirements. The selection of a CD algorithm depends also on the specific ap-

plication like the case of haptic interaction, cloth simulation or game environment. In the case

of 6DOF haptic interaction the focus is both on responsiveness and on quality of rigid body

collisions.

A collision detection algorithm takes the input geometry expressed usually in the form of tri-

angular meshes and constructa additional data structures for improving the collision computa-

tion. Some algorithms pose constraints on the type of geometry used like convexity or absence

of holes. When multiple bodies are involved the first step of CD consist in the identification

of which bodies are possibily colliding, an operation that for haptic interaction is reduced to

the identification which environment body collides with the haptic probe. The effective colli-

sion detection is usually performed by evaluating a hierarchy of bounding volumes that allow

to perform the collision detection at various levels of detail. At the lowest levels of the hierar-

chy the collision computation is explictly performed by computing the collision between the

geometrical elements. In some cases the collision detection algorithm is a collision avoidance

algorithm in which the possible collision is triggered at a certain distance before the effective

interpenetration of the objects.

The result of the collision detection algorithm is a set of contact points each described by

the following information: the contact point, a penetration depth and a contact normal. The

surface of the contact is not generally taken into account and only in [107] is used for limiting

the descent in the collision tree.

The above description is valid for the case of static collision detection in which time is not

involved. The presence of time has two effects on the collision detection algorithms: the first is

that is necessary to take into account the velocity of the bodies and consider if inside a specified

time step the moving bodies can collide. [20],[65]. The second is the possibility of using time

coherency to reduce the collision computation time. Instead of searching for contact at every

iteration it can start from the last contact points performing a local search for the new contact.

A contact can be described by a pair of points p and p0 over each object interacting, a nor-

mal n that we assume going outside the grasped obejct and a distance d that is positive if the

object penetrate or negative if they are not penetrating but inside the threshold distance t. Note

that in most algorithms a contact with a separating contact points velocity is discarded for the

computation of the response.

The management of contact points is important for providing a stable interaction because

a varying number of contact point induces instabilities in the collision response and it is also

more important when dealing with resting contacts [78],[144]. When dealing with multiple col-
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lision points between objects we can have multiple contact regions and in each region multiple

interference points. Clustering is an operation that can be performed to reduce the number of

contact points and corresponds to reduce them to the single contact regions. A cluster groups

point inside a certain threshold distance [78],[77] or group them to form at most K clusters. In

the case of resting contacts is necessary to identify the movement of the contacts for their iden-

tification as resting. In this case the contact velocity and a thresholding distance are used to

identify existing contacts respect new contacts [34]. For every cluster a representative contact is

computed by taking means of the contained contact points. Example of possible means are the

following.

n =
∑

(t− di)ni

||
∑

(t− di)ni||
(3.1)

p̂ =
∑

(t− di)p̂i∑
(t− di)

(3.2)

d = t−max(t− di) (3.3)

The clustering operation with threshold δ can be obtained by using an octree that stores leaf

cells with diagonal δ, or alternatively by a k-mean approach that finds at most K clusters from a

given set of points [1],[72].

Distance Algorithms

At the finest level of the collision detection hierarchy there are the geometric distance algo-

rithms, that taken two geometric primitives compute the nearest points. A selection critaeria for

a collision algorithm should take in to account both the computational time, the robusteness

respect numerical error and the quality of the implementation. In the case of convex polyhedra

the reference algorithms are GJK [49], [21], [142], Lin-Canny [85], [29]. V-Clip [97], and others

[7],[41],[58],[43]. With these algorithms the nearest points between two convex polyhedra are

computed in almost constant time given a starting search point.

A totally different approach has been adopted by Johnson . In this case the algorithm is using

collision avoidance and it computes the local minimum distance between to general polyhedra.

Penetration Depth

The distance between two convex polyhedra is not sufficient for the collision detection com-

putation. We need to compute the penetration depth of the bodies, defined as the minimum

distance that is necessary to move one of the two along the contact normal to avoid the colli-

sion. In the case of convex polyhedra is possible to use the internal Voronoi region to compute

the penetration depth [112], while [102] ([61]) is the original algorithm on the topic.

Bounding Volumes Hierarchies

Instead of performing the direct test between primitives or convex meshes a hierarchical bound-

ing volume structure allows to reduce the collision time by avoing the collision tests among the

parts of geometry that are too distant. A bounding volume is a simple geometrical primitive

that is able to contain one or more leaf geometries and is the structured in a hierarchy of bigger
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bounding volumes. The hierarchy of the primitives is usually a binary tree, that is constructed

balancing the distribution of the nodes.

The type of primitive used for the bounding volume is the characterizing element of each

algorithm and many primitives has been evaluated each with different tradeoffs. The most fa-

mous have been Spheres [66], Axis Aligned Bounding Boxes [141],[146], Object Bounding Boxes

[53] and k-DOPS [81]. Each primitive has different costs:

• Storage cost

• Construction cost - for producing an optimal tree

• Cost of the collision test between primitives

• Update cost after an affine transformation

Among the different solutions the a sphere tree has been extensively used for deformable

objects because it can be easily updated, although it has the draw back of occupying more space

than other primitives.

A particular case of Hierarchical Bounding Volume is the multiresolution approach pre-

sented by [107] in which the leaves are convex decompositions of the original object and the

intermediate nodes are convex representation at lower resolution of the children nodes.

Space Partitioning Techniques

While the Hierarchical Bounding Volumes decompose an object in a hierarchy of volumes, the

space partitioning techniques decompose the space in smaller spaces for the same objective

of collision detection. The difference among the two approaches is in the type of query that is

expected to be performed.

Binary Space Partioning algorithms are the classic example of Space Partitioning in which

the space is divided into two sub spaces depending on a cutting plane.

A different technique is adopted by Octree structures in which the space is recursively di-

vided into cubic sub spaces till the object is decomposed with all the details.

Collision Detection in Haptics

The collision detection for haptics can be performed at the full haptic rate only when it guaran-

tees a constant execution time like in [144] otherwise most approaches require a slower collision

detection task that is sided by an incremental algorithm executed at haptic rates. In most the

cases a BVH based on GJK or Lin-Canny is used for polygonal meshes. [2], [107], [77], [96]

3.2 Voxel Collision Detection

This section presents the voxel collision detection algorithm and the associated storage model.

First we present the general overview of the algorithm and its placement in the organization of

Volume algorithms, then follows a description of the implicit representation, some optimiza-

tions and finally the latests aspects about sensation preserving for improving the performance.
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3.2.1 Overview

The Collision Detection module of this algorithm is based on the idea of using a Bounding Vol-

ume Hierarchy of Spheres that are implicitly built from the Hierarchical representation of an

Octree. The rationale for this is to cope with the memory occupation requirements of Volume

Models while at the same time use Spheres for testing of the collisions. As discussed before

spheres are extensively used because the low cost of test, update and their invariance respect

the rotation of the bodies. For example AABB are efficient for ray testing applications but when

two bodies in two different reference systems need to be compared they are converted into OBB.

Among the different volume modeling options we have selected the Octree, or the general-

ized spatial tree, because it is a natural hierarchical structure for volume models. The Volume

Model itself is represented by surface type markers (Empty, Proximity, Surface and Full) that are

useful for optimizing the collision. Optionally in some variants we have used distance fields.

The volumes used in this document has been obtained from triangular meshes using a march-

ing voxelization algorithm or directly from an imaging device.

The Figure 3.1 shows the overall structure of the algorithm both in terms of Volume Modeling

and in terms of 6DOF Haptics.
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Figure 3.1: Selected characteristics for the new algorithm

3.2.2 Implicit Representation

The core of this algorithm is a bounding volume hierarchy based on spheres. In this paper we

propose a modified octree structure that maintains a bounding sphere around each node with

no additional storage and constant-time computation. For a cube of side x the sphere has a

radius of x
√

3/2. When describing the octree structure we start from the voxel size s and build

the octree of side 2s. We describe the octree in terms of levels starting from the voxels that have

a level of 0. The root of an octree containing 256 voxels per side has level 8. Given the level L we

can compute the radius of the root as s2L−1
√

3. In the case of the generalized N-tree the radius

is s2NL−1
√

3 where N is 1 for the octree, 2 for the 64-tree and 2 for the 512-tree.

Given a sphere at a certain level we are able to compute the spheres of every child by scaling

the radius by 2 and offsetting the parent radius by s2L−2 along the three directions.
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3.2.3 Collision Detection

The Collision Detection is performed by starting from the root of the two objects and represent-

ing the two spheres in global coordinates. If the two root spheres are colliding we detail the

collision by comparing each children sphere of the first with the second sphere. Every recursion

of the collision tree we descend the level of only one object and then we test the children of

the other. This operation is performed till the lowest level of both the objects are reached. This

full test can be optimized by using surface only octrees, normal cones or sensation preserving

approximation of the contact.

The descent from one sphere to the ones of the children needs to be performed in the world

coordinates. Because of the fixed structure of the octree at the beginning of the Collision De-

tection iteration we precompute the translation vector of every one of the 8 children expressed

in world coordinates and then when needed we apply the scaling factor depending on the level.

This approach allow us to perform the local-world coordinates only in this small precomputa-

tion phase and work always in world coordinates.

Because we are interested in the contact between surfaces it is possible to simplify the col-

lision detection by testing only the surface voxels. This simplification can be done during the

octree construction phase or during the collision detection by taking the children bitmask and

masking it with the surface bitmask.

3.2.4 Optimizations

The first optimization can be applied to the computation of the sphere hierarchy. When the oc-

tree (or the generalized n-tree) is not full we could compute a bounding sphere that takes into

account the real distribution of the children of the octree node. This optimization has the ob-

jective of reducing the volume of the sphere and in general make it tighter reducing the number

of collision tests.

The Figure 3.1 shows the case of the four possible cases of bounding circles in the case of a

quadtree. In the quadtree case we have only 15 possible combinations of children that give 3 full

sphere cases and other 12 cases with three circle types. When we move to the octree we have 255

combinations among which 85 are not full spheres. Because the layout of these spheres is size

invariant we precompute it using the Ritter algorithm for obtaining the sphere that contains the

vertices of the children of the octree. For each of the 255 cases we mark if the sphere is a full

sphere otherwise we store the radius and the translation respect the center, to be scaled by the

current radius of the octree sphere.

When handling the collision (Ai, Bj) we can skip one level of testing if one of the two nodes

has a single child because the bounding sphere of the child corresponds to the bounding sphere

used during the testing of the parent. The Figure 3.3 shows the skip case with a quadtree.

The recursive collision detection function collide receives two nodes (Ai, Bj) that are known

to be colliding, and it tries to use the information about the level and number of children of the

two nodes. For example when A contains only leaves, that is i = 1:

• j = 0 and count(Ai) = 1 then we have a contact between two voxels

• j > 0 and count(Ai) = 1 then we call collide(Bj , A
k
0) for every voxel k in A
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Figure 3.2: Example of sphere tighting depending on the number of children in the quadtree

• j = 0 and count(Ai) > 1 then we test the voxels directly

• j > 0 and count(Ai) > 1 then we test the voxels of A with B and eventually collide(Bj , A0)

L=2

L=1

L=0

Figure 3.3: When an octree has a single child the collision detection can skip one level

An additional improvement that simplifies the collision detection between the two sphere

hierarchies could be introduced by using the Normal Cone information as in [74]. Because of

the spatial placement of the children octreees and their associated implicit spheres it could

be easier to have separation of the cones. In this work we optionally store the Normal Cone

associated with every octree node and use it to reduce the number of tests. Respect [74] here the

normal cones are used for reducing the number of test and not for providing a global search of

minima between the primitives. Later we show the performance improvements of using normal

cones respect their additional memory requirement.

3.2.5 Sensation Preserving

The idea of Sensation Preserving comes from [107] in which the collision detection algorithm

limit the descent in a multiresolution tree by evaluating the loss in user perceived sensation.

This idea is the haptic equivalent to the simplification of graphic objects when they are away

from the user; when two objects have large contact areas there is no need for testing additional

details.

In [107] there are two main parameters the functional φ that measures the volume culled by

a convex simplification and the support area D. The functional φ is defined as the ratio between

the surface deviation of the simplified piece sa and its resolution r2
a:

φa =
sa

r2
a

(3.4)
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The support area D is obtained for each vertex as the area of the triangles adjacent to the

vertex projected on the vertex tangent plane and excluding the triangles whose normal is out-

side the normal cone. On aggregation of two pieces the resulting support area is the minimum

of the support areas while the functional φ is the maximum.

On collision between two elements a and b the sensation preserving algorithm computes a

weighted surface deviation s∗ab using the above information from the two objects. If this value is

above a treshold s0 the collision needs to be refined:

s∗ab =
max(φa, φb)
max(Da, Db)

(3.5)

In our voxel model we define the functional φ as a measures of the volume lost by considering

the volume of the lower resolution node instead of the real volume:

φa = 1− countv∈a

23L
(3.6)

The support area for the volume model is computed by evaluating the surface around a Sur-

face Voxel and by taking the minimum while aggregating the voxels into the octrees. First we

compute the normal of the Surface Voxel and then we project every Surface voxel that is in the

neighborhood of the current voxel. Figure 3.4 shows some cases of support area computation.

When the volume model is obtained from a triangular mesh it could be possible to compute

the support area of the voxel using the same algorithm of [107].

cmcm
empty full surface

problem

Figure 3.4: Various cases for the computation of the voxel support area

3.3 Haptic Collision Response

This section describes the collision response algorithm and the overall structure of the 6DOF

haptic algorithm. First we breifly review the reference algorithm of [144], then follows a de-

scription of the collision resolution algorithm adopted.

3.3.1 Review of McNeely Approach

The Voxel Point Shell library introduced in [144] computes the Collision Detection by testing

every surface point of the probing object against the world voxel model. Each resulting contact

point is described by the world voxel center q, the point over the shell p and its normal n. The
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depth information of the world voxel is not available. From this information the force contribu-

tion of the contact point is computed using a Tangent Plane Force Model. This force model has

a direction as the normal n and a modulus proportional to the distance d from p to the plane

passing by q with normal n. If d is positive the contact is discarded.

This algorithm has the limitation of not using the real depth of the world voxel in the force

computation. Indeed the modulus of the force contribution of each contact has a maximum of

s
√

3/2.

�q

d

�n

�p

s

Figure 3.5: Tagent Plane Force Model

The resulting force is applied to a Dynamic Object and to the device through Virtual Cou-

pling. The Virtual Coupling is described as a damped string that connects the Haptic Tool to

the Dynamic Object. The contact forces are applied to the Dynamic Object and the force and

torque are sent back to the user through the spring. For simplicity the Dynamic Object has the

Inertia of a sphere.

To prevent the penetration of the world voxel model and the Dynamic Object the algorithm

poses a limit to the spring displacement that is equivalent to posing a limit in the maximum

force applied by the spring. The displacement is limited to s/2, a condition that in the case of

a single voxel in contact prevents the penetration. The algorithm addresses also the problem of

instabilities caused by the effective stiffness perceived by the net contributions of the contact

points. For this reason the maximum contact force is clamped at a virtual stiffness of N (e.g.

10). An additional feature of this algorithm is the pre-contact breaking force that is a force that

slows down the movement of the Dynamic Object when it is near the surface. In particular it is

applied when the point shell collide with the Proximity voxels.

3.3.2 Overview

In this work we have decided to use a Virtual Coupling approach with Simultaneous collision

resolution and impulsive collision response. The design choices can be understood inside the

overall 6DOF options in Figure 3.1. We have decided to use the Virtual Coupling against the

Direct Rendering because it provides a smoother behavior and also it allows to provide a spring-

like force feedback when the Collision Detection and Dynamic Simulation get slower.
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3.3.3 Collision Response

The collision detection algorithm described above is extremely responsive and it can be applied

at almost haptic rates. The collisions are managed using simultaneous handling because the

chronological approach would require a rewinding of the simulation and subsequent collision

detection tests. The collision response receives a set of contact points and computes a set of

impulses to the Dynamic Object to prevent the penetration. The collision with the higher depth

of penetration is selected for the response and the impulse is computed by posing a condition

to the velocities of the two contact point after the collision response. Although this approach

is based on an impulsive resolution [98], the way contact points are resolved takes its ispiration

from [56], allowing a fast resolution of the contacts.

n

p1

p0

δ

n

p1

p0

δ

Figure 3.6: Separating and Incoming Contact Pairs

The contact response receives a list of contact pairs each described by the two points, the

normal, relative velocities and the penetration depth, that is negative if the two elements pene-

trate. The algorithm selects the contact pair that has the biggest depth and it is not a separating

pair. When two contact points has separating relative velocities they can be discarded because

in the next integration step their collision would be probably resolved. When a pair is selected

the algorithm resolves the conflict using an impulse that imposes a separating velocity condi-

tion in the next integration step [8] (CHECK). Such condition can be computed without friction

or by taking into account the friction of the two surfaces depending on the chosen model. The

impulse applied is the following:

jn = −(1+ε)un

1/ma+1/ma+1/Ia||ra||2sen2θa+1/Ib||rb||2sen2θb
(3.7)

The impulse computed above will be applied to the object in the integration step, but more

contact pairs could be still conflicting. Instead of applying immediately the impulse to the body

and computing again the collision we continue to use the set of previous collision pairs and we

apply the computed impulse to update the velocity of the body. This update allows to discard

most of the contact pairs around the one computed in the previous step because of the sep-

arating velocity, and we can now start resolving the next most penetrating contact pair. This

operation is repeated until there are not separating number of pairs or a maximum number of

iterations is reached. The result of the collision response is the cumulative impulse that is then

applied to the original body state. The Figure 3.7 shows the four steps in the case of a collision
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resolved by two steps of the presented algorithm, while Figure 3.8 is a snapshot from the simu-

lation with the visualization of the collision points and the two impulses used for the collision

resolution.

1 2

3 4

Figure 3.7: Example of collision response performed by two steps of the algorithm. The black
dots are the collision pairs obtained from the voxel collision detection. The arrows represent
the impulses computed at each step.

Figure 3.8: A snapshot of the collision detection and response of the algorithm with two im-
pulses generated for the resoltution

3.4 Discussion

The 6-DOF Haptic Rendering algorithm presented above improves over the reference Voxel Vol-

ume algorithm by removing the requirements on the sampling of surface points and also by

avoiding any mean based operation aimed at the simplification of the collision response prob-

lem.

The main open issue with this algorithm is the handling of deep penetrations that can hap-

pen in certain circumstances and also the complete handling of a sensation preserved optimiza-

tion that could improve the performance of the algorithm itself.
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Chapter 4

Benchmarking Framework for 3DOF
Haptic Rendering

The benchmarking of Haptic Rendering algorithm has been usually performed using ad-

hoc evaluation and user based assessment. A possible solution for the standardization of

benchmarking for Haptic Rendering algiorithms is to use a set of interaction trajectories

performed over a known geometric model and compare them with the exploration of real

objects

4.1 Benchmarking

Haptic rendering systems are increasingly oriented toward representing realistic interactions

with the physical world. Particularly for simulation and training applications, intended to de-

velop mechanical skills that will ultimately be applied in the real world, fidelity and realism are

crucial.

A parallel trend in haptics is the increasing availability of general-purpose haptic render-

ing libraries [36, 3, 128], providing core rendering algorithms that can be re-used for numerous

applications. Given these two trends, developers and users would benefit significantly from

standard verification and validation of haptic rendering algorithms.

In other fields, published results often Şspeak for themselvesŤ Ű the correctness of math-

ematical systems or the realism of images can be validated by reviewers and peers. Haptics

presents a unique challenge in that the vast majority of results are fundamentally interactive,

preventing consistent repeatability of results. Furthermore, it is difficult at present to distribute

haptic systems with publications, although several projects have attempted to provide deploy-

able haptic presentation systems [36, 55].

Despite the need for algorithm validation and the lack of available approaches to validation,

little work has been done in providing a general-purpose system for validating the physical fi-

delity of haptic rendering systems. Kirkpatrick and Douglas [80] present a taxonomy of haptic
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interactions and propose the evaluation of complete haptic systems based on these interaction

modes, and Guerraz et al [57] propose the use of physical data collected from a haptic device to

evaluate a userŠs behavior and the suitability of a device for a particular task. Neither of these

projects addresses realism or algorithm validation. Raymaekers et al [114] describe an objective

system for comparing haptic algorithms, but do not correlate their results to real-world data

and thus do not address realism. Hayward and Astley [62] present standard metrics for evaluat-

ing and comparing haptic devices, but address only the physical devices and do not discuss the

software components of haptic rendering systems. Similarly, Colgate and Brown [19] present an

impedance-based metric for evaluating haptic devices. Numerous projects (e.g. [44, 137]) have

evaluated the efficacy of specific haptic systems for particular motor training tasks, but do not

provide general-purpose metrics and do not address realism of specific algorithms. Along the

same lines, Lawrence et al [83] present a perception-based metric for evaluating the maximum

stiffness that can be rendered by a haptic system.

This paper addresses the need for objective, deterministic haptic algorithm verification and

comparison by presenting a publicly available data set that provides forces collected from phys-

ical scans of real objects, along with polygonal models of those objects. We also perform several

quantitative analyses on a variety of haptic rendering algorithms that do not depend on real-

world data, assessing intrinsic geometric error and relative performance.

We present several applications of this data set and several standardized techniques and

metrics for evaluating haptic algorithms:

• Evaluation of realism: comparing the forces generated from a physical data set with the

forces generated by a haptic rendering algorithm allows an evaluation of the algorithmŠs

fidelity.

• Debugging of haptic algorithms: identifying specific geometric cases in which a haptic ren-

dering technique diverges from the correct results allows the isolation of implementation

bugs or scenarios not handled by a particular approach, independent of overall accuracy.

• Performance evaluation: Comparing the computation time required for a standard set of

inputs allows objective comparison of the performance of rendering algorithms.

• Comparison of haptic algorithms: Running identical inputs through multiple rendering

algorithms allows identification of the numeric strengths and weaknesses of each.

4.2 Benchmarking Framework for 3DOF

4.2.1 Data acquisition

Haptic rendering algorithms typically have two sources of input: a geometric model of an object

of interest, and real-time positional data collected from a haptic interface. The output of this

class of algorithms is typically a stream of forces that is supplied to a haptic interface. Our goal

is to compare this class of algorithms to real-world data, which thus requires: (a) collecting or

creating a geometric model of a realworld object and (b) collecting a series of correlated forces

and positions on the surface of that object.
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We have constructed a sensor apparatus that allows the collection of this data. Our specific

goal is to acquire data for haptic interaction with realistic objects using a hand-held stylus or

pen-like device (henceforth called Şthe probeŤ). We use the HAVEN, an integrated multisensory

measurement and display environment at Rutgers, for acquiring measurements interactively,

with a human in the loop.

In previous work [108, 109], we acquired such measurements using a robotic system called

ACME (the UBC Active Measurement facility). This robotic approach has many advantages,

including the ability to acquire repeatable and repetitive measurements for a long period of

time, and the ability to acquire measurements from remote locations on the Internet. However,

our current goals are different, and a handheld probe offers a different set of advantages that

are important for evaluating interaction with a haptic device.

First, it measures how a real probe behaves during natural human interaction, and therefore

provides more meaningful and ecologically valid data for comparison. This is important, be-

cause the contact forces depend in part on the passive task-dependent impedance of the hand

holding the probe, which is difficult to measure or to emulate with a robot arm. Second, the dex-

terity of robot manipulators available today is very poor in comparison with the human hand.

Furthermore, acquiring measurements in concave regions or near obstacles using a robot is

very difficult, but is easy for a human.

We acquired three types of measurements for each object in our data repository:

1. The object’s 3D shape

2. Motion of the probe tip relative to the object

3. The force on the probe tip during contact

We describe these measurements in the remainder of this section, in reverse order. Force

data are acquired using a custom-designed hand-held probe built around a Nano17 6-axis force/-

torque sensor Figure 4.1 (ATI Industrial Automation, Apex, NC, USA). The reported spatial res-

olution of the force sensor is as follows (the z-axis is aligned with the axis of the probe): Fx,Fy

1/320 N; Fz 1/640 N; Tx,Ty 1/128 Nmm; Tz 1/128 Nmm.

Figure 4.1: The sensor used to acquire force and torque information, alongside a coin to indicate
scale

A replaceable sphere-tipped Coordinate Measuring Machine (CMM) stylus is attached to

the front face of the force sensor, and a handle to the rear, allowing a user to drag the probe

tip over the surface being measured. The interchangability of the probe tip is important, since

the curvature of the contact area kinematically filters the probe motion and thus impacts the

acquired data.
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As the surface is being probed, the force/torque measurements from the Nano17 are sam-

pled at 5 kHz using a 16-bit A/D converter (National Instruments,Austin, Texas, USA). The static

gravitational load due to the probe tip is compensated for based on the measured orientation

of the probe. The force and torque measured at the force sensor is transformed to the center of

the probe tip to compute the contact force on the tip.

In addition to measuring force/torque, the probe’s motion is tracked to provide simultane-

ous position data. The probe is tracked using a six-camera motioncapture system (Vicon Peak,

Lake Forest, CA, USA). Several small retroreflective optical markers are attached to the probe,

allowing the camera system to record and reconstruct the probe’s position and orientation at 60

Hz. The position resolution of reconstruction is less than 0.5mm.

The object being measured is also augmented with optical tracking markers, so the config-

uration of the probe with respect to the object is known even when the user moves the object

to access different locations on the surface. The object is scanned with a Polhemus FastScan

laser scanner (Polhemus, Colchester, VT, USA) to generate a mesh representation of the object’s

surface. The manufacturer reports an accuracy of 1mm for the surface. A water-tight triangular

mesh is extracted from the scans using a fast RBF method. The location of the optical tracking

markers are included in the scan to allow registration of the surface geometry with the motion

capture data acquired during contact measurement. Figure 4.2 shows an example data series

acquired with our setup. The full data set is available in the public repository.

Figure 4.2: Our data acquisition system couples a custom handle and a small scanning probe
with a force/torque sensor

Our initial scanning effort has focused on rigid objects with minimal friction, to simplify the

analysis to the static case and to focus on normal forces.

4.2.2 Algorithm Evaluation

This section will describe the evaluations we perform on each haptic rendering system, using

the data described in the previous section. The process can be summarized in three stages:

1. Post-processing of the physical data to allow direct comparison to haptic trajectories.

2. Processing of an acquired trajectory by the haptic rendering algorithm that is being eval-

uated.

3. Computation of performance metrics from the output of the haptic rendering system.

Figure 4.3 summarizes this process.
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Figure 4.3: An overview of our data processing and algorithm evaluation pipeline. An object
is scanned, producing a 3D geometric model and an out-trajectory. An in-trajectory is synthe-
sized from this out-trajectory and is fed as input to a haptic rendering system, which produces
force information and (for most algorithms) a new out-trajectory, which can be compared to
the physical scanning data.

Data Post Processing

The haptic rendering algorithms on which we have performed initial analyses are penalty-based:

the virtual haptic probe is allowed to penetrate the surface of a simulated object, and a force

is applied to expel the haptic probe from the object. A physical (real-world) probe scanning

the surface of a physical object never penetrates the surface of the object. Therefore a virtual

scanning trajectory is not expected to be identical to a physical trajectory, even if the intended

probe motions are identical. We therefore perform a post-processing step that - given a physical

scanning trajectory - generates a sub-surface trajectory that would correspond to a correctly-

behaving haptic simulation. This allows a direct comparison of a trajectory collected from a

haptic simulation and the ideal behavior that should be expected from that simulation.

We refer to an ideal trajectory (one in which the probe never penetrates the surface of the

object) as an "out-trajectory", and a trajectory that allows the probe to travel inside the object

as an "in-trajectory". Figure 4.4 demonstrates this distinction.

Out-trajectory

Real surface

force

In-trajectory

Figure 4.4: An "out-trajectory" represents the path taken by a physical probe over the surface
of an object; a haptic rendering algorithm typically approximates this trajectory with an "in-
trajectory" that allows the probe to enter the virtual object.

The penetration depth (the distance between the in- and out-trajectories) of a virtual haptic

probe into a surface is generally dependent on an adjustable spring constant, which is an input

to the algorithm and is reported along with our results. We choose a spring constant empirically,

to provide the maximum stable stiffness for haptic rendering. Typically, penetration depth and

the resulting penalty force are related to this spring constant according to Hooke’s Law:
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fp = −kx (4.1)

Here fp is the penalty force vector, k is the scalar stiffness constant, and x is the penetration

vector (the vector between the haptic probe position and a surface contact point computed

by the haptic rendering algorithm). We use this relationship to compute a corresponding in-

trajectory for a physically-scanned out-trajectory.

Each point in the sampled out-trajectory is converted to a corresponding point in the in-

trajectory by projecting the surface point into the object along the surface normal, by a distance

inversely proportional to the chosen stiffness (for a given normal force, higher stiffnesses should

result in lower penetration depths):

pin = pout − |n|k (4.2)

Here pin and pout are corresponding in- and out-trajectory points, |n| is the surface normal,

and k is the selected stiffness constant. This relationship is illustrated in Figure 4.5. Each in-

trajectory point is assigned a timestamp that is equal to the corresponding out-trajectory point’s

timestamp.

surface

n
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-k|n| 

surface

n
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Figure 4.5: Computation of an in-trajectory point from a sampled out-trajectory point.

Following this computation, the in-trajectory corresponding to a physical out-trajectory is

the path that a haptic probe would need to take in a virtual environment so that the surface con-

tact point corresponding to that haptic probe path follows precisely the sampled out-trajectory.

Trajectory processing

The input to a haptic rendering algorithm is typically a geometric model of an object of interest

and a series of positions obtained from a haptic interface. For the present analysis, we obtain a

geometric model from the laser-scanning system described above, and we present a stream of

positions - collected from our position-tracking system - through a "virtual haptic interface".

Given an in-trajectory computed from a physical out-trajectory, we can thus simulate a vir-

tual haptic interaction with an object, which will produce a stream of forces and - in the case

of many haptic rendering algorithms - a new out-trajectory, representing the path that a virtual

contact point traveled on the surface of the virtual object.

The computational complexity of this simulation is identical to the case in which a haptic

interface is used interactively, allowing assessment of computational performance in addition

to algorithm output.
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Metric extraction

Each time an in-trajectory is fed through a haptic rendering algorithm, producing a stream of

forces and surface contact point locations, we collect the following evaluation metrics:

• Output force error : the difference between the forces produced by the haptic rendering

algorithm and the forces collected by the force sensor. This is summarized as a mean-

squared-Euclidean-distance, where N is the number of samples, Fp is the physically-scanned

normal force at each point and Fr is the rendered normal force at each point:

• Output position error : the difference between the surface contact point position produced

by the haptic rendering algorithm and the physically sampled out-trajectory. This can also

be summarized as a mean-squared-Euclidean distance, although we have found that it is

more valuable to collect the cases that exceed a threshold instantaneous error, represent-

ing "problematic" geometric cases.

• Computation time: the mean, median, and maximum CPU times required to a compute a

surface contact point and/or penalty force.

4.2.3 Results

We performed the analyses discussed above on virtual representations of objects that were

scanned as discussed above, using two haptic rendering algorithms: a public-domain imple-

mentation [36] of the Haptic Proxy algorithm [147], a brute-force nearesttriangle algorithm, and

a rendering scheme based on voxel sampling [144]. We have released our implementations of

the latter approaches along with the data discussed in this paper.

This section describes the results obtained from these experiments for three geometries:

• A simple plane, using real scanning data. This is the most straightforward case for illus-

trating our analysis techniques.

• A series of synthetic Şperfect spheresŤ Ű triangulated at different resolutions Ű for which

we generated synthetic out-trajectories. This allows us to assess the impact of mesh trian-

gulation on haptic rendering.

• A synthetic geometry designed to illustrate and quantify a geometric anomaly that is prob-

lematic for several common rendering schemes.

These results are presented as examples of the types of possible analyses; more complex

models and the corresponding analysis results will be available on a public data repository pub-

licly available at: http://jks-folks.stanford.edu/haptic_data/

Table 4.1 presents results obtained from synthetic spheres of radius 0.001 meters, for which

we generated a synthetic out-trajectory that precisely follows the surface of the sphere. Friction

was neglected for this analysis. These results demonstrate the powerful impact of mesh refine-

ment on haptic rendering accuracy, independent of computational performance (which varies

only slightly among the spheres).

http://jks-folks.stanford.edu/haptic_data/


54 Benchmarking Framework for 3DOF Haptic Rendering

Triangles MSE (N) Time (s)
48 0.5018370 0.000017320

224 0.1140975 0.000021231
960 0.0577005 0.000020952

3968 0.0297466 0.000021790
16128 0.0165954 0.000022349

Table 4.1: Results obtained from an analysis of haptic rendering using a Proxy algorithm on a
series of progressively more refined synthetic spheres

Triangles MSE (N) Time (s)
2 2.885208 0.209460

32 2.885208 0.201283
200 2.885208 0.198253

Table 4.2: Results obtained from an analysis of haptic rendering using a Proxy algorithm on a
series of progressively more refined planar meshes

Table 4.2 presents a comparison of a haptic interaction with a virtual plane and a physical

interaction with a real planar object We also vary the number of triangles used to represent

the plane, and the presented results confirm that the rendering accuracy is independent of the

planeŠs triangulation, as one would expect for a planar surface.

Figure 4.6 illustrates a problematic geometry that can be captured by our analysis approach.

In this case, for certain stiffness values and angles of extrusion (i.e. Şbump sharpnessŤ), the sur-

face contact point produced by the Proxy algorithm becomes ŞstuckŤ on the bump, producing

an incorrect trajectory that misrepresents object geometry. Our approach allows a rapid evalu-

ation of this geometry using a variety of synthetic models and a variety of algorithmic parame-

ters (friction values, stiffnesses), allowing quantification of such problematic cases for particular

renderer implementations.

Table 4.3 uses this geometry to compare three rendering schemes in terms of force error and

computation time. We see that the voxel scheme incurs a high overhead in initial computation

(for volume discretization), and that the Proxy algorithm produces high mean errors due to the

geometric anomaly illustrated in Figure 4.6.

Algorithm Mean Time (s) Init Time (s) MSE (N)
Proxy 8.1e-6 0 0.298

Potential 12.3e-6 0 0.0417
Voxel 3.6e-6 0.270 0.0949

Table 4.3: Comparison of several algorithms processing the geometry illustrated in Figure 4.6
.
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Figure 4.6: Our evaluation approach is able to identify and quantify failure cases for the Proxy
algorithm

4.2.4 Discussion of the results

We have provided several analyses that are independent of the specific data sets used and the

specific haptic rendering algorithms that were evaluated. Similar analyses could be applied to a

wide variety of data sources and rendering systems.

An obvious application of this analysis is to assess the realism of a particular haptic ren-

dering system and to approximately bound the difference between the forces experienced by a

user through a haptic interface and the forces the user would experience performing the same

interactions with a real object. This analysis can also be used to compare haptic rendering algo-

rithms more objectively: if one algorithm consistently produces a lower force error relative to a

real data set than another algorithm, it is objectively Şmore realisticŤ by our metrics.

This approach has an application not only in evaluating published rendering systems, but

also in debugging individual implementations. Debugging haptic rendering systems is noto-

riously difficult relative to debugging other computer systems, due to the hard-real-time con-

straints, the nondeterminism introduced by physical devices, and the difficulty of reliably repli-

cating manual input. Our approaches and our data sets allow a developer to periodically test a

haptic rendering system via a series of objective evaluations, and thus rapidly identify problems

and isolate the changes that caused them.

We have also provided an objective series of input data that can be used to evaluate the

computational performance of an algorithm. In this context, our data sets and analyses pro-

vide a Şhaptic benchmarkŤ, analogous to the rendering benchmarks available to the graphics

community, e.g. 3DMark. Computational performance of a haptic rendering system can vary

significantly with input, but it is difficult to describe and distribute the input stream used to

generate a performance analysis result. By providing a standard data series and a set of refer-

ence results, we present a performance benchmark that authors can use to describe algorithmic

performance. This is particularly relevant for objectively presenting the value of optimization

strategies for rendering and collision detection whose primary value may lie in performance

improvements. Performance results are still dependent on the platform used to generate the

results, but this information can be reported concisely along with results.

This approach is not necessarily a complete description of a haptic rendering algorithmŠs
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quality or performance. Algorithmic performance and even results are expected to vary some-

what when collected with a user and a physical device in the loop, and no set of reference data

can completely capture all possible cases that may have particular impacts on various rendering

algorithms. But we propose that a standard approach to haptic rendering analysis and standard

data series will significantly enhance the quality and objectivity of haptic rendering system eval-

uation.

4.3 Discussion
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Chapter 5

Integrating Haptic interaction on
the Web

This chapter introduces a software framework for the development of Haptic application on

the Web called HapticWeb. The framework provides all the elements for the fast prototyping

of applications hiding many of the programming complexities and allowing the developer

to focus perceptual or user interface aspects. HapticWeb is addressed to both perceptual

scientists that want to create perceptual experiments, to students for the creation of haptic

games and for everyone who wants to create haptic applications.

5.1 Rationale

The recent developments of haptic interfaces and haptic software, both in terms of performance

and cost, make more pressing the necessity of creating tools for the easy development and de-

ployment of haptic enabled applications. The goal is to improve the teaching and experimen-

tation of haptics among students, the rapid prototyping of applications and the construction of

experiments for the validation of the perceptual aspects. Additional motiviation is provided by

the number of applications in which haptics can be applied such as virtual museums, virtual

prototyping, and training.

The validation of perceptual aspects relative to haptics has been usually addressed by devel-

oping ad-hoc applications based on the GHOST libraries by Sensable, or by using generalized

tools for haptic experiments like Enchanter [46]. The current research on haptics has been in-

tegrated with other sensorial modalities like in the ENACTIVE Network of Excellence, with the

necessity of more flexible frameworks for experimentation in which is possible to easily inte-

grate and test haptic, vision and sound.

The idea of a haptic virtual museum has been developed by the Pureform project [88] that

enables the user to haptically and visually explore virtual statues obtained from real museums.

This project has been presented in real museums and in special events using a hand exoskeleton
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and stereographic visualization. Currently the Web version of the Pureform museum is visual

and it could be enhanced with the interaction provided by desktop haptics.

Although the idea of the Web 3D has not yet flourished as a set of working standards there

are some specific fields in which 3D application are spreading on the Web. Among these fields

the case of Virtual Manuals is one of the most prominent. A Virtual Manual is a hypermedia

in which text and 3D models are integrated for documenting an industrial entity in assembly

or mainteinance. Low cost haptic interfaces could be used for improving the exploration and

manipulation of such 3D models, and in this perspective haptic extension of Virtual Manuals

would be effective.

5.1.1 Multimodal Systems on the Web

The experience provided by the current Web is limited to multimedia content, with the dynamic

download of both the application and the multimedia resources. The general concept of a mul-

timodal system is currently addressed by the W3C Multimodal Architecture and Interfaces [11].

The latest Draft of this document is a general description of a flexible architecture for multi-

modal systems in which the different components are managed by a shared runtime environ-

ment, a solution that is too general for being supported by a practical implementation.

The integration of haptics with the Web has been addressed by integrating a VRML [143]

browser with haptic rendering with the addition of extension nodes [106, 99]. One of the most

promising solutions based on VRML is H3D by SenseGraphics [3] that provides a X3D imple-

mentation based on Sensable’s OpenHaptics toolkit [70]. The first limitation of these systems is

the support of a specific family of devices and interaction modalities. The other aspect that we

want to point out is the dependency on the VRML format. This is cleary a choice that favours

compatibility and standardization although there are no standards for haptic nodes. The use of

VRML decides the interaction mode and the logical structure of the application.

Existing haptic libraries can be organized mainly in two groups. First there are the low level

libraries that are device specific and allow a direct communication with the device [38]. Then

there are the high level libraries that provide haptic rendering features extended with graphi-

cal visualization [115], although some of them are device specific depending on the Sensable’s

OpenHaptics toolkit. One of the most promising is the CHAI3D library [36] that supports differ-

ent devices, has an Open Source license and provides a haptic scenegraph for the application

construction. Still the development of the application requires a fair amount of C++ knowledge.

When looking at the commercial libriaries the Reachin API [127] is one of the most capable both

in terms of haptic rendering, support of devices and easiness of development.

5.1.2 Multirate in Virtual Reality

An important aspect in the development of Virtual Reality application is the management of

the task associated with the interaction modalities. The primary element is the visualization

running at 50Hz, with one or more channel depending on the type of visualization, from two

of the stereo up to six in a CAVE. Then we can add the sound channel with a sampling rate of

44kHz, and dynamic simulation based on physics running at around 200Hz. The introduction
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of haptics requires an additional channel running at 1kHz and finally we can have additional

sources depending on the presence of position trackers and networking.

The data sources described above pose problems to the developer both in terms of multi-

taksing and of the multiple representations of the same object. An object in the Virtual Environ-

ment requires multiple representation with possibly duplicating geometry and status informa-

tion as shown in Figure 5.1.

Figure 5.1: Multiple representations of the same object

A complete Virtual Reality system should be able to manage all these data sources and hide

most of the detail to the developer. The complexity of management of each of these channels

depends on its maturity. For example sound management is mostly hidden to the developer

through spatialized 3D sound APIs like OpenAL or synthesized audio tools like PureData. When

dealing with haptics, instead, the developer needs still to specify the forces to the contact point

and compute them at 1kHz with the fine control over the chosen algorithm. Apart the specific

behavior decided for a modality the developer should be able to view an object as a single entity

with all its modalities and give the possibility to integrate such object with others distributed in

a network as show in Figure 5.2, a topic discussed by the author in [118].
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Figure 5.2: Schematic representation of a multimodal entity and its connection to other entities

The way the developer manages all the complexity of Virtual Reality application is reflected

also in the structure of the application and in the programming model. VRML manages most

of the complexity by defining nodes that expose events and allowing the developer to connect

such events in a network. This solution is powerful but limits the possibilities of the developer

by defining a single programming model.
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5.2 Architecture

HapticWeb is a script based framework for the development of haptic enabled application that

are almost independent from the specific haptic interface 1 and it provides enough flexibility for

its extension with additional modules, a feature that is fundamental for the creation of complete

multimodal applicationss. This framework completes the initial work done by the Author in

[116], where the core features and the device independence where already present and the main

differences were the use of the Lua scripting language and the lower quality both on the graphics

and the haptic rendering.

The current HapticWeb system is based on the Virtual Reality engine eXtreme Virtual Reality

(XVR) [23, 22] constitued by a fast and simple bytecode virtual machine, a set of core 3D graphics

features and a deployment mechanism that allows an easy distribution of the application on the

Web. HapticWeb provides new modules for haptic interfaces, haptic rendering and dynamic

simulation not available natively in XVR, and also a set of higher level classes that simplify the

development of multimodal applications. Figure 5.3 shows the HapticWeb architecture with the

core XVR modules and the modules provided by HapticWeb [14].

DeltaGRABHapticXVR

NovodexXVR

Provides Haptic Rendering
using the CHAI3D library

Dynamic Simulation Layer

Additional Devices

X
V
R

Higher Level Classes

Figure 5.3: The architectural view of HapticWeb

The HapticWeb application is described by a scripting language specialized for 3D graphics

that is able to control the different modalities through an extensive object model, and at the

same time it allows the low level control of the graphics through OpenGL commands. After the

download and the initialization phase the developer has complete control over the graphics and

haptic rendering, and he is required to define the application logic and the interaction between

the different modalities. When the developer has prepared the script program and the associ-

ated multimedia resources, he publishes it on the Web inside the Web page, along with archives

containing the resources. The application is executed inside the Web Browser using a plugin

for 3D graphics that loads the program, the associated 3D models, and executes the applica-

tion. The HapticWeb program is associated with a specific version of the runtime engine and

the plugin automatically downloads the requested version. With this approach we separate the

update of the application, done by downloading the code from the Web at each execution, and

the update of the HapticWeb runtime automatically performed by the plugin.

The Figure 5.4 shows an interactive session with HapticWeb inside the Web Browser. In this

case a 3D model obtained from a laser scan was explored with a PHANTOM Omni [92] and some

1Being based on CHAI3D, HapticWeb supports most commercial kinesthetic devices based on impedance control
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haptic parameters were accessible from the Web page.

Figure 5.4: A picture that shows an interactive session with HapticWeb

5.2.1 XVR

The HapticWeb application is deployed on a Web site as a compiled program and a set of mul-

timodal resources that can be downloaded from the network and made accessible from a Web

page. The execution of the program takes place inside a Web Browser’s plugin that provides the

integration with the Web page and the network. A virtual machine evaluates the program in the

form of a bytecode representation. The bytecode representation for the distribution of Web ap-

plications has been successful in commercial systems like Java and Macromedia Flash, because

of the compactness of the representation, support for multiple platforms and security. Addi-

tionally the bytecode adopted for this project has been tailored for 3D graphics applications.

The execution environment, the Web Browser’s plugin, and the virtual machine for this sys-

tem are provided by the XVR engine developed by PERCRO laboratory and presented in [22].

The XVR platform has been used in many Virtual Reality projects running both on the Web or

inside highly immersive installations, and it is also used in a Virtual Reality course.

A HapticWeb program is written using the XVR scripting language, an object oriented script-

ing language specialized for 3D graphics, with a C-like syntax that resembles current shading

languages. Its specialization is focused on the efficient management of vectors, such as support

for the swizzle operator.

XVR applications are organized around callback functions invoked during specific events

and system loops. In general it is possible to describe a multimodal application as a multirate

program, with a common logic that coordinates the different modalities. The logical loops of

the XVR platform are shown in Figure 5.5 but for making the structure of the application simpler

only two of them are explictly associated with callbacks: the graphics loop and a generic timer

loop, the first running at the display refresh rate and the other at 1KHz.

The XVR runtime engine provides support for 3D graphics and audio spatialization exposed

as an object model accessible to the developer in the program. The developer has low level
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Figure 5.5: This diagram shows the loops of a typical multimodal system withing XVR

control of the graphics through OpenGL commands and at the same time the visualization of

complex, multi-material and animated models generated with standard 3D modellers. The low

level access provides flexibility in the generation of specific 3D elements or effects whereas the

high level access provides the standard scene graph approach for the visualization of 3D graph-

ics.

5.2.2 The CHAI Haptic library

The XVR’s object model has been extended to support haptic feedback providing support for

devices, haptic rendering of objects,and haptic effects, expanding in this way the range of pos-

sible applications of the XVR platform. The haptic functionalities of the HapticWeb platform

are provided by the CHAI 3D haptic library [36], an Open Source effort of Stanford University for

multiple haptic devices and multiple platforms. We have chosen this library because it is device

independent and it provides different choices for the implementation of the haptic loop. CHAI

uses a haptic scene graph for organizing objects and points of contact of the devices. In this

project we have exposed most of CHAI’s features to the scripting system and extended them for

haptic feedback realism and expressiveness.

5.2.3 Device Access

The support of multiple haptic devices is one of the fundamental requirements for the spread-

ing of a haptic application framework, and HapticWeb takes advantage of the variety of haptic

devices supported by the CHAI3D library. The overhead for such flexibility is limited and can

be measured as an additional 150K of data downloaded for supporting all of them. In a single

device configuration we try to figure out which device is currently active and initialize it. Even-

tually, if there is no haptic device attached, a device simulated using the mouse is used. Hap-

ticWeb provides the possibility of initializing different devices by using a device URI. A device

URI specifies the type of device, its identification if there are many of them and optional para-

meters expressed using the query part of the URI. For example a PHANTOM can be accessed

using “phantom://default?mode=direct” where the mode parameter specifies use of Direct I/O

if available. In the case of a remote device we can write “remote://145.22.33.44/device0”. In

general we suggest using the automatic device configuration because it reaches the maximum

audience but in some cases a specific one could be required.
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Multiple devices can be instantiated as well, and each can be associated with a tool for the

force rendering of the point of contact. In the case of the GRAB device [5] with two arms, each

arm is identified by a different URL and requires separate haptic rendering: “ehap://grab/left”

and “ehap://grab/right”.

One of the problems in the portability of haptic applications is the difference between the

devices in terms of workspace and force feedback limits. We address the problem by providing

to the developer detailed information about the device, a feature that is not available in most of

libraries and also we avoid any workspace scaling that affect the realism of force feedback.

5.2.4 Expressing Haptics

The haptic feedback capabilities presented so far are relative only to the standard object touch-

ing interaction that can be obtained using proxy-based algorithms, but a haptic application

sometimes requires the generation of force effects for notification of events to the user or force

fields for constraints and guidance. For example a needle insertion simulation could provide

a force field as a haptic hint for the task. HapticWeb provides a set of force effects that can be

applied as superimposed or as alternatives to the surface feedback. Each effect can be enabled

explicitly or it is associated with a time duration useful for triggered effect. At the same time

there is an activation volume in which the effect is active represented by a sphere. Finally the

force exerted by the effects can be expressed locally or globally to the haptic point of contact.

The effects that we provide can be categorized by generic force fields and constraints (see

Figure 5.6 for a schematic representation). The first group contains simple effects like spring,

implicit sphere, virtual plane, friction or constant force associated with a certain bounding vol-

ume. However the constraint effects are described using a set of points, lines and triangles

that specify attraction points for the haptic point of contact, with different levels of constraint

strength. The resultant force from the haptic loop is obtained by exclusively choosing between

the nearest active constraint and the surface feedback, and superimposing to that the other

forces caused by the other active force field effects.

The use of constraints, in particular of spline based curves, can be used also for volume

visualization applications as in [87], that discuss the integration of constraints with proxy algo-

rithms.

The geometry used for the haptic feedback is typically obtained from one precomputed

model, but there are cases in which we need to construct it dynamically or we have existing

code that visualizes some geometry using OpenGL commands. For the above reasons Hap-

ticWeb provides a geometry capture feature that allows construction of the geometry used for

the haptic rendering from the OpenGL rendering. The geometry inside the view frustum that is

sent to OpenGL inside the capture region is used for updating the haptic mesh. The other appli-

cation of this technique is for the specification of the haptic constraints discussed above. Every

point or line sent to OpenGL inside the effect capture region is transformed into a constraint

primitive2

2The geometry capture for a haptic mesh could be performed inside the haptic world semaphore, but this could
completly stall the haptic rendering, for this reason is better first to disable the object from the haptic world and then
perform the geometry capture operation.
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The following is an example of the code necessary to render an implicit sphere by using the

script code directly:

1 function OnTimer ( )
{

3 var t o o l = h_tool . t o o l ;
t o o l . updatePose ( ) ;

5

var d e l t a = t o o l . d e v i c e P o s i t i o n − sphereCenter ;
7 var d = modulus ( d e l t a ) ;

i f ( d > sphereRadius | | d == 0)
9 t o o l . f o r c e = [ 0 , 0 , 0 ] ;

e l s e
11 t o o l . f o r c e = s p h e r e S t i f f n e s s ∗ ( sphereRadius−d )∗ ( d e l t a /d ) ;

t o o l . applyForces ( ) ;
13 }

constant spring friction

point snap line constraint plane constraint

Figure 5.6: A schematic representation of haptic effects provided by HapticWeb, in the top row
the field effects and in the bottom row constraint effects

5.2.5 Web Integration

The integration with the Web is not limited to the on-demand deployment model or access to

networked resources. First we are going to discuss the URI based object namespace inside the

haptic scene, then the interaction between the HapticWeb application and the container Web

page.

Resource Namespace The integration of HapticWeb with the Web architecture is not limited

to the elements discussed so far, but it has been adopted internally for the identification of re-

sources. The multimodal entities that describe the virtual world of the HapticWeb scene can

be accessed both through the scripting language through variables that refer to the objects and

through Uniform Resource Identifiers (URI). The runtime framework of HapticWeb provides

a namespace system for accessing entities for their identification and manipulation, the root

of this namespace corresponds to the instance of the virtual environment running on the ma-

chine, and the children entities provide ways for accessing the objects contained in the VE. This
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resource-based approach makes it easier for both the internal script and the external Web page

to identify and manipulate the entities: moreover it provides the possibiltiy to identify the re-

sources in a remote HapticWeb environment. First we will discuss the part of the URI that iden-

tifies the current scene and then how it is possible to access the objects and their properties.

An object inside the scene can be identified using a complete URI that can be used by other

HapticWeb scenes running on remote machines. This URI is made of a part that identifies the

machine and the specific scene in which it is running, and then a part that identifies the object

and its properties. A specific HapticWeb scene running on a machine can be identified in differ-

ent ways. A first possibility is to use the Web Server as a proxy, and to encode a scene identifier

in the URI, but this solution limits the direct comunication between the scenes in different ma-

chines. A simple, but effective solution is to use the host address and a port number with the

pseudo-scheme “tcp” or “udp”, for example: “tcp://145.3.4.5:9100/objects/A/B”. This solution

is limited as well in the case of firewalled hosts. A solution that overcomes the problem is to

use a Peer-To-Peer layer that is capable of providing connectivity between most of the hosts. A

promising solution in this direction is the JXTA protocol. The current implementation of Hap-

ticWeb provides only the solution using the pseudo-scheme “tcp” and “udp”, with the possibility

of intregrating the P2P approach using the C-JXTA library [139].

The objects of the scene can be organized in a hierarchy and each object associated to a

name. This naming scheme constitues the representation hierarchy accessible through the

“/_objects/” path. For example if an object C is child of B and B of A, then it can be accessed

through “/_objects/A/B/C/”. The representation hierarchy usually does not correspond to the

logical hierarchy because some objects could be present only for implementation purposes.

The logical hierarchy is expressed using a mechanism similar to the object identifier provided

by Web pages, in which an object at any level of the representation hierarchy can be associated

to a top level identifier. In the HapticWeb the logical tree is accessible using an URI starting with

“/objects/”.

When the object has been identified using one of the two trees, it is possible to identify one

of its properties by appending the name of the property. For example, to access the position of

the object C we can write “/objects/C/pos”. The modification of the property value is obtained

by using the query part of the URI, for example “/object/C/pos?value=1,2,3”. This approach

allows the user to access properties in the local scene or in a remote scene, allowing, for exam-

ple, information transfer and synchronization between them. The component that manages

the resource access through URI is conceptually similar to the Dynamic Property Framework

described in [68].

Interaction with the Web page HapticWeb allows the creation of two types of applications:

immersive or embedded, depending on the use of the visualization system. Immersive 3D en-

vironments running in full screen or with stereographic displays belong to the first type, while

the latter refers to applications embedded in the Web page.

When embedded in the Web page the haptic scene interacts with the container using asyn-

chronous events that allows exchange of data and commands with the JavaScript in the Web

page. A first example of this feature is the possibility of using the Web page as a 2D user inter-

face for the 3D world as in Figure 5.4, although this solution is only valid in contextes where
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immersivity in the 3D environment is not a requirement. At the same time it is possible to use

the HapticWeb as a user interface for the Web page for visualizing and exploring the structure

of the site or for the control of a multimedia resource as in [131].

The multimedia control is an example simple enough for understanding the possibilities of

the embedding; in particular we would like to control the playback rate of a movie contained

in the Web page by using the haptic device. The force feedback is generated by a spring that

attracts the point of contact to the origin. The speed of the movie is controlled by the oriented

distance of the point of contact to the origin, and fastest speeds correspond to higher forces.

Finally the communication from the haptic scene to the movie control in the page is obtained by

generating an event that is captured by the JavaScript code in the page and used for modifying

the speed of the movie.

Multimodal Magazine A particular extension of the Web integration is the case of creation

of hypermedia document that contain a 3D multimodal environment embedded in their page

layout. Figure 5.7 shows an example of document about Pool Table’s Physics that has been en-

hanced with the possibility of haptically experiencing the content described in the text.

Figure 5.7: An example of integration of the HapticWeb system inside a Web page for new types
of documents

5.2.6 Extensibility through Python - PYXVR

The extension of HapticWeb application with external modules requires the creation of an Ex-

ternal DLL for the XVR engine. An alternative to this approach is PYXVR [117]. PYXVR is a special

module for XVR that allows to develop XVR application, and consequently HapticWeb applica-

tions, using the Python language. There are two ways of using PYXVR, the first is to use Python

for providing to XVR the access to the large number of Python modules, the second is to de-

velop HapticWeb applications using the Python language. The integration of Python in XVR is

full allowing the complete access to the XVR types and classes both internal and external, as the

case of the haptic module used in HapticWeb. The architectural structure of PYXVR is shown

in Figure 5.8, where is clear the dual scripting structure of PYXVR. Among the additional possi-
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bilites offered by PYXVR there are the support for multi-threading and debugging, features not

yet available in XVR.

Figure 5.8: Architecture of the PYXVR system, showing the relationship between the two script-
ing systems and the modules

The following example is a small PYXVR application that displays a 3D grid and invokes func-

tions from the XVR core and from the associated script. First the S3D code that invokes the

Python code:

1 # include < Script3d . h>

3 # define ENGINE_VERSION " 0141 "
extern function PythonEngine ;

5 var py ;

7 function OnDownload ( s c r i p t )
{

9 FileDownload ( " pyxvr . zip " ) ;
FileDownload ( " pyxvrminimal . py" ) ;

11 }

13 function OnInit ( s c r i p t )
{

15 LoadModule ( " pyxvr_ "+ENGINE_VERSION+" . d l l " ) ;

17 py = PythonEngine ( ) ;
py . e v a l F i l e ( " pyxvrminimal . py" ) ;

19 py . c a l l ( " OnInit " ) ;
}

21

function DrawGrid ( n )
23 {

var i ;
25 glLineWidth ( n ) ;

27 g l D i s a b l e ( GL_LIGHTING ) ;
g lColor ( 0 . 5 , 0 . 5 , 0 . 5 ) ;

29
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glBegin ( GL_LINES ) ;
31 f o r ( i = −100; i <=100; i +=10 )

{
33 g l V e r t e x ( i , 0 , 100 ) ;

g l V e r t e x ( i , 0 , −100 ) ;
35

g l V e r t e x ( 100 , 0 , i ) ;
37 g l V e r t e x (−100 , 0 , i ) ;

}
39 glEnd ( ) ;

}
41

function OnFrame ( )
43 {

py . c a l l ( "OnFrame" ) ;
45 }

47 function OnExit ( )
{

49 OutputLN ( " OnExit ! " ) ;
py = Void ;

51 }

Then the Python code:

1 #import rpdb2 ; rpdb2 . start_embedded_debugger ( " Hello " , True )
from pyxvr import ∗

3

mesh = None
5 pos = 0 . 5

7 def OnInit ( ) :
global mesh

9 mesh = CVmNewMesh( "box . aam" ) ;
mesh . Normalize ( 1 )

11 SetCameraPosition ( [ 0 , 2 , −1 0 ] ) ;
CameraSetTarget ( 0 , 0 , 0 ) ;

13

def OnFrame ( ) :
15 global mesh

global pos
17 SceneBegin ( ) ;

mesh . Draw ( )
19 g l T r a n s l a t e ( 0 , pos , 0 ) ;

XVR . DrawGrid ( 3 ) ;
21 SceneEnd ( ) ;
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5.3 Evaluation

In this section we present some analysis of the perfomance of HapticWeb and its easiness of

development.

5.3.1 Haptic Loop

The haptic loop is one of the key aspects of any haptic application because its efficient imple-

mentation provides a stable haptic interaction, usually obtained by maintaining a rate around

1kHz. The HapticWeb platform allows the developer to choose between two different approaches

for the definition of the haptic loop. In the first approach we describe the haptic scene using a

scene graph made of 3D models and haptic effects, and the engine manages the haptic loop in

a way transparent to the program. The developer can access and manipulate the state of the

objects only after obtaining a lock on the haptic scene. With this approach the resulting per-

formance of the haptic loop is the same as of a native application, that is only limited by the

precision of the timer’s scheduling of the operating system.

The second approach is more flexible because it allows the developer to use both the haptic

scene graph and scripting to compute the force feedback. The purpose of this feature is to allow

experimentation with new haptic effects or rendering techniques not provided by HapticWeb.

In general the performance difference between the scripting approach and the native haptic

loop depends on the multithreading support of the scripting system. The current approach of

HapticWeb is a multithreaded execution environment in which the virtual machine running the

script is a shared resource associated only to one thread at a time. At each iteration on the two

main loops, one for the graphics running at 75Hz and the other a generic timer running up to

1KHz, it waits for the virtual machine semaphore, allowing the execution of the corresponding

callback function. In this way the scripting evaluation is equivalent to a single threaded ap-

proach that simplifies the synchronization aspect for the user, but can introduce performance

problems in the haptic loop. The force computed by the scripted haptic loop is sent to a native

thread that runs exactly at 1KHz and communicates it to the device’s driver. In this way the de-

lay of the timer loop is a possible source of instability although not a source of the timeout for

the device.

As we are going to show later in the experiments section, the performance of a script-based

haptic feedback in HapticWeb is well suited for haptic feedback only if the graphics loop is

performing light computations and not blocking the haptic loop. Fortunately there is a third

possibility that maintains the flexibility of the scripting and the performance of the native hap-

tic loop. This third approach uses an intermediate representation or local model of the force

feedback between the high level part, the script, and the low level loop, the native component.

This representation has been adopted in networked haptic rendering for overcoming the prob-

lems connected to the delay (see [91]) and it can be applied to this system as well. Instead of

computing and sending forces to the device from the script we compute a local surface para-

meterization that is used by the native loop to perform the force rendering. Two examples of

intermediate representations are the plane and probe and the point-to-point spring. Figure 5.9

shows the three approaches of the haptic loop inside HapticWeb.

The script side of the haptic loop computes the collision of the probe with the surface and
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Figure 5.9: The three ways of implementing the graphic-haptic loops: (a) native only (b) script
only (c) intermediate based. Each circle represents a functional loop and the oscillation gives a
qualitative idea of the loop’s rate

produces an oriented plane with a specified stiffness value that is sent to the native haptic loop.

In this way a drop of the script loop to 500Hz does not hurt the stability of the interaction. Re-

spect the networked case, the tight connection between the two loops allows a reduction of the

artifacts associated with this intermediate representation. This approach can be obtained in-

side HapticWeb using two haptic scenes. The first contains all the models and a virtual point of

contact, whose position is obtained from the real point of contact. The slower script-based loop

computes the proxy in the standard way and it updates position and orientation of the virtual

plane. The second scene, containinig the real point of contact and the plane, has a full speed

haptic loop. Surface properties can be added to this local model, although other properties like

textures are more diffult to add.

We have peformed some performance measurements of the haptic loop delay under vari-

ous graphics loads for showing the conditions under which is possible to perform a script-only

haptic loop.

5.3.2 Force Rendering Tests

The performance measurements for haptics usually requires a user assessment of the stability

of the result with the consequence of introducing human related noise in the measurement.

In these tests we used the benchmarking framework introduced in [119] in which the haptic

feedback is computed and compared against an exploratory trajectory, over the object recorded

using a force and position probe. We feed the haptic loop with positions from the recorded tra-

jectory computing the delay in the response and the error in the force result. The measurement

of the performances has been obtained using the open source Performance API (PAPI) ([86])

that provides a multiplatform access to the hardware counters of the processor for evaluating

the exact timestamp and the number of floating point operations performed.

The performance test has been performed on a Pentium M 2.0GHz with an NVidia Quadro Fx

Go 1400 graphics card. We took two trajectories of about 6 seconds probed over a laser scanned

object with a trajectory sampling of 1kHz (see Figure 5.10). The comparison has been done be-
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tween the script-based loop and the native loop under different conditions of graphics load. In

Figure 5.11 we show the average haptic loop period of the script-based loop against the refer-

ence native loop with six load levels and three mesh resolutions of 3k, 64k and 137k triangles .

The graphics loads level goes from a none operation for the graphics to a multipass rendering

with a read pixel operation.

What happens is something that could be expected from the current solution provided by

the script. While performing haptic rendering using the script, it is fundamental to keep the

graphics callback loads low, which corresponds to sending a small number of OpenGL com-

mands to the driver and to not performing operations that stall the OpenGL system. In the case

of pixel reading the OpenGL driver needs to terminate the rendering while the script execution

is inside the graphics loop, with the result of deeply impacting the haptic loop’s performance

as shown by the case “ORC”. In general the graphics loop load depends more on the way the

graphics commands are sent to the OpenGL system than the absolute complexity of the scene.

A graphics loop that does not create dependencies to the OpenGL performs the rendering phase

outside the script callback allowing a peformant execution of the scripted haptic loop.

Figure 5.10: This is an example of the probed trajectory used for benchmarking the haptic in-
teraction with the model using the various haptic loop approaches
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Figure 5.11: The graph shows the relation between the haptic loop period and the graphic load,
comparing the native case (1ms) against the script-based loops with different resolutions of the
model
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We have shown that under some conditions the script only haptic loop provides stable re-

sults, and when needed it is possible to use the intermediate representation that provides a

tradeoff between stability and flexibility. A first improvement is a more complex local model,

but additional flexibility could be provided by a specialized script, a force shader, that is inde-

pendent of the rest of the application script. This solution has some analogies with the trend of

computer graphics from fixed function pipelines to shaders.

5.4 Applications

This section presents some of the applications developed using HapticWeb highlighting the fea-

ture of the framework that have been used.

5.4.1 Haptic Pool

A complete example of application using HapticWeb is the Haptic Pool, that allows to play Bil-

liards using a haptic interface. This example integrates the dynamic simulation of the pool table

with the haptic feedback using the HapticWeb framework described above. The haptic interface

is used for impressing force and direction over the balls, and also for changing the point of view

of the player, using the direct rendering of the forces. Figure 5.12 shows the application while

playing with the GRAB device.

Figure 5.12: Example of the Haptic Pool application in which the GRAB device is being used

The application is enhanced with audio feedback to provide the sound of collisions between

the balls with the cushions and other balls. The user decides the hit direction through the hap-

tic interface; then by pressing a button on the device, a virtual sliding is implemented that con-

straints the cue to move only forward and backward along a line aligned with the hit direction

and through a point p of the ball, that represents the hit point. Basically the force-feedback is

computed as an impulse force assumed proportional to the hitting velocity, Fhit = kvhit. If T is

the sampling time, an impulse force Ihit = FhitT , is then applied to the ball at the position p
where the cue hits the ball, the linear and rolling initial conditions of the dynamics of the ball

are given by:
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{
mvin = Ihit

Iωin = p× Ihi

(5.1)

The hit point p can be changed by the user through the arrow keys to implement underspin-

ning effects, see for instance the green point in . Billiard cloth is implemented through static

µs and dynamic friction µs properties, and with an additional constant force term Fel = k2mg

proportional to the ball weight, that models the dissipation of energy due to the elasticity of the

cloth under the weight of the balls.

Then the free dynamics of the ball is computed to determine the evolution of position of the

ball over time, until collisions either with other balls or cushions happen. In static conditions we

have, indicating with R the ball radius, and by considering the moment equilibrium equation

at the contact point {
v = ωR

I dω
dt = −FelR

(5.2)

while in dynamic conditions, with sliding occurring between the ball and the cloth{
mdv

dt = −µdmg − Fel

I dω
dt = −FelR

(5.3)

The collisions are modeled with simple geometry reflection rules and conservation of mo-

mentum, but considering a restitution coefficient that is a function of the material of the col-

liding objects, modeling dissipating phenomena in the collision. Cushions are modelled with

suitable height and contact radius, in order to predict the correct collision behavior. All the

dynamics is implemented through the Novodex dynamic simulation engine.

In Figure 5.13 and Figure 5.14 the possibilities offered by the application are shown, like real

time collision detection capability and dynamics with modeling of rolling of balls, and possiblity

of applying spinning effects when hitting the balls, by varying the point of application of force

p.

5.4.2 Virtual Restoration

The Virtual Restoration application was developed as part of the VICOM project, with the ob-

jective of providing a haptic enabled system for the collaborative restoration of pictures. In this

application HapticWeb is used with the scenegraph form and integrated in a higher level library

that allows the mixed use of mouse, local and remote haptic interfaces, in a device independent

graphical user interface. Haptics is used also for enhancing the feedback of exploration of the

image with simulated roughness.

5.5 Discussion

In this chapter we have presented HapticWeb, a tool for the creation of haptic application on

the Web. The description of the features and the architecture has been completed by an eval-

uation of the haptic loop performance under different conditions. We hope that this tool and
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its application will increase the development and the experimentation on haptics, and the cre-

ation of new kinds of applications. Additional information about HapticWeb, the documen-

tation and the code for developing applications are available on the project’s website http:

//www.hapticweb.org/ .

The main limitations of the HapticWeb framework are the limit in the type of haptic ren-

dering modes provided, effects and meshes, and the complexity in the development, although

reduced respect the traditional C++ applications. The integration of the scripting system with

patch based visual programming would improve the effectiveness of HapticWeb.

Future plans for HapticWeb cover improvements of the object model for higher level man-

agement of the scene, support for more haptic materials as textures, and a complete collabo-

rative layer for the interaction between remote environments. Another more general improve-

ment for HapticWeb is the porting of the XVR system to Java, an effort that involves the creation

of a new compiler with support of types and that generates efficient Java code from S3D code.

The benefits of this porting there are the support for multiple platforms and the higher effi-

ciency provided by the Java Virtual Machine, two elements that could increase the spreading of

this framework.
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(a) The user manipulates the billiard cue

(b) Soon after the queue has hit the ball
that is travelling toward the other balls

(c) The ball has collided with the other
balls

(d) The ball hits cushions and birilli

Figure 5.13: A sequence of snapshots of the pooling demo application
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(a) Central hit

(b) Underspinning hit of the ball

Figure 5.14: Possibility of adding spinning effects while hitting the ball

Figure 5.15: Virtual Restoration application, working with the two arms of the GRAB device



Chapter 6

Summary

The research activity presented in previous chapters presented an overall vision of Haptic Ren-

dering from the low level algorithms to high level application design. The focus of the research

have been a balance between the management of multirate issues in Haptic Rendering and the

perceptual aspects of Haptics.

The future directions of research are aimed at two different aspects. The first is based on an

improved understanding of the concept of haptic trajectories not only for imporoving bench-

marks but also for the recording, storage and transmission of haptic gestures. The second as-

pect focuses instead on the aspect of framework for Haptic application based on information,

in which a generic information set is transformed into a multimodal representation enhanced

with haptic feedback.
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Appendix A

GNU Free Documentation License

Version 1.2, November 2002

Copyright c©2000,2001,2002 Free Software Foundation, Inc.

51 Franklin St, Fifth Floor, Boston, MA 02110-1301 USA

Everyone is permitted to copy and distribute verbatim copies of this license document, but

changing it is not allowed.

Preamble

The purpose of this License is to make a manual, textbook, or other functional and useful

document "free" in the sense of freedom: to assure everyone the effective freedom to copy and

redistribute it, with or without modifying it, either commercially or noncommercially. Secon-

darily, this License preserves for the author and publisher a way to get credit for their work,

while not being considered responsible for modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must

themselves be free in the same sense. It complements the GNU General Public License, which

is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software, because free

software needs free documentation: a free program should come with manuals providing the

same freedoms that the software does. But this License is not limited to software manuals; it

can be used for any textual work, regardless of subject matter or whether it is published as a

printed book. We recommend this License principally for works whose purpose is instruction

or reference.

1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice

placed by the copyright holder saying it can be distributed under the terms of this License. Such

a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under

the conditions stated herein. The "Document", below, refers to any such manual or work. Any

member of the public is a licensee, and is addressed as "you". You accept the license if you copy,

modify or distribute the work in a way requiring permission under copyright law.
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A "Modified Version" of the Document means any work containing the Document or a por-

tion of it, either copied verbatim, or with modifications and/or translated into another lan-

guage.

A "Secondary Section" is a named appendix or a front-matter section of the Document

that deals exclusively with the relationship of the publishers or authors of the Document to

the Document’s overall subject (or to related matters) and contains nothing that could fall di-

rectly within that overall subject. (Thus, if the Document is in part a textbook of mathematics,

a Secondary Section may not explain any mathematics.) The relationship could be a matter of

historical connection with the subject or with related matters, or of legal, commercial, philo-

sophical, ethical or political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as be-

ing those of Invariant Sections, in the notice that says that the Document is released under this

License. If a section does not fit the above definition of Secondary then it is not allowed to be

designated as Invariant. The Document may contain zero Invariant Sections. If the Document

does not identify any Invariant Sections then there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or

Back-Cover Texts, in the notice that says that the Document is released under this License. A

Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a

format whose specification is available to the general public, that is suitable for revising the

document straightforwardly with generic text editors or (for images composed of pixels) generic

paint programs or (for drawings) some widely available drawing editor, and that is suitable for

input to text formatters or for automatic translation to a variety of formats suitable for input to

text formatters. A copy made in an otherwise Transparent file format whose markup, or absence

of markup, has been arranged to thwart or discourage subsequent modification by readers is not

Transparent. An image format is not Transparent if used for any substantial amount of text. A

copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup,

Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and

standard-conforming simple HTML, PostScript or PDF designed for human modification. Ex-

amples of transparent image formats include PNG, XCF and JPG. Opaque formats include pro-

prietary formats that can be read and edited only by proprietary word processors, SGML or

XML for which the DTD and/or processing tools are not generally available, and the machine-

generated HTML, PostScript or PDF produced by some word processors for output purposes

only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages

as are needed to hold, legibly, the material this License requires to appear in the title page. For

works in formats which do not have any title page as such, "Title Page" means the text near the

most prominent appearance of the work’s title, preceding the beginning of the body of the text.

A section "Entitled XYZ" means a named subunit of the Document whose title either is pre-

cisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language.

(Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements",

"Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when
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you modify the Document means that it remains a section "Entitled XYZ" according to this def-

inition.

The Document may include Warranty Disclaimers next to the notice which states that this

License applies to the Document. These Warranty Disclaimers are considered to be included by

reference in this License, but only as regards disclaiming warranties: any other implication that

these Warranty Disclaimers may have is void and has no effect on the meaning of this License.

2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or non-

commercially, provided that this License, the copyright notices, and the license notice saying

this License applies to the Document are reproduced in all copies, and that you add no other

conditions whatsoever to those of this License. You may not use technical measures to obstruct

or control the reading or further copying of the copies you make or distribute. However, you

may accept compensation in exchange for copies. If you distribute a large enough number of

copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly

display copies.

3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the

Document, numbering more than 100, and the Document’s license notice requires Cover Texts,

you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-

Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also

clearly and legibly identify you as the publisher of these copies. The front cover must present

the full title with all words of the title equally prominent and visible. You may add other material

on the covers in addition. Copying with changes limited to the covers, as long as they preserve

the title of the Document and satisfy these conditions, can be treated as verbatim copying in

other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first

ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent

pages.

If you publish or distribute Opaque copies of the Document numbering more than 100,

you must either include a machine-readable Transparent copy along with each Opaque copy,

or state in or with each Opaque copy a computer-network location from which the general

network-using public has access to download using public-standard network protocols a com-

plete Transparent copy of the Document, free of added material. If you use the latter option, you

must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity,

to ensure that this Transparent copy will remain thus accessible at the stated location until at

least one year after the last time you distribute an Opaque copy (directly or through your agents

or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before

redistributing any large number of copies, to give them a chance to provide you with an updated

version of the Document.
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4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of

sections 2 and 3 above, provided that you release the Modified Version under precisely this Li-

cense, with the Modified Version filling the role of the Document, thus licensing distribution

and modification of the Modified Version to whoever possesses a copy of it. In addition, you

must do these things in the Modified Version:

A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document,

and from those of previous versions (which should, if there were any, be listed in the His-

tory section of the Document). You may use the same title as a previous version if the

original publisher of that version gives permission.

B. List on the Title Page, as authors, one or more persons or entities responsible for author-

ship of the modifications in the Modified Version, together with at least five of the principal

authors of the Document (all of its principal authors, if it has fewer than five), unless they

release you from this requirement.

C. State on the Title page the name of the publisher of the Modified Version, as the publisher.

D. Preserve all the copyright notices of the Document.

E. Add an appropriate copyright notice for your modifications adjacent to the other copy-

right notices.

F. Include, immediately after the copyright notices, a license notice giving the public per-

mission to use the Modified Version under the terms of this License, in the form shown in

the Addendum below.

G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts

given in the Document’s license notice.

H. Include an unaltered copy of this License.

I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at

least the title, year, new authors, and publisher of the Modified Version as given on the

Title Page. If there is no section Entitled "History" in the Document, create one stating the

title, year, authors, and publisher of the Document as given on its Title Page, then add an

item describing the Modified Version as stated in the previous sentence.

J. Preserve the network location, if any, given in the Document for public access to a Trans-

parent copy of the Document, and likewise the network locations given in the Document

for previous versions it was based on. These may be placed in the "History" section. You

may omit a network location for a work that was published at least four years before the

Document itself, or if the original publisher of the version it refers to gives permission.

K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the

section, and preserve in the section all the substance and tone of each of the contributor

acknowledgements and/or dedications given therein.
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L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their

titles. Section numbers or the equivalent are not considered part of the section titles.

M. Delete any section Entitled "Endorsements". Such a section may not be included in the

Modified Version.

N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with

any Invariant Section.

O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Sec-

ondary Sections and contain no material copied from the Document, you may at your option

designate some or all of these sections as invariant. To do this, add their titles to the list of In-

variant Sections in the Modified Version’s license notice. These titles must be distinct from any

other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorse-

ments of your Modified Version by various parties–for example, statements of peer review or

that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to

25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version.

Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through

arrangements made by) any one entity. If the Document already includes a cover text for the

same cover, previously added by you or by arrangement made by the same entity you are acting

on behalf of, you may not add another; but you may replace the old one, on explicit permission

from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to

use their names for publicity for or to assert or imply endorsement of any Modified Version.

5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under

the terms defined in section 4 above for modified versions, provided that you include in the

combination all of the Invariant Sections of all of the original documents, unmodified, and list

them all as Invariant Sections of your combined work in its license notice, and that you preserve

all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical In-

variant Sections may be replaced with a single copy. If there are multiple Invariant Sections with

the same name but different contents, make the title of each such section unique by adding

at the end of it, in parentheses, the name of the original author or publisher of that section if

known, or else a unique number. Make the same adjustment to the section titles in the list of

Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various origi-

nal documents, forming one section Entitled "History"; likewise combine any sections Entitled

"Acknowledgements", and any sections Entitled "Dedications". You must delete all sections

Entitled "Endorsements".
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6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under

this License, and replace the individual copies of this License in the various documents with a

single copy that is included in the collection, provided that you follow the rules of this License

for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually un-

der this License, provided you insert a copy of this License into the extracted document, and

follow this License in all other respects regarding verbatim copying of that document.

7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent doc-

uments or works, in or on a volume of a storage or distribution medium, is called an "aggregate"

if the copyright resulting from the compilation is not used to limit the legal rights of the compi-

lation’s users beyond what the individual works permit. When the Document is included in an

aggregate, this License does not apply to the other works in the aggregate which are not them-

selves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then

if the Document is less than one half of the entire aggregate, the Document’s Cover Texts may be

placed on covers that bracket the Document within the aggregate, or the electronic equivalent

of covers if the Document is in electronic form. Otherwise they must appear on printed covers

that bracket the whole aggregate.

8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the

Document under the terms of section 4. Replacing Invariant Sections with translations requires

special permission from their copyright holders, but you may include translations of some or

all Invariant Sections in addition to the original versions of these Invariant Sections. You may

include a translation of this License, and all the license notices in the Document, and any War-

ranty Disclaimers, provided that you also include the original English version of this License

and the original versions of those notices and disclaimers. In case of a disagreement between

the translation and the original version of this License or a notice or disclaimer, the original

version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History",

the requirement (section 4) to Preserve its Title (section 1) will typically require changing the

actual title.

9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly pro-

vided for under this License. Any other attempt to copy, modify, sublicense or distribute the

Document is void, and will automatically terminate your rights under this License. However,

parties who have received copies, or rights, from you under this License will not have their li-

censes terminated so long as such parties remain in full compliance.
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10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Docu-

mentation License from time to time. Such new versions will be similar in spirit to the present

version, but may differ in detail to address new problems or concerns. See http://www.gnu.

org/copyleft/ .

Each version of the License is given a distinguishing version number. If the Document spec-

ifies that a particular numbered version of this License "or any later version" applies to it, you

have the option of following the terms and conditions either of that specified version or of any

later version that has been published (not as a draft) by the Free Software Foundation. If the

Document does not specify a version number of this License, you may choose any version ever

published (not as a draft) by the Free Software Foundation.

ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the

document and put the following copyright and license notices just after the title page:

Copyright c©YEAR YOUR NAME. Permission is granted to copy, distribute and/or

modify this document under the terms of the GNU Free Documentation License,

Version 1.2 or any later version published by the Free Software Foundation; with no

Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts. A copy of the

license is included in the section entitled "GNU Free Documentation License".

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with...Texts."

line with this:

with the Invariant Sections being LIST THEIR TITLES, with the Front-Cover Texts

being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the three,

merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend releasing

these examples in parallel under your choice of free software license, such as the GNU General

Public License, to permit their use in free software.

http://www.gnu.org/copyleft/
http://www.gnu.org/copyleft/
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