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Abstract

Turbulent flows and flames are inherently threeetisional (3D) in space and transient in
time. As a result, diagnostic techniques whichmavide 4D measurement (4D in this dissertation
refers to all three spatial directions and timeyehdeen long desired. The purpose of this
dissertation is to investigate two of such diagiessboth for the fundamental study of turbulent
flow and combustion processes and also for theileppésearch of practical devices. These two
diagnostics are respectively tomographic chemilestence (TC) and volumetric laser induced
fluorescence (VLIF). The TC technique uses the cloenmescence emission from flame radicals
to enable 4D measurements in of flame topograptyght speed. The VLIF technique uses the
LIF transition of a target species to enable 4D susaments or visualization of the key flows and
flame parameters. This dissertation describes tingerical and experimental validation of these
two techniques, and explores their capabilities mmitations. It is expected that the results
obtained in this dissertation lay the groundwornkftomther development and expanded application

of 4D diagnostics for the study of turbulent floarsd combustion processes.
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General Audience Abstract

Optical diagnostics have become indispensable ttmolshe study of turbulent flows and
flames. However, optical diagnostics developed hia past have been primarily limited to
measurements at a point, along a line, or acrasgalimensional (2D) plane; while turbulent
flows and flames are inherently four-dimension&krde-dimensional in space and transient in
time). As a result, diagnostic techniques which paovide 4D measurement have been long
desired. The purpose of this dissertation is testigate two of such 4D diagnostics both for the
fundamental study of turbulent flow and combustiwacesses and also for the applied research
of practical devices. These two diagnostics arepeesvely code named tomographic
chemiluminescence (TC) and volumetric laser inddkeetescence (VLIF). For the TC technique,
the emission of light as the result of combustioge. Chemiluminescence) is firstly recorded by
multiple cameras placed at different orientatiohsiumerical algorithm is then applied on the
data recorded to reconstruct the 4D flame structitoe the VLIF technique, a laser is used to
excite a specific species in the flow or flame. Exeited species then de-excite to emit light at a
wavelength longer than the laser wavelength. Thitesilight is then captured by optical sensors
and again, the numerical algorithm is applied toonstruct the flow or flame structure. This
dissertation describes the numerical and exper@hesaidation of these two techniques, and
explores their capabilities and limitations. leigpected that the results obtained in this dissenta
lay the groundwork for further development and exjeal application of 4D diagnostics for the

study of turbulent flows and combustion processes.
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Chapter 1 Introduction

1.1 Overview of optical diagnostics

Non-intrusive optical diagnostics have been dematei as powerful tools for the study of
the flow and combustion processes[1]. Comparethttitional intrusive diagnostic methods (e.g.
Pitot tubes, hotwire and thermocouple), opticagd@stics avoid physical contact with the target
flow field. Thus, optical diagnostics remove thstdrbance to the target flow and can endure harsh
measurement environments such as high temperdtigle,pressure, explosive and corrosive
species. Furthermore, optical diagnostics alsoigeo& new perspective for remote control thanks
to the availability of high-performance optical gooment such as high speed lasers, cameras, and
fibers.

A suite of optical diagnostic techniques has besearched and developed in the past decades
for flow and combustion research. As an incomplisteoptical diagnostic techniques developed
and relatively matured in the past include passelniques (which does not require the use of an
external source to excite the target flow or flam@gh as chemiluminescence [2], soot radiation
[3, 4] and surface radiation [5, 6]; and laser-blagealysis techniques such as Particle Image
Velocimetry (PIV) [7, 8], Laser Doppler AnemomettyDA) [9, 10], Phase Doppler Anemometry
(PDA) [11, 12], Laser-Induced Fluorescence (LIF3-[i5], Laser Induced Incandescence (LII)
[16, 17], Raman scattering [18, 19], Rayleigh szatg [20, 21], Mie scattering [22, 23], and light
absorption techniques [24, 25]. These techniquesased on different physics (e.g. emission,
excitation, scattering, refraction, etc.) and they applied in practical measurements to measure
different flow parameters, ranging from temperatweocity, chemical species concentration,
mixture fraction, etc. Note that no single techmigsicapable of measuring all flow parameters of

interests in a typical experiment, thus multipléfestent techniques are usually combined by
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researchers to measure the properties of intesgstglitaneously in order to achieve a more
complete analysis of the flow or combustion system.

Before moving on to the specific optical diagnostichnique studied in this dissertation, it is
worthwhile to point out some of the limitations am@mplications of optical diagnostic
measurements. First and foremost, optical accesdnigys a major concern in the practical
application of optical diagnostics. Practical degicusually have limited optical access. For
instance, the test section of wind/water tunnelsallg have observation windows with limited
physical dimension, and the combustion chamberastrangines are manufactured using opaque
materials (e.g. metals, ceramics, etc.). Therefdrés not trivial to overcome the practical
constraints and obtain enough optical access teimmgnt the intended optical diagnostic. Second,
the quantitative interpretation of optical signalnot always straightforward or even feasible.
Understanding the translation from the optical aligio the target flow/flame properties can
involve complicated spectroscopic analysis andalidhe parameters required in such analysis are
readily available. Third, the cost of optical selss¢e.g. cameras, lenses and lasers) can be
relatively expensive compared with other measuréremhniques. Plenty of past efforts have
been invested to overcome these limitations ancptioations, and these efforts will surely evolve
together with the advancement of laser, fiber, carand optic technologies. For example, fibers
[26, 27] and fiber-based endoscopes (FBESs) [28ha9¢ been shown to be effective in gather the
maximum amount of information with minimal opticatcess because of their relatively small
footprint (compared to cameras) and their abilitycircumvent the need for line-of-sight optical
access [30]. Also, researchers have been contirthengevelopment of spectroscopic databases
and computational algorithms with high efficienoyrterpret the optical signal to obtain the target

properties [31-33], and these database and algmwittave been and are still being validated [34].



1.2 Development of 4D diagnostics

This work defines dimensionality based both on spawd time, and 4D diagnostics refer to
diagnostics that can resolve the target propertly both adequate temporal resolution and spatial
resolution in all three spatial directions. Follogithis definition of terminology, a 3D diagnostic
technique refers to a technique can either resalt@rget parameter in all three dimensions of
space but without temporal resolution, or in twmensions of space (i.e. a planar measurement)
and time.

It is also necessary to clarify the definition ofasurement duration and the repetition rate of
measurements used in this work. This work refefsitgle-shot” measurement as measurements
that were accomplished during the duration of angls laser pulse (pulsed lasers are typically
used as the light source in many of the opticajmiistics), which ranged from a few nanoseconds
to a few hundred nanoseconds in this work. Suaylesishot measurements are sufficiently short
to freeze any motion of the target flow of pradticancern.

This work refers to high-speed or high-repetitiatermeasurements in terms of the temporal
separation between two consecutive measurementex&mple, if a series of measurements were
obtained and the temporal separation between aoyctmsecutive measurements is 1 ms, then
the measurement will be referred to as measureraeateepetition rate of 1 kHz (or simply 1 kHz
measurements). Moreover, if each of the measureimémé series is made within the duration of
a single laser pulse, then these measurementbeviiferred to as single-shot measurements at 1
kHz.

With the above definition of dimensionality, measmuent duration, and measurement rate,
here we briefly overview the possibility strategtesobtained 4D single-shot measurements via

optical diagnostics. With currently available optisensors and image equipment, two potential



approaches have attracted the majority of resesdtehtion to enable 4D measurements: the rapid
scanning of 2D planar techniques [35, 36] and taayoigy [37, 38]. The first approach extends a
2D planar technique to 4D measurements by rapidnmsing the illumination laser sheet
sequentially across multiple spatial locations. Whiee time scale required for scanning is small
relative to the flow time scale, the 2D measureme@titained sequentially at multiple locations
can be stacked together for forming a 4D measuremgrieast conceptually, any 2D planar
technigues can be extended by this approach tanobfameasurements. For example, based on
this method, past efforts have demonstrated thend&surement of chemical species concentration
based on planar laser induced fluorescence (P13%) 40], 4D measurement of soot volume
fraction based on laser induced incandescence §tl| 4D visualization of flow-structure-based
planar Mie scattering [35].

In contrast to the first scanning approach, these@pproach is based on tomography and it
obtains instantaneous 4D measurements without BwannThis approach obtains 4D
measurements by measuring multiple projectiondi@ftarget flow/flame from various locations
and orientations simultaneously, and then by periog a tomographic inversion using the
projections as inputs. Multiple-dimensional optidegnostics developed in the past based on the
tomographic approach include tunable diode lassor@btion spectroscopy (TDLAS) [42, 43] and
hyperspectral absorption tomography (HT) [44, 45§solve the distribution of chemical species
and temperature, tomographic PIV [8] to resolveery field, tomographic Mie scattering [46]
and tomographic chemiluminescence (TC) [47, 48twlve turbulent flame fronts. Compared
with the first approach based on scanning, the gyaphic approach obtains 4D measurements
instantaneously and volumetrically without scannnegulting in several fundamental differences

between these two approaches. In terms of the mezasut repetition, the first approach is limited



typically by the time required to scan and the egph rate of the illumination laser, whereas the
second approach is limited by the frame rate ofctnmera to capture the projections or by the
repetition rate of the lasers (both of which caachetens of kHz with commercially available
products). In terms of spatial resolution, thetfapproach enjoys well-defined spatial resolution
in the plane of the illumination laser sheet. Hoergvthe spatial resolution in the direction of the
scan depends on several factors, including thesitepf the scan, the thickness of the laser sheet
and the accuracy and reproducibility of the scame Bpatial resolution of the tomographic
approach, in contrast, depends on the imaging ®pticl the inversion algorithm in all three
directions [49].

This dissertation focuses on the development ahdaten of two 4D techniques based on
the tomographic approach. The first technique & tibmographic chemiluminescence (TC)
technique, and the second one is the volumetrér lagluced fluorescence (VLIF) technique. The
motivation and goal of studying TC and VLIF in thissertation are twofold. First, for the TC
technique, past work has conducted extensively ngailevalidations, but experimental
validations have been limited either to simple #=nor indirect comparisons for turbulent flames.
Therefore, the first goal of this work is to desamexperiment that can directly validate the TC
technique in turbulent flames. To accomplish tlualgthis work designed an experiment in which
the TC technique was simultaneously performed waithestablished PLIF measurements, such
that the 3D measurements obtained from the TC tgobncan be directly compared to and
validated by the PLIF measurements. Second, theet@nique has intrinsic limitations and
restrictions, and an alternative method, the VLIEthod, is thus explored to overcome these
limitations. The TC approach relies on the naseemsions from excited radicals generated by

chemical reactions, such as CH* and/or OH*. Theretbe signal intensity of chemiluminescence



is relatively low (compared with signal generateg laser-based approaches). When TC
measurements are desired at high repetition re@xposure time (i.e., the measurement duration)
will decrease and so does the signal-to-noise (8iMR) of the measurements. Moreover, if we
would like to study the distribution of a particuladical (such as CH*) in the flow or flame,
additional optical filters will be needed to bldtie chemiluminescence signal from other radicals,
which further reduces the signal level and SNRoVercome these limitations and restrictions, a
new approach, VLIF, is developed. The VLIF approemimbined LIF with computed tomography
to obtain 4D measurements. More specifically, tHdFvapproach uses a thick laser slab (in
contrast to the thin laser sheet used in stati¢-RlcIscanning PLIF) to excite the target radicals
volumetrically and continuously. The LIF signalsited by the target radicals are then measured
from multiple perspectives to form projections, antdmographic inversion is applied. Compared
with TC, the VLIF technique enable three advantagagsolving the flow/flame topography to
overcome the limitations of the TC technique. Fitisé LIF signal can be significantly stronger
than the nascent chemiluminescence emissions, whétps to improve the SNR of the
measurements. Second, with a careful choice okexugation laser, the LIF signal is species
specific, i.e., the signal is only generated frorh @ OH [50]. Third, the measurement duration
of LIF measurement is determined by the duratiotheflaser pulse (which ranged from several
nanoseconds to several hundreds of nanosecondsh isfsignificantly shorter than the exposure
time used in the TC measurements. As a result, lfRdased 4D diagnostics can be applied to

(i.e., to “freeze”) more transient flows than th& fechnique.



1.3 Organization and summary of contributions

The rest of this dissertation is organized as wdloChapter 2 discusses the experimental
validation of TC in highly turbulent flame. The feis to directly and quantitatively validate the
TC result of flame topography by comparing it agaisimultaneous planar measurements
obtained from established PLIF technique. Sincé~R& la planar technique, the comparison was
performed by overlapping the PLIF image of the #afront on 2D reconstructed slices of TC.
Such comparison also illustrates the capability &mitation of both techniques. It can be
concluded from the comparison that the TC techneqnables more total imaging elements within
a 3D volume and provides information unachievaltenf 2D measurements (e.g. Gaussian
curvature of the flame front in 3D)

After the validation measurements in chapter 2,ptdra3 demonstrates the 4D TC
measurement on a highly turbulent flame to obt&rfldme properties, including the location of
the flame front and flame curvatures. For the fldraet location analysis, the PDF of flame front
is extracted from a number of reconstructions ef4b measurement, and the PDFs of the flame
at different spatial locations are compared to edhian understanding of the turbulent flame
topography statistically. For the flame front cunra analysis, 2D curvatures along specific
directions and 3D curvature under various definitwe calculated from the reconstructed flame
front. The PDFs of 2D and 3D curvatures are alsopared to quantify the flame surface in 3D.
These 4D measurements and statistics provide aablaludatabase for the validation and
development of combustion models.

With the understanding accumulated from the stadshiapters 2 and 3 on the capabilities and
limitations of the TC technique, chapters 4 andgort the development of the VLIF technique to

overcome the limitations of the TC technique.



Chapter 4 is aimed to overcome the intrinsic litiota of TC in signal separation process.
Unlike TC measurements presented in chapter 2 dhdt3ecord the chemiluminescence signal,
which may be emitted by several chemical spectespter 4 reports the development of a VLIF
technique that can only target the signal from simgle chemical species. More specifically,
chapter 4 describes a single-shot VLIF measureofantline vapor, seeded in turbulent flows as
a flow tracer. The iodine vapor is excited by &kHaser slab volumetrically and the LIF signal is
recorded by multiple cameras from different pertipes. Band-pass filters were applied to block
possible scattering and reflection to ensure tigatads recorded are fluorescence signals from
iodine only. Then 3D reconstructions of iodine camication are performed to study the
topography of the turbulent jet flow. By comparimgjections and reconstructions obtained using
VLIF and TC, respectively, the superiority of th&l¥ technique is clarified.

Chapter 5 focuses on overcoming the repetition eaté signal level issues of TC by
demonstrating VLIF measurements up to 10 kHz. Astroeed earlier, the application of TC
involves a tradeoff between repetition rate andali¢evel: higher repetition rate requires shorter
exposure time of the camera, resulting in lowenalidevel. With LIF-based measurements, the
measurement duration is limited by the duratiomheflaser pulse (on the order a few to several
hundreds of nanoseconds), not the exposure tirtteeafameras. Therefore the repetition rate and
signal level of LIF-based technique depend on #petition and pulse energy of the laser, no
longer on the exposure time of the camera and firverean be controlled independently. The
results demonstrated VLIF measurements based ameiedpor up to 10 kHz with good signal
level, and the VLIF signal level and its impact thre reconstruction accuracy are studied by
performing measurements under different repetitadas. Furthermore, a simulation study using

a two-level LIF model was performed in parallettaler the fundamentals of the VLIF technique.



These results suggest that the VLIF technique careee even higher repletion rate and high
signal level than reported in this work with theagability of more powerful lasers.

Finally, chapter 6 concludes the dissertation argiyest some possible directions for future

work.

The contribution of this dissertation to the flovaghostic community can be summarized as

follows:

1) A TC technique was developed, validated, and detraiesl in the dissertation to
guantitatively resolve the temporal dynamics andspBtial structures of highly turbulent
flames with sub-millimeter spatial resolution angbsnillisecond temporal resolution,
greatly extending the diagnostics capabilitiestimbulent flames.

2) The TC technique enabled the first piece of 3D déi@ representative “envelope flame”
and the data included 3D flame topography and 8mMd curvature. Such data is expected
to provide new information for the development &atidation of turbulent flame models.

3) A VLIF technique was first proposed, validated, @andcessfully demonstrated to extend
LIF-based diagnostics into 4D measurements. Thd-\téthnique is capable of resolving
the distribution of specific chemical species (@dine molecule in this dissertation) with
temporal resolution up to 10 kHz (limited only hetavailability of the excitation laser)

and sub-millimeter spatial resolution in all thdkeections.



Chapter 2 Development and Validation of Tomographic Chemiluminescence

2.1 Introduction

Many open questions still exist in our understagdifithe complicated processes involved in
turbulent combustion [51]. One of the key hurdlesahswering such questions is the lack of
experimental techniques that can directly measese flame properties, which are inherently
three-dimensional (3D) in space and transientimetiThe distribution of the flame front represents
one such key property. Many characteristics of ulet combustion, such as the flame-front
location, curvature, and thickness, are directhiveel from flame-front measurements. As a result,
extensive efforts have been invested to develdpniqoes to characterize the flame front with
adequate spatial and temporal resolutions [3753],

Diagnostics based on PLIF [1, 14, 54, 55] and chemnescence [37, 38] represent two of
the relatively well-established and extensively leggptechniques. Diagnostics based on PLIF
provide a 2D image of the flame front by using dical such as CH and OH as a flame marker
[55]. The target radical is excited by a thin laskeet, usually generated by a pulsed laser. The
thickness of the laser sheet defines the spatsalugon of the 2D measurements in the depth
direction, and the duration of the laser pulse raefithe temporal resolution. However, PLIF
provides only a 2D image of the 3D reaction-zomecstire (on the plane illuminated by the laser
sheet), and certain assumptions need to be invalader to infer many key parameters of interest
(such as curvature, flame surface area, and voltno®)the PLIF images [56].

The chemiluminescence approach relies on excitdidais generated by chemical reactions,
such as CH* and/or OH*. The nascent emission froesé¢ excited radicals provides the signal,
therefore eliminating the need for laser illumioatiand simplifying the experiments. However,

reliance on the flame emission causes ambiguiti¢se measurement spatial resolution because
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the image formed on a camera is the result of mhsraission integrated along its line-of-sight.
Past work has demonstrated that tomographic chemmikscence (TC) represents an effective
way of overcoming this limitation and enabling sal-resolved flame-front measurements
based on chemiluminescence. The TC approach invalseng multiple cameras to image the
target flame from multiple orientations. The linksight integrated emission images captured by
these cameras (termed projections) are then usddpass in a tomographic algorithm to
reconstruct the 3D flame structures.

Thus, the goal of this chapter was to report theeldgpment of the TC diagnostics and its
validation by comparing 3D TC against single-shibiFPmeasurements. The specific objectives
of such comparison are twofold. The first objectivas to provide a validation of the 3D TC
measurements. The measurement capability has laédated in the past via the use of controlled
flames [2, 30] and numerical simulations [37, 48]simultaneous PLIF and TC measurement
provides another validation of the TC technique avidirect comparison of the 2D PLIF image
against a cross-section of the 3D TC measuremé&hts.second objective was to compare the
flame structure and properties measured by the Rird#& TC techniques to illustrate the
capabilities and limitations of each technique.aAgarticular example, the flame-front curvature
inferred from the 2D PLIF images was compared it inferred from the 3D TC measurements.
Furthermore, it is of both scientific and practicdkrests to compare chemiluminescence and CH
PLIF measurements since they are both widely medtwhile they are based on different
guantities. However, to our knowledge, their direcmparison has not been feasible thus far
because one is a line-of-sight integrated technaqna the other a planar technique. Thus the
second objective of this chapter was aimed at @veirtg this limitation and enabling such a direct

comparison.
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2.2 Experimental Arrangement

The experimental setup is illustrated schematicatlyFigure 2-1. Measurements were
performed on a rectangular Bunsen burner, the septative “envelope flame” (in which all the
reactants must pass through the flame [51]) on hvl@gtensive measurements have been
performed [52, 57-59]. Measurements on this flaragehbeen performed to characterize its
velocity fields using low-and high-speed PIV [583me front topography using PLIF [52], and
the subsequent inference of other properties ssistretch rate, flame surface density, and burning
velocities [52, 57, 58]. However, due to the planature of the PLIF and PIV, only 2D data are
available on this flame. It is a goal of this clepio provide the first piece of 3D data of this
representative flame. The burner consisted of thegts (labeled as part I, I, and Ill in Figure
2-1). The central part (part 1), with a widtW) of 25.4 mm and a length) of 50.8 mm, generated
the target flame. A turbulence-generating grid westalled inside part Il to wrinkle the target
flame. The two parts on the side (parts | andddherated the pilot flames to stabilize the target
flame. The burner was operated with premixed medlzand air at an equivalence ratio of 1.07 and
a bulk velocity of 5 m/s. Under these conditios target flame was about 100 mm in height.
The turbulent Reynolds number based on the integcale was measured (by hot wire
anemometry) to be 2,400 in the central region efliirner. At a height 4 mm above the burner
exit, the Taylor micro-scale was measured to baiaB® mm, also in the central region of the
burner. Based on previous measurements [60], tla st@in rate of the flames generated by this
burner was ~1000swith an oscillating frequency in the range ofi®-kHz which approximately
corresponded to the inverse of the convection tohéntegral-scale eddies across the flame
surface. However, the flame chemistry and diffugioocesses did not display large variations

with the rapidly varying strain field. Based on thverner configuration, a Cartesian coordinate
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system was defined such that the exit plane obtlraer was the-y plane, and the axis was
defined along the flow direction (i.e., the heiglirection). The origin was defined as the center
point of the exit plane, theaxis the central line along the width directionc @ahey axis the central

line along the length direction.

CMOS cameras

Laser controller

-

Computer

Synchronization and
control electronics

Laser pulse

Camera timing

o

> 200ps™

Figure 2-1. Experimental setup

As shown in Figure 2-1, the setup used a total OM®DS cameras (2 Photron SA-4, 2 Photron
SA-5, and 2 Photron SA-Z cameras) to obtain simelbas PLIF and TC measurements on the
target flame. All cameras were aligned in xheplane so that their orientations were specified by
0, defined as the angle formed by the optical akés@amera relative to the positixelirection as
shown in Figure 2-1. The focal length dmlimber of the lenses used on camera 1 through& we
respectively, 45 mm and 1.8, 60 mm and 2.8, 50 man1a?; 85 mm and 1.8, 50 mm and 1.2, and
58 mm and 1.2. A pulsed laser (a Sirah CREDO punbyezh Edgewave Nd:YAG) was used to
excite the CH as detailed in [61]. The excitatiasdr pulses were focused to a sheet with a
thickness of ~0.3 mm and propagated alongttieection through the central plane of the flame.

Camera 1, aligned perpendicular to the laser sfieet with 8= 27(°) and equipped with an
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intensifier (LaVision HS-IRO), was used to captthre PLIF images. Camera 2 through 6 were
used to capture projections of chemiluminescen¢e=aB05.7, 50.P, 90.2, 134.3 and 227.9,
respectively, determined through a view registrapicocess as detailed in [28]. The distance from
camera 1 through 6 to the flame center were apprately 165.1 mm, 203.2 mm, 165.1 mm, 241.3
mm, 152.4 mm, 152.4 mm, respectively. The placeroétite cameras was designed based both
on scientific and practical considerations. Theesific considerations included obtaining the
most independent information on all the camerasiabla, and the practical considerations
included optical access and physical space avail&dr example, we expect the reconstruction
quality to be improved if an additional camera d¢sn placed above the flame to capture a
projection from the top view. The chemiluminescenameras were used without optical filters
for the consideration of signal level and tempaedolution. Thus, the chemiluminescence
measurements did not discriminate ‘Céhemiluminescence from that of other excited-state
species (though the signal was primarily due to @Hthe visible range, as the cameras do not
have sensitivity in the UV range). Note that canermas intentionally aligned to be opposite of
the PLIF camera (i.e., also perpendicular to th&Raser sheet) to facilitate comparison. The
operation of the laser and cameras was synchromzéeé following way. The laser operated at a
repetition rate of 5 kHz (with a laser pulse duwmatof about 10 ns), and all six cameras were
synchronized with the laser with a frame rate bz and an exposure time of 2§ the effective
exposure time for the PLIF measurement was ~1@etermined by the laser pulse duration (the
intensifier gate time was set to 150 ns). The |&seg was synchronized at the beginning of the
exposure time of the cameras.

Figure 2-2 shows a sample set of images measurall tne cameras. Figure 2-2(a) shows the

PLIF image captured by camera 1 and Figure 2-28))-the corresponding chemiluminescence
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projections captured by cameras 2 through 6. Timeages were at different pixel resolution due
to the different specifications of each cameraoAdghreshold was applied to the images shown
in Figure 2-2 to reduce the background and fatdlithe comparison. The thresholding value was
chosen to differentiate against signals considerée background/noise and to preserve the flame
features. In this chapter, the value was determinede approximately 21% of the maximum
intensity of the raw projections, and the imagexpssed by the thresholding method were used
in the subsequent tomographic reconstruction. ®hatixels intensity values below 21% of the
peak intensity (for each camera) were set to zefFbe thresholding value was estimated by
analyzing the raw measured projections in the Yahg three steps: 1) signals in regions where
no flame appeared to exist were recorded, 2) theiimen flame intensity on the measured
projections was determined, and 3) the ratio betveteps 1 and 2 was used as the thresholding
value. There was ambiguity and image-to-imageatian in both steps 1 and 2. However, the
images after thresholding did not vary significgntlased on visual examination when the
thresholding value changed in a small range. Ataané rate of 5 kHz, the resolution of these
images was 1024 x 1024 pixels on cameras 1, 2 amad4864 x 864 pixels on cameras 3, 5 and
6.

The PLIF and TC measurements also had differeldsfigf view (FOV), as illustrated in Figure
2-2(d). The FOV of the PLIF measurements was detexd by the height of laser sheet (which
was 44 mm in this chapter) and is illustrated l®y square with dashed lines as shown in Figure
2-2(d). The FOV of the TC measurements was desiggbd ~100 mm to capture the entire flame
as shown in Figure 2-2(b) - 2(f), resulting in aamgrement volume of 100 mm x 100 mm x 100
mm. Tomographic reconstruction in this entire measient volume was performed. However,

only results from a region ~50.5 x 50.5 x 50.5 %as illustrated by the square with solid lines)
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are shown for the clarity of comparison with thdPPmeasurements. These results in Figure 2-2
also elucidate the overall structure of the BunBiame, which consists of two “branches”

stabilized on each side of the burner.

0

400
Camera 3

0 400 800
Camera 4 Camera 5 Camera 6

800

Figure 2-2. A set of flame images taken by 6 cameiaultaneously. Panel (a): the PLIF image. P¢yel
(f): the chemiluminescence projections from différperspectives.

To further illustrate the nature of the PLIF and @asurements, Figure 2-3 examines the
PLIF and TC measurements more closely by compdnagmnages obtained on cameras 1 and 4.
As mentioned earlier, these two cameras were aligpposite of each other. Figure 2-3(a) shows
the flame front extracted from the PLIF image igufe 2-3(a) by an edge detection algorithm
based on thresholding [62] of signal values. Thm# front obtained in Figure 2-3(a) was flipped
horizontally (because cameras 1 and 4 were aligppdsite of each other) and overlapped with
the TC projection captured by camera 4, as showkigare 2-3(b). This figure clearly displays
several key aspects of the PLIF and TC measureni@@nthemiluminescence measurements in

general). First, this comparison illustrates tmaititions of both techniques. As seen, the flame
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front extracted from the PLIF and the chemilumimes® image agrees only on an overall level,
because i) the PLIF image only captured the 3D dlatmucture across one plane and ii) the
chemiluminescence image was line-of-sight integkaBecond, this comparison also illustrates
that PLIF can resolve sharp features better thamdhminescence imaging simply because of the

shorter exposure time provided by a Q-switchedrlase

0 10 20 30 40 50
x (mm)

Figure 2-3. Panel (a): Flame front extracted frdciHprojection. Panel (b): Flame front extracteahfr PLIF
overlapped with chemiluminescence projection.

2.3 Tomogr aphic Reconstruction of TC

Projections shown in Figure 2-2(b) - 2(f) were uasdnputs to a tomographic reconstruction
algorithm to obtain the 3D distributions of the otieminescence, which were then used to infer
the flame-front locations and calculate other flgmn@perties such as curvature. The tomographic
algorithm has been detailed and validated in oevipus publications, and only a brief summary
is provided here to facilitate the discussion. Afféscretizing the measurement volume into a
series of Cartesian voxels, the projection meashyed camera (denoted B} is related to the
desired distribution of the chemiluminescence eimiss (denoted a§) via the point spread

function PSH as shown below [63]:

P(xs, yP):ZZZ F(x, Y z)UPSEK % Y 8% ) (2-1)

Xi:lyj:ll:]'
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whereP (X, yp) represents the value of the projection at a goated atXp, yr); Xi, ¥j, andz
the indices of the voxels in they, andz directions, respectively; J, andK the total number of
voxels in each directiof®®SFthe point spread function defined as the projediiomed atXp, yr)
by a point source located &, (yj, z) with unity intensity. Thd®SFdoes not depend df but it
depends on the lens used in the imaging systenthenidcation and orientation of the imaging
system. Physically, Eq. (2-1) states that the ptmje of F on pixel e, yp) is a weighted
summation of signals contributed from all voxelglais pixel, and the weighting factor is tR8F
In our algorithm, th&SFwas calculated by a combination of geometricaltraging [47, 64] and
Monte Carlo simulation [65, 66] using the specifica of the lenses, and the orientation and
location of the cameras as inputs. After Bf8F for each camera was obtained, Eg. (2-1) was
solved forF using the measure@s as inputs. The algorithm we used to solve Eq.)(24ds a
modified variation of the Algebraic Reconstructibechnique (ART) [37, 47, 49] and a simulated
annealing algorithm [32]. This tomographic approbak been validated via numerical simulations
[47, 48] and controlled experiments in both norctiegy [22] and reacting flows [47, 48]. The
tomography algorithm analyzes how many photongaltected on a given pixel and where these
photons are emitted from the measurement volume.tdmography algorithm did not rely on
assumptions of parallel beam or in-focus imagindni¢v have limited validity in practice
especially for any extended measurement volume)a Assult, it is not required for the entire
measurement volume to be within the focal deptthefcameras. Figure 2-4 shows a rendering of
a sample based on the projections shown in FigiteThe data shown in Figure 2-4 contains a
total of 128 x 128 x 128 voxels (i.e., ~2 x®M@xels) in a volume of 50.5 x 50.5 x 50.5 f am

resulting in a nominal spatial resolution of 0.3m
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Figure 2-4. 3D rendering of the flame reconstructio
Figure 2-5 examines the 3D reconstruction more etyosFigure 2-5(a) shows the
reconstruction at three different planar locati@rg] Figure 2-5(b) shows the reconstruction at the
central plane of the flame, i.e., on the same pdartbe PLIF measurements. Figure 2-5(c) overlaps
the flame edge extracted from the PLIF image orofdpe reconstruction shown in Figure 2-5(b).
As can be seen from Figure 2-5(c), the flame frextracted from the 3D TC measurements
matches the PLIF significantly better than the imag Figure 2-5(b), while there are also
disagreements (e.g., between points 1 and 1’, amdi2’), which were mostly due to two factors.
First, the flame front inferred from the PLIF ima@ehich is based on CH) is inherently different
from that inferred from TC (which was defined basedchemiluminescence emissions). To
minimize the effects of emission contributed frotiney species such as CO*, this chapter extracted
the inner flame edges from the 3D reconstructionseparate the chemiluminescence emissions
caused by CH* from those caused by combustion mtsd&econd, as mentioned earlier, the PLIF
measurement duration was ~10 ns (during whichl#med was essentially frozen), while that for

the TC was 0.2 ms. At the bulk velocity of 5 mfe 0.2 ms exposure time causes a blurring of 1
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mm with our imaging optics, on the same order asTdylor micro-scale mentioned before. The
1-mm blurring should represent an upper limit & Blurring caused by the exposure time of the
TC measurement. For example, the blurring shouli@$®in the horizontal and depth directions.
Moreover, the synchronization step between the lase the cameras (i.e. the temporal location
of the laser firing during the exposure time of eaas) could result in a maximum position
disagreement of 1 mm (~2% of the overall heighthefPLIF image. Our ongoing work to resolve
these issues involves the use of intensified casngyashorten the exposure time of the TC
measurements, and 3D imaging of flame front by matric LIF. Note that the 0.39-mm thickness
of the voxels was also larger than the thicknedb®faser sheet by about 0.09 mm, which could
also contribute to the disagreement observed IHaeever, we expect such disagreement to be
relatively minor compared to the two sources disedsabove. Despite these issues, the results
shown here illustrate the ability to overcome time-of-sight limitation of chemiluminescence
imaging and to resolve the three-dimensionalitytwbulent flames with reasonable fidelity.
Figure 2-6 shows the comparison between the T(Pahid measurements at two other instances

randomly chosen to show the consistent level ofegent.
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Figure 2-5. Panel (a): three 2D slices of the 3fnstructed flame structure. Panel (b): centrakstif the
3D reconstruction. Panel (c): flame front extractesin PLIF overlapped on the central slice of th2 3
reconstruction. Panel (d): closer view of the ®agn dashed box to show the difference in spetsdlution.
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Figure 2-6. Comparison between PLIF and TC at ttheminstances.
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2.4 Capabilitiesand Limitation of TC and PLIF

After the above comparison, the sections discugsegapabilities and limitations of each
technique observed from such comparison.

First, the comparison shows the differences inigpasolution between the TC and PLIF. The
TC measurement contained more imaging elementstii@gaRLIF measurement (a total of ~2 x
1P voxels in TC versus ~1 x 4@ixels in PLIF). However, due to the volumetridura of TC,
the PLIF measurement had a superior pixel resoluti@ plane as illustrated Figure 2-5(d), which
shows a zoomed-in view of a small region of Fig2u®(c) so that discrete voxels and pixels can
be seen. As shown, each pixel corresponds to 09(where pixels were binned 2 x2 after
readout) on the PLIF measurements, and each vaxeésponds to 0.39 mm on the TC
measurements. Therefore, while the TC techniquaeswive the 3D nature of turbulent flames,
it still cannot compete with PLIF in terms of inaple resolution. Further research is ongoing in
our group to improve the spatial resolution of tmographic technique while maintaining its
temporal resolution.

Second, 3D flame properties and statistics canlaireed from TC to overcome the 2D
limitation of PLIF. A notable example involves theeasurement of the curvature of the flame
front [67, 68] (while PLIF can only provide the nseaement of 2D curvature in a 2D plane). We
first define 2D and 3D curvature as used here. @Dature used is defined following ref. [68].
For example, the 2D curvature at point on the fléret in anx-z plane is defined as:

2X- Xz (2-2)

K. = .
(00 )

XZ

wherex andz represent the coordinates of the target pointgatbe flame front, and the first-

order derivatives, and the second-order derivatibesh defined along the flame front). The
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definition in Eq. (2-2) was discretized using aeiHpoint finite-differencing scheme [68] into the

following format:

Ky = 8[Xi_l(a+1_ Z)+ X( A1~ in1)+ i)$1(3i2— 1-21)] (2-3)
(= %) + (2= 22)°)

where the index represents thi" point along the flame front. The 2D curvature they planes
was defined and discretized in a similar way assshon Eqgs. (2-2) and (2-3). This chapter
primarily examined the 2D curvature in the plane (i.e.Kxz, also referred to as the vertical
curvature).

For this study, the PLIF measurements shown inrBi@u5(c) and Figure 2-6 provide the
curvature in the vertical direction (i.Kx;) of the flame front on the central plane, while 8D
measurements can overcome such limitation to ngtmovide 2D curvature on the entire flame
front but also 3D curvature. Figure 2-7(a) showesK of the left branch of the flame shown in
Figure 2-5(c), calculated using the TC and PLIF sneaments. The horizontal axés,r and
Ltc, were defined as the coordinate along the flamatfbased on the PLIF and TC image,
respectively. As seen, while there are disagreesneng., between points 1 and 1’, and 2 and 2’)
for reasons discussed previously, general agreemsehserved. Processing both the PLIF and TC
measurements at multiple instances leads to thist&ts: shown in Figure 2-7(b), illustrating the
similarities and differences in 2D curvature ob¢ginn the central plane of the flame. Due to the

volumetric nature of T(Kx; can be measured across the entire flame, as shdvigure 2-7(c).
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Figure 2-7. Panel (a);: Comparisonkaf along flame fronts obtained by PLIF and TC. P&bglComparison
of the PDFs oKy, obtained by PLIF and TC on the central plane efftame. Panel (c): Instantaneous 3D
measurement df,, by TC. Panel (d): Instantaneous measurements wéssn curvature by TC.

Third, the 3D TC technique can also lead to measent of 3D curvature on the entire flame,
as shown in Figure 2-7(d). In contrast to the 2Dvature, the 3D curvature can be defined in
multiple ways, and three of the definitions are reieed: the principal curvatures, the mean
curvature, and the Gaussian curvature. The prihcip@atures at a given point on a 3D surface
are defined in the following steps [69]. First, ttemal vector of the 3D surface at the given point
is determined. Second, normal planes, defined asepl crossing the normal vector, can be
determined. Each normal plane intersects the 3fasaito form a 2D curve, and a 2D curvature
at the given point can be determined along theectmitowing Eq. (2-2). Finally, the principal
curvatures are defined as the most positive and neggtive 2D curvatures (i.Emax andKmin)
found in step two among all normal planes. Here, dlgorithm described in [70] was used to

determine the principal curvatures from the 3D nstauctions. Once the principal curvatures are
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determined, the mean and Gaussian curvatures thatefined as the average and the product of
the principal curvatures [70, 71] (i.&Kmean = 1/2Kmax + Kmin) and Kgaussian = Kma¥min),
respectively. Physically, the principal curvatugesntify the two steepest curvatures (both in the
positive and negative directions) at a point, drelGaussian curvature provides information on
the overall 3D structure of the surface at the pdinGaussian curvature greater than 0 indicates
an elliptic (i.e., sphere-like) surface at the giymint, smaller than 0 a hyperbolic (i.e., saddle-
like) surface, and equal to O a parabolic (i.elinder-like) or planar surface [71]. In the lastea
when the Gaussian curvature is equal to O, thecipah curvatures are further examined to
differentiate a parabolic surface from a planafaq: it is a parabolic surface when only one of
the principal curvatures is equal to 0 and itjdaaar surface when both are. For example, regions
with positive values oKgaussianseen in Figure 2-7(d) had an elliptic local suefabape, regions
with negative values a hyperbolic surface pattend, regions with zero value a parabolic surface
or a planar surface (it is a parabolic surface wdrdly one of the principal curvatures is equal to
0, and it is a planar surface when both are). Qirssy such characterization enabled by 3D

measurements is unobtainable from any 2D compafehe curvature (e.gKx2).
2.5 Summary

In summary, the goal of this chapter was to desdtile development, implementation, and a
direct experimental validation of the 3D TC techrgqg The validation was accomplished by a
comparison between a 3D diagnostic (tomographiendbeninescence, TC) and an established
2D diagnostic (PLIF based on CH). Both diagnostesre applied to a turbulent flame
simultaneously. The TC measurements were perfoimadarget volume of 50.5 x 50.5 x 50.5
mn?, and the PLIF measurement was performed acrossetiteal plane of this volume. The 2D

PLIF measurements were then directly compared & B cross-section of the 3D TC
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measurements across the central plane. Such camparot only serves as a validation of 3D
measurements but also illustrates the capabilitieldimitations of both techniques. For example,
the comparison shows that for the TC demonstratetthis chapter, the PLIF technique offers
superior temporal and spatial resolution in a plavigle the TC technique enables more total
imaging elements within a volume and provides imfation unobtainable from 2D measurements,

such as the 3D curvature of the flame front.
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Chapter 3 4D Flame Topography and Curvature Measurementsat 5 kHz on

a Premixed Turbulent Bunsen FlameUsing TC

3.1 Introduction

Turbulent premixed combustion has found widespigaalications in practical combustion
systems, and a fundamental understanding of santefl is essential to the efficient operation of
these systems. However, the complicated governiogegses and their intricate interactions are
not fully understood yet, and many open questidilsexist and hinder the development of
predictive combustion models [51, 72-74]. As ressiljnificant research efforts, both numerical
and experimental, have been invested to resolveyalrerning processes involved in turbulent
premixed flames [51, 75, 76]. Due to the contingemivth of computational power, DNS (direct
numerical simulation) and LES (large eddy simulatiare becoming increasingly feasible to
simulate the 3D (three-dimensional) and time-depatdtructures of turbulent premixed flames
[77-79]. Corresponding experimental data, 3D dath adequate temporal resolution (i.e. 4D),
have therefore been long desired for comparisomsigaumerical simulations and are ultimately
needed to fully understand the underlying processes

However, well-established experimental techniguestbeen targeted for measurements at a
point, such as coherent anti-Stokes Raman sca@t@@ARS), along a line such as spontaneous
Raman scattering, or across a plane such as péssarinduced fluorescence (PLIF) [1]. With the
recent advancements in lasers, cameras, compwhtiechnologies, and imaging processing
algorithms, it has become feasible to contemplBtexperimental measurements with the desired
spatiotemporal resolutions to resolve turbuleninéia. Several approaches are being actively
pursued, and initial demonstration measuremente baen reported. These approaches can be

broadly divided into two categories, the scannipgraach and tomography approach, as briefly
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introduced in chapter 1. Here a thorough revieweohniques in the two categories is presented.
The scanning approach scans a planar techniquebtiinoa series of 2D measurements
sequentially, and these 2D measurements can thewobwined to form an effectively
instantaneous volumetric measurement when the saamperformed rapidly. Demonstrations
have been performed to obtain 4D measurementsebgcidnning of the laser sheet for PLIF [80-
82], planar Mie scattering [35], and planar las®fticed incandescence [41]. With current high-
repetition-rate lasers and scanning technologiesnéasurements with temporal resolution near
1 kHz and a spatial resolution on the order of 1imthe direction of scanning [80-82] are feasible.
Multiple lasers can potentially be used to imprdve temporal and spatial resolution at the cost
of complexity and capital investment [41].

In contrast to the scanning approach, the tomograpiproaches obtains 4D measurements
volumetrically and instantaneously without scanni&gmilar to the scanning approach, the
tomography approach can be used in combination awtimge of signal generation mechanisms,
ranging from absorption spectroscopy [83, 84], Bkattering [22, 46], chemiluminescence [37,
38, 49], and particle imaging velocimetry (PIV) [& contrast to the scanning approach, higher
temporal resolution (up to 20 kHz [85]) in largeeasurement volumes (on the order of 10 x 10
x 10 cm [38]) have been reported for the tomograggbproach because these techniques do not
require the physical scanning of the illuminatiasdr sheet. A comprehensive comparison of all
the techniques in both categories, though highlyalde in the authors’ opinion, is beyond the
scope of the dissertation. For more in-depth dsions about the capabilities and limitations of
individual techniques, the readers are referratigése following references: sheet-scanning PLIF
[86], tomographic PIV [8], tomographic chemilumicesce [48], sheet-scanning Mie scattering

[35], and tomographic Mie scattering [46].
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Within the above context, this chapter reports Bine measurements at a repetition rate of 5
kHz using the TC technique validated in Chapteft#is chapter reports measurements of 3D
properties of a highly turbulent flame with temgdoesolution of 0.2 ms. The measurements were
performed on the same Bunsen flame as shown ineh252]. The data reported in this chapter
included 3D flame topography, position, and 3D #acurvature measured with a repetition rate
of 5 kHz (an exposure time of 0.2 ms) and a nonspalial resolution of 0.55 mm in all three
spatial directions. These results were obtainednmeasurement domain ~ 70 (width) x 70 (depth)
x 105 (height) mr sufficiently large to capture the entire flame éach tomographic

measurement.
3.2 Experimental Arrangement

Figure 3-1 illustrates the experimental setup sdigally from the top view and the
coordinate system used in this chapter. The setad a total of six complimentary metal-oxide
semiconductor (CMOS) cameras to record tomogragheeniluminescence (TC) from a Bunsen
flame. The burner was designed to produce a 2Ds&uflame (an envelope flame [51]). The
specifics of this burner (e.g., the flow passagecttires and turbulence generating grids) have
been detailed previously in chapter 2 and alsé2n %7, 58], and a brief summary is provided here
again. The burner consisted of three parts (partand Il as shown). The central part (part Il),
with a width V) of 25.4 mm and a lengtlhl of 50.8 mm, generated the target flame. The aentr
rectangular tube was filled about half-way withirgess-steel beads, and a turbulence-generating
grid was installed just upstream of a hexagonalimad wrinkle the target flame. The two parts
on the side (parts | and Ill) generated the pilatnkes to stabilize the target flame. Fed with
premixed methane and air at an equivalence raabofit 1 and a bulk velocity of 5 m/s, the burner

stabilizes a flame about 100 mm in height. Hot vainemometry was performed in the cold flow

29



to characterize the turbulence. At a height 4 mmvalthe burner exit, the turbulent Reynolds
number based on the integral scale was measured &bout 2,400 in the central region of the
burner.The exit plane of the burner was defined asxtlygplane, with the origin defined as the
center point of the exit plane, tkeaxis the central line along the width directiongddhey axis

the central line along the length direction as sholiez axis was defined along the flow direction

(i.e., the height direction).

Computer CMOS cameras

-

Synchronization and
control electronics

Figure 3-1. Schematic of the experimental setup.

The TC diagnostics involved cameras (2 PhotrodSA+Photron SA-5, and 2 Photron SA-
Z cameras) arranged as shown in Figure 3-1. Allesamwere aligned in they plane and their
orientations were specified ) defined as the angle formed by the optical axisa camera
relative to the positive direction as shown. The focal length dmumber of the lenses used on
camera 1 through 6 were, respectively, 60 mm a8d35 mm and 1.4, 24 mm and 2.0; 50 mm
and 1.2, 58 mm and 1.2, and 35 mm and 1.4. Alleteeemiluminescence cameras were used
without optical filters for the consideration ofysal level and temporal resolution. Thus, the
chemiluminescence measurements did not discrimdatehemiluminescence from that of other

excited state species (though the signal was pifyndme to CH* in the visible range, as the
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cameras did not have sensitivity in the UV ranged te lenses were not UV transparent). To
minimize the effects of emissions contributed frother species such as CO*, this chapter
extracted the inner flame edges from the 3D recoasbns to separate the chemiluminescence
emissions caused by CH* from those caused by catobysroducts. The operation of the cameras
was synchronized using control electronics, andctmaera control and image acquisition were
centralized on a computer as shown. All six camesa® operated at a frame rate of 5 kHz and
an exposure time of 0.2 ms, equaling the reciprottie framing rate.

The next step in the experiments was to performeav registration to determine the
orientation and position of all the cameras [29, BOthe view registration process, a calibration
target with known dimensions and patterns was plat¢he location where the target flame was
expected. Images of the calibration target wereiaed by all the cameras, with a set of examples
shown in Figure 3-2. This chapter used a calibngpilate with square patterns as shown, and the
size of each grid is 2.5 mm (best seen on Figu2éd}- where the camera was aligned almost
perpendicular to the calibration plate). As showirrigure 3-2, due to the different positions and
orientations of each camera, each field of viewwsdtb a different degree of distortion and
magnification. With the lens parameter known focleaamera, a view registration program was
applied to analyze such distortion and magnificatiad determine the location and orientation of
each camera. The orientation of camera 1 througassdetermined to k&=305.7, 50. , 90.4,

134.%, 227.2, and 269.7, respectively, with an accuracy estimated to deiwi0.3 [30].
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Figure 3-2. Panel (a) - (d): calibration imagesaot®d by camera 1, 2, 4 and 6, respectively.

Figure 3-3 shows a set of example images (terpmefections captured simultaneously by
cameras 1 through 6. As mentioned before, thegegtians were captured with a frame rate of 5
kHz and an exposure time of 0.2 ms. All projectibasl a pixel resolution of 900 x 600 pixels,
and each pixel corresponded to a physical dimension0.12 x 0.12 mrA Before leaving this
section, it is worthwhile to comment on the factoosisidered in our choice of the temporal and
spatial resolution of these measurements. The @mesed in this chapter can all operate at a
maximumframe sizeof 1024 x 1024 pixels up to a certain frame raté KBz for the SA-4, 7 kHz
for the SA-5, and 20 kHz for the SA-Z), and theamhe size began to decrease when the cameras
are operated at higher frame rates. Thereforegthemasurements were designed primarily by
balancing the tradeoff between the frame rate Aedrame size achievable by the cameras. A
secondary consideration involved obtaining an ogtimatch between the shape of the target

flame (which had a height larger than width andjtehwith the imaging area on the camera chip.
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Figure 3-3. Panel (a) - (f): a set of example mtpms measured by camera 1 through 6, respectively

3.3 Tomographic Reconstruction

The projections shown in Figure 3-3 were used astg1to a tomographic reconstruction
algorithm (which has been introduced in Section) 2@ obtain the 3D distributions of the
chemiluminescence. In this measurement, the maasmtevolume had a dimension of 70 (
direction) x 70y direction) x 1054 direction) mni, and it was discretized into 128 x 128 x 192
voxels (i.e.,| = J = 128 andK = 192), resulting in a total of 3,145,728 voxels. ©&ndhis
discretization, the voxels were cubical with a disien of 0.55 mm, representing the spatial
resolution of the 3D measurements in all threectimas. The choice of such a voxel dimension
was due to two considerations. First, the voxelatigion was designed to be smaller than the
spatial blurring during the 0.2 ms exposure tim¢hef measurements to obtain the finest spatial

resolution possible. An independent nanosecond CIF Pheasurement was performed on this
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flame, which showed that the maximum movement effthme front was approximately 1 mm
over 0.2 ms. With the magnification used in thejgetion measurements, 1 mm corresponded to
approximately 9 pixels. Therefore, the 3D measurgmesported here were blurred by up to 9
pixels (or equivalently 1 mm). Hence, a voxel disien of 0.55 mm was smaller than such
blurring in most of the regions. Measurements vathorter integration time (using 6 SA-Z
cameras or 6 intensified cameras, for example)dcoeduce the blurring and warrant the use of
finer voxels. Second, the choice of the voxel disiem also needs to take into consideration the
computational resources and the number of projestiboth of which are elucidated by Eq. (2-1).
The length o was ~3.2 x 19(600 x 900 pixels/camera x 6 cameras), and thgtHesf F ~3.1
x 10P (128 x 128 x 192 voxels). As a result, the schth®PSFmatrix was on the order of 3.2 x
1CProws and 3.1 x columns, and the total number of elements irPGEwas therefore on the
order of 183 Even though thd®SF is sparse [22, 46] and various techniques have bee
implemented to exploit such sparsity and reducaribenory requirement for its storage [2, 49],
the memory requirement here was still on the oodekf00 GB (and the reconstructions in this
chapter were performed on two customized workgstatione with 256 GB of RAM and the other
512 GB). Furthermore, when the lengthd{.e., the number of unknowns) exceeds th&t @the
number of equations), Eq. (2-1) becomes underd@tetdnSeveral possible approaches could help
to overcome these issues and enable finer voxelsiding the use dd priori information in the
reconstructions via regularization [44, 49, 87]e thse of more cameras to provide more
projections, or the application of the same cameraarget a smaller measurement volume.
Using the reconstruction scheme discussed abogerd-B-4 shows a set of sample results of
the 3D reconstructions obtained. Figure 3-4(a) shtive 3D reconstruction obtained using the

projections in Figure 3-3 as inputs. Figure 3-4(a$ formed based on an iso-surface of the flame
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determined by a thresholding method. The threshgldiethod determined the iso-surface in three
steps. First, the 3D reconstruction was performsdguprojections. Second, a background signal
level was determined from the projections. Thirdtheeshold value was set, and the 3D
reconstruction obtained in step 1 was divided into zones based on the threshold value: a zone
with chemiluminescence signal higher than the tiolesvalue (considered to be the flame zone)
and another zone with chemiluminescence signaliohan the threshold value (considered to be
theno-flamezone). This step was especially important becaosee chemiluminescence was not

from the flame surface.

100! (b)

Zz (mm)

T T l l/f 2
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Figure 3-4. Panel (a): An example 3D tomographtonstruction of the target flame. Panel (b): 2Dssro
sectional view of the 32layer with extracted flame front overlapped. P4}kl 2D cross-sectional view of
the 9&'layer with the extracted flame front overlapped.

To present a closer examination of the reconstdutaene topography and the performance of
the above thresholding method, Figure 3-4(b) am)l gljow the cross-sectional view of the 3D
reconstruction at two different locations overlapped with the flame front extrdctey the
thresholding method. Figure 3-4(b) shows th&! &%er aty = 17.5 mm and Figure 3-4(c) shows
the 98" layerat y= 52.5 mm, both overlapped with the correspondiagé fronts extracted,

illustrating that closeness between the flame &oextracted and the contour of the 3D
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reconstruction. The flame fronts are used for #temnination of the flame location and curvature,
as elaborated in Sections 3.3 and 3.4. Analysith@fsystematic error and verification of TC
algorithm has been thoroughly discussed in ouripuswork, and readers can refer to ref. [49].
To further illustrate the accuracy and the tempoesblution of the measurements, Figure 3-5
shows five consecutive 4D measurements with cormparagainst the measured projections.
Figure 3-5(a) shows five consecutive frames ofgmtipns measured by camera 34at 90.4).
The changes in the flame features were unappreckaplvisual examination across these five
images. As a comparison to the measured projecsiomsn in Figure 3-5(a), Figure 3-5(b) shows
the corresponding view from the 3D reconstructidéigure 3-5(b) shows the cross-sectional view
of the 3D reconstruction at the central plane the.64" x-zlayer aty = 35 mm) from the same
view angle (i.e.#= 90.2) as the projections in Figure 3-5(a). As can nsboth Figure 3-5(a)
and 5(b) exhibited the expected overall flame topply. However, the projections shown in
Figure 3-5(a) are line-of-sight measurements, &edrésults in Figure 3-5(b) are a 2D cross-
section of a 3D reconstruction. As a result, tlaent topography features in Figure 3-5(b) are
generally sharper and more detailed than thoseguaré& 3-5(a). As an example, Figure 3-5(b)
shows a small but clear feature with two dark riagthe top of the flame highlighted in the oval,
which cannot be observed in Figure 3-5(a) duedditie-of-sight integrated nature. These features
were caused by pockets of reactants and have lsenved in independent measurements via CH
PLIF. However, the 4D measurements performed is thiapter elucidate such features more
clearly than planar measurements. To provide aatdin to the 3D reconstructions, Figure 3-5(c)
shows projections computed via a ray-tracing athori[65] based on the 3D reconstructions.
These projections were computed along the sametatien as camera 3, and therefore are directly

comparable to those shown in Figure 3-5(a). As ,sd®n comparison shows that measured
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projections in Figure 3-5(a) agree with the comguyamjections in Figure 3-5(c) both qualitatively
and quantitatively, supporting the validity of #h® measurements. Of course, such agreement is

necessary but not sufficient to verify the corressof the tomography inversion.

Measured Projections

Reconstructions

20 40 60 20 40 60
X (mm) x (mm)

Ray-tracing
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Figure 3-5. Panel (a): from left to right, five c@mtutive frames of measured projections from cariera
Panel (b): from left to right, the 2D cross-sectibriew at the central location of the correspogdin
reconstructions. Panel (c): from left to right, siated projections at the same orientation as carderia
ray-tracing based on the 3D reconstructions.

3.4 FlameL ocation Results
After the above discussion of the 3D reconstructibis section discusses the statistics that
can be derived from such reconstructions. Procgdbi® 3D reconstruction frame by frame, as

illustrated in Section 3.3, essentially provides #Basurements resolving the flame in all three

spatial directions and also in time, enabling stias both in the spatial and temporal domains.
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This section discusses the statistics of flametiooa and the corresponding PDF (probability
density function [88]).

Figure 3-6 shows the statistics of the flame fiatrthree locations derived from a series of 3D
reconstructions. The three locations were showRignre 3-6(a) through 6(c), respectively, and
they corresponded to the™8264", and 98 layers in the reconstructions (i.e., at a locatiby =
17.5, 35 and 52.5 mm). These three locations weosen to represent the outer edge, central
plane, and inner edge of the flame. The statisizsvn in each panel were obtained from 40
reconstructions chosen at random times out ofed ¢6t1000 reconstructions. Each data point in
Figure 3-6 represents the location of the flamatfiat a particular time obtained from the 3D
reconstruction. Plotting the statistics obtainednfr40 reconstructions (instead of all 1000
reconstructions) improves the clarity of the figwrkile achieving reasonable convergence. The
regions with denser data points represent regiatis vigher possibilities for the flame front to
occur. As can be seen, the results here reveahvtirall shape of the flame [52]. However, the 4D
nature of the data obtained in this chapter enathledcomparison of the statistics at different
locations, and the measurements at these locatieresobtained simultaneously. Comparing the
results shown in Figure 3-6 at three locations estgysimilar overall trends but with some
variations. At lower flame height (i.e., z < 20 mr)e flame fronts were relatively concentrated
in two narrow branches at all three locations. Tlaene front became more corrugated with
increasing height, and the two branches merged4@arm < z < 60 mm. However, differences
were also observed among these three locationseXamnple, the overall height of the flame
gradually increased from the outer edge to theriedge. Figure 3-6(a) shows an overall flame
height of ~ 60 mm at the outer edge, Figure 3-&(byverall height of ~ 65 mm, and Figure 3-6(c)

an overall height near 80 mm. Such difference nmeagdused by the asymmetric flow conditions
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through the burner, and the results shown hereigwoan illustration for the utility of multi-

dimensional diagnostics in practical combustiorieys.
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Figure 3-6. Panel (a) — (c): Statistics of flamanfrat layer 3%, 64" and 96, respectively.

Based on data shown in Figure 3-6, the PDF of ldrad fronts can be obtained as shown in
Figure 3-7. Again, due to the availability of infieation in all three spatial directions, Figure 3-7
shows the PDFs of flame fronts in three layersufe@-7(a) shows the PDF of the flame front at
the 329 and 64" layers at a height &= 25 mm, and Figure 3-7(b) that at thé"Géhd 96' layer
at the same height. These statistics were perfousied) data in a range ot Az with Az = 0.55
mm (i.e., the thickness of one layer in the tompprareconstruction). The intension here was to
compare the PDF at the edges against that at thetplane. These results further elucidate the
observations made above from Figure 3-6, that g fronts had similar overall trend at

different locations but with some variations.

39



] {a} k3 i | & Layer JI.E":. 4 [bJ - ' L.r,-._nr'E.i""
0.20 - b ¢ L tyeres”] g5 b T L% Layerss®|
. » 1 = .
L 0151 % . 0154 i
& g
L g
0.104 A ; 0.10- ”
] L]
0.05 _ 0.05 4
. - . .
s * .. Py
0.00 L : 0.00 — :
0 20 40 60 0 2 40 60
% (mm) x (mm

Figure 3-7. Panel (a): PDFs of flame front locaian layer 3% and 64' andz = 25mm. Panel (b): PDFs of
flame front locations at layer B4nd 96' andz = 25mm.

In summary, in this section statistics of flamealt@n derived from the 3D reconstructions
were discussed. The results illustrate that thetirdimhensional nature of the data can enable
statistics in both spatial and temporal domainsnAigdly, similar statistics can be obtained using
2D or planar diagnostics. For example, statisticgasious flame locations can be obtained by
repeating planar measurements at multiple locatithseugh such measurements are not
simultaneous). The next section reports the measeneof 3D flame curvature, a quantity that is

difficult to obtain with planar measurements.
3.5 CurvatureResults

Curvature of the flame front is an important pareméhat quantifies corrugation of turbulent
flame surfaces, and measurements of curvatureesmeed to understand the interaction of eddies
[51]. However, measurement of curvature is difficahd past efforts have been primarily limited
to measurement of 2D curvature or the estimatioBfcurvature at a point of along a line.
Measurement of 2D curvature is relatively straightfard with planar imaging techniques [56],
for example, employing a crossed-plane configunafid]; the 2D curvatures measured in these

planes then can be used to estimate the 3D cuevatang the intersection. This section reports
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the measurements of full-field 3D curvature, basadthe 3D reconstructions obtained in this
chapter.

Based on the definition of 2D and 3D curvatureddtrced in Section 2.4, 2D and 3D
curvatures were calculated from the 3D reconswusti Figure 3-8(a) and 8(b) show the
distribution of vertical Kx;) and horizontalKxy) curvatures of the entire flame at a given moment.
Here, a positive curvature value represents a copgmt and a negative curvature a concave one
(convex and concave were defined relative to tiecg-z plane). First of all, Figure 3-8 shows
the overall increasing trend of curvature, bothithia vertical and horizontal directions, in the
streamwise direction as expected (as the flamentbecaore corrugated at increasing height).
However, differences can also be observed betweenurvatures along different directions. For
instance, Figure 3-8 shows that the curvature enviirtical directionKx,) exhibited an overall
magnitude larger than that in the horizontal digetiKyy) (a more quantitative comparison is
shown in Figure 3-11 when the PDFdGf andKyy are compared). Such difference illustrates both
that the flame front is more corrugated in theastrevise direction than the spanwise direction and
also the limitations of 2D flame curvature measwpts. Such different patterns again reflect the
limitation of 2D curvature, because 2D curvaturky @novides partial information of the 3D flame

surface in a given plane and the information cawsa different pattern in different directions.
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Figure 3-8. Instantaneous measurements of flamature in the vertical (Panel a) and horizontah@b )
directions.

To better illustrate the comparison between the@atures shown in Figure 3-8, Figure 3-9
shows the values dfx; andK,y at the centrak-z plane of the flame (i.e., the B4ayer in the
reconstruction). The horizontal axls {n Figure 3-9 was defined as the coordinate atbedlame
front, andL = O was defined at the exit of the burner. Tothel visual examination of the data,
results for the left branch and right branch offtame are plotted separately. Figure 3-9(a) shows
the results along the left branch of the flame, Biggire 3-9(b) shows the right branch. Figure 3-9
elucidates the observations derived from Figureii3-8 more quantitative manner. These results
again show that the curvatures increased in tleasiwise direction as the flame became more
corrugated. Also, as observed in Figure 3-8, thidoa curvature Ky;) was generally larger than
the horizontal curvaturel{y) for both branches: for the left branch of therféga the deviation of
the magnitude oKy, was calculated to be 0.0602 mifbased on the data shown in Figure 3-9(a),
and that oKy, was calculated to be 0.0544 mnfor the right branch of the flame, the deviation
of the magnitude dfx.was calculated to be 0.0281 mimased on the data shown in Figure 3-9(b),
and that oK,y was calculated to be 0.0221 mnFurthermore, Figure 3-9 illustrates the pattern

of flame surface in terms of its alternating con{iexlicated by a positive curvature) and concave
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shape (indicated by a negative curvature) in cpoedence to the structures created by the shear

layer and the eddies generated by the turbulende gr
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Figure 3-9. Comparisons of the vertical and horiabourvatures at the 84ayer the left (Panel a) and right
(Panel b) branch of the flame.

Below, comparison between 2D and 3D curvaturesadenFirst, Figure 3-10 compares the
principal curvatures against the vertical and tarial curvatures shown in Figure 3-9. Clearly,
the principal curvatures encompass the verticalamtontal curvatures as expected, because the
principal curvatures are defined in the steepestctions while the vertical and horizontal
curvatures are essentially curvatures along twaloandirections. Once the 2D and principal
curvatures were obtained, their PDFs can be catdiland compared, as shown in Figure 3-11.
Here, a mean curvatur&fea) Was defined as the average of the two principalatures
following refs. [71, 89]. The PDFs shown here wiamened by curvatures measured on one flame
(i.e., one frame of 3D flame reconstruction). Mspecifically, the 3D flame reconstruction at one
chosen moment was analyzed in the following thtepssto obtain these PDFs. First, the flame
front was extracted by the 3D reconstruction offthme front at a chosen moment. As mentioned
before, the flame reconstruction was performed totad of 128 x 128 x 128 voxels (about 2 x

1(P). At this particular moment, the flame surface igentified on 25,344 voxels. Second, the
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2D, principal, and mean curvatures were then caledlat all these points on the flame surface
identified in the first step, resulting in a totdl25,344 measurements for each type of curvature.
Third, the PDFs of the vertical, horizontal, andamesurvatures were then extracted from the

results in step 2 and plotted in Figure 3-11.
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Figure 3-10. Comparisons of the vertical, horizhraad principal curvatures of at the'®4-z layer for the
left (Panel a) and right (Panel b) branch of tiaeni.

Several observations can be made based on thésrekolvn in Figure 3-11. First, the PDFs
of all three curvatures are approximately symmetiit a zero mean, illustrating the stochastic
nature of the turbulent flame. Second, more tha@%%f all the data points were bounded in £0.5
mn? for this flame, and the occurrence within +0.3 thatcounted for more than 99.4% of alll
the data points (which was also the reason thaatige of the color scale in Figure 3-8 was chosen
to be 0.3 mm). Third, the PDFs clearly show that the curvaiaréhe vertical directionKy,)
exhibited an overall magnitude larger than thahéhorizontal directioriy), an observation that
agrees with the visual examination of the data shimwFigure 3-8. Lastly, due to the wKyhean

is defined (as the average of the principal cumes)y the PDF oKmean @ppears to be between

those ofKx; andKyy.
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Figure 3-11. Comparison of the PDFs of 3D curvafiga) and 2D curvatureKxzandKyy).

Figure 3-12 and Figure 3-13 show the 3D curvatundeu the Gaussian definition. As
discussed above, the Gaussian curvature indicatée isurface at a given point is elliptic,
parabolic, or hyperbolic, which is an intrinsic raeee of the 3D flame surface [70]. Note that
other similar quantities can be defined to serve shme purpose. For instance, a shape factor,
defined as the ratio of the principal curvaturel@sussed in ref.[71], provides the same physical
meaning as the Gaussian curvature. Figure 3-12shmGaussian curvature distribution on the
flame front (the same flame surface shown in Fi@48). From Figure 3-12, it can be seen that
the Gaussian curvature of most points at low fl&x@ights (e.g., below= 20 mm) was close to
zero, which suggests that the flame shape was tdasgindrical or planar, as expected for a 2D
laminar Bunsen flame. Such information cannot biokd from 2D measurements (e.g., from
the measurements 8%, shown in Figure 3-8(a)), and such informationssful in practice. For
example, whether a surface is cylindrical determiiiehow accurately a 3D curvature can be
inferred from 2D imaging measurements. Figure 3ti@ws the PDF of the Gaussian curvature is

between -1.0 and 1.0 mina range that encompassed more than 99.9% ofthepdints. Similar
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to the PDFs shown in Figure 3-10, the PDF of theisS@n curvature exhibits approximate
symmetry due to the highly turbulent nature of tlaene. Note that the Gaussian curvature is
defined as the product of two principal curvatutdég vertical axis in Figure 3-13 is shown in
logarithmic scale to accommodate the range of #te.d\s can be seen, the PDF shows a distinct
peak at zero (-0.05 mMi< Kgaussian< 0.05 mn¥) with the distribution of cylindrical and planar
points marked, illustrating that a significant pamtof the surface on the entire flame is cylindric
and planar. Based on the results shown in Figur2, 3he flame surface at lamwas the primary
contributor into this portion. For a cylindricalréace, the 3D curvature (or shape of the 3D sujface
can be determined from a 2D imaging measuremettie 2D imaging plane is properly oriented
relative to the surface. Figure 3-12 also shows #haignificant portion of the flame surface
exhibited a non-zero Gaussian curvature and therefas either elliptic or hyperbolic. For these
points, the 3D shape of the flame front cannotitlg etermined by 2D measurements. A number
of frames were processed (e.g., as shown in Figtig and the PDFs obtained from different
frames were stable.
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Figure 3-12. Instantaneous measurements of thes@ausurvature.
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Before concluding this section, we briefly disctiss uncertainty analysis and validation of
the curvature measurements. As aforementioneds it isignificant challenge to measure
instantaneous 3D curvature of turbulent flames,amcently there is no established technique to
our knowledge. Therefore, it is difficult to pemoruncertainty analysis and validation via a direct
experimental approach (i.e., which may requireuse of another technique that can measure 3D
curvature). To obtain some preliminary results,hage performed simultaneous measurements
of CH-based PLIF and TC in flames generated bysise burner under the same conditions. The
goal was to obtain 3D flame topography and cuneatiging the TC technique described in this
chapter and also a 2D PLIF image simultaneouslgnTla 2D cross-section of the flame was
extracted from the 3D TC measurements across the pkane at which the PLIF was performed,
so that the flame topography and curvature (2D ature though as only 2D curvature could be
calculated from the PLIF measurements). Detailegmgtion of these comparison experiments is
provided in a separated publication [34]. The rsssthow that the curvatures extracted from the

2D PLIF image and the 3D TC measurements wereasoreable agreement, both in terms of the
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instantaneous measurements and the statisticsavienage difference between the magnitude of
the curvatures obtained from PLIF and 3D TC wa%al .8nd 84% of the data points agree within
one standard deviation (std), 95% within two staj 88% within 3 std. Note that the difference
was defined based on the magnitude of the curvdilee the absolute values) such that the
positive and negative errors did not cancel eabbrofThese results should provide a reasonable

estimation to the uncertainty of the curvature raeaments reported here.
3.6 Summary

In summary, this chapter describes instantanedds;r&te 4D measurements in a highly
turbulent flame generated by a Bunsen burner. Tlasorements were performed using a
combination of computed tomography and chemilungeese imaging of the flame (coded named
the TC technique, tomographic chemiluminescencM®S cameras operating at 5 kHz (with
an exposure time of 0.2 ms) recorded flame chennilestence from a volume measuring ~ 70
(width) x 70 (depth) x 105 (height) nimwhich were used as the input for the subsequent
tomographic reconstruction to obtain the 3D measargs.

Based on projection measurements of chemiluminescemissions, 3D flame structures were
reconstructed to extract 3D flame properties, argighapter focused on the location and curvature
of the flame front. For flame location analystse PDF of flame topography was extracted from
a series of 4D measurements, and the PDFs of dmeeflat different spatial locations were
examined. For flame curvature analysis, 2D curea@ilong selected orientations and 3D curvature
under various definitions were calculated basethermeasured 3D flame topography. The PDFs
of curvature in 2D and 3D were then extracted ammpared, and these results quantified the
flame surface in 3D. The Gaussian curvature divitherl flame surface into three categories

(cylindrical, elliptic, or hyperbolic), and the PBlprovided relative portion of each category on
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the entire flame surface. These results illustthee limitations of 2D measurements and the
potential of 4D diagnostics to fully resolve th@sptemporal behavior of turbulent flames.
Finally, this chapter serves as a demonstration tied technique of tomographic
chemiluminescence. Limitations of the approachnithe number of spatial resolution elements
(which is in turn limited by the total number ofneara pixels) and minimum feasible exposure
time. This minimum exposure time affects the gpaBsolution, through the light collected by
each camera pixel and through the averaging edfeitte flame movement from one frame to the
next. Advances in CMOS camera technology, howewdl,improve the sensitivity of these
systems, enabling shorter exposure times and highming rates. With state-of-the-art CMOS
cameras commercially available, measurements upOt&Hz with similar spatial resolution
reported here should be feasible. Of course, highkk velocities and enhanced turbulent level

may require even higher framing rates and shoxigosure time.

49



Chapter 4 Development of Single-Shot Volumetric Laser Induced

Fluorescence (VLIF)

4.1 Limitation of TC and Motivation of VLIF

The results reported in chapters 2 and 3, whilestithting the capabilities and relative
simplicity of the TC technique (which relies on thescent emissions from the flame and does not
require the use of a laser), also illustrate sévengations. First, obviously, the TC technigue i
not applicable when there is no nascent emissicmasiin nonreactive flows. Second, it is difficult
to separate the chemiluminescence signal fromrdifitespecies, and attempt to separate them
typically requires the use of filtering and leadsiecreased signal level. Third, the TC technique
relies on the emissions from excited radicals gatedrby chemical reactions and thus the signal
level can be relatively low and cannot be contrblle comparison, for laser-based techniques,
the signal level can be controlled by adjustingititensity and spectral profile of the laser anadl ca
be much stronger than that generated by nascennilcimeinescence emissions. Fourth,
application of chemiluminescence suffers from decdf between signal level and the repetition
rate of the measurements. Higher repletion rateires|short exposure time, which in turn reduces
the signal level proportionally.

To overcome the above limitations of the TC techaidhis chapter describes the development
of a new type of 4D optical diagnostic techniquedoyLIF, laser induced florescence. Optical
diagnostics based on laser induced fluorescende) (hdve been extensively researched and
applied in the past [15, 90]. LIF-based diagnoshiase been demonstrated as a powerful and
versatile tool for flow visualization and measuremse Many key flow parameters, including
species concentration [91, 92], temperature [984 mixture fraction [94-96], can be inferred

from LIF measurements. However, past work has tergely limited to measurement in 1D and
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2D [14, 54, 55], and it has been long desired tergk LIF to 4D measurements. Therefore, it is
the goal of this chapter to develop, validate, @®inonstrate the extension of LIF-based
measurements to 4D. We developed a new techniqde,rmamed VLIF (volumetric LIF) for such
extension. The VLIF approach combined LIF with caomeg tomography to obtain 3D
measurements volumetrically and instantaneously.

Compared with TC, the VLIF technique is capablewtrcoming the limitations of the TC
technique described above. First, the VLIF techaidoes not need to rely on any nascent chemical
species. The VLIF technique can also rely on chahspecies seeded in the flow (e.g., iodine
vapor used in this work). As a result, VLIF techueqcan be applied to any types of flow, reactive
or non-reactive, at least conceptually. Second,Mhe- technique is species specific. With a
carefully chosen excitation wavelength, the VLIEheique only excites a particle chemical
species and the LIF signal is only generated syahemical species. Third, the signal level of the
VLIF technique can be controlled by adjusting trevelength, intensity, and spectral content of
the excitation laser. And the VLIF signal can brersgier than that from the TC technique. Fourth,
the VLIF technique does not suffers from the trdflleetween signal level and the repetition rate
of the measurements. As mentioned, the signal lamdl measurement duration of the VLIF
technigue are determined largely by the propedi¢le laser (the duration of the laser pulse, the
intensity of the excitation pulse, et al) and does depend on the exposure time any more.
Therefore, measurements at higher repetition eée achieved without sacrificing signal level.
As a result, the VLIF technique can be applied trertransient flows than the TC technique.
Specifically in this chapter, the VLIF approach vdasnonstrated using a thick laser slab to excite
the target species (iodine vapor seeded in the flmumetrically. The LIF signals emitted by the

target species are then captured by multiple casvfesen different orientations simultaneously. A
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tomographic algorithm [2, 37, 38, 46-48] is thenpéyged to reconstruct the 3D distribution of

the target species based on such projection measuts.
4.2 Experimental |mplementation of VLIF

The experimental implementation used to demons#matevalidate the VLIF technique was
schematically illustrated from the top view as shaw Figure 4-1(a). As shown in the center of
Figure 4-1(a), the target flow was a turbulenfl@tv consisting of nitrogen and iodine vapa)(l
The exit diameter of the jet was 6.35 mm. Theapor was generated by heating iodine crystals
(contained in a vessel) in a water bath to a teatper of 200F (93°C). A carrying dry nitrogen
flow was passed through the vessel to introducé&thegpor into the target flow. The mole fraction
of the b vapor in the target flow was therefore controlbghe vapor pressure efunder the bath
temperature and the flow rate of the nitrogen gad,the maximum mole concentration of the |
vapor in the target flow was estimated to be 4%éexperiments performed here. The design of
the seeding concentration for the VLIF measuremesats similar to that for traditional PLIF
measurements, involving a trade-off among sevardbfs such as signal level, disturbance to the
chemical composition of the target flow, and preadity of seeding the desired concentration. The
VLIF technique was then applied to measure theivelaoncentration of the seededn 3D. Note
that other flow properties can be calculated as,weth as 3D mixtures fraction if the tracer can
serve as a conserved scalar in the target flowilésito the calculation of 2D mixture fraction
based on PLIF). The use efttacer for mixture fraction measurement has béscudsed in [96].

In some of the experiments, a rod (with a diamete&.18 mm) was placed at the exit of the
jet, to increase the complexity of the flow strueti(and also to create an easily recognizable
pattern of the flow to facilitate validation). Basen the flow configuration, the following

Cartesian coordinate system was defined as showheifigure: the center point of the jet at the
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exit plane was defined as the origin, the flow clien was defined as theaxis, and the axis
was defined along the direction of the rod.
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Figure 4-1. Panel (a): experimental setup fromttpeview. Panel (b): the spatial profile of VLIFskr
intensity aty = 0.

The VLIF technique used the output of a pulsed WAIG laser (Quanta-Ray Spectra-Physics),
labeled as VLIF laser in Figure 4-1(a) at 532 nmexoite the seeded Vapor. The pulse duration
was about 8 ns, the repetition rate was 10 Hz,thagulse energy was 600 mJ. The excitation
laser pulses were expanded by a series of lensea ithick laser slab so that it can illuminate a
volume of 50 x 50 x 50 minand the entire target flow was excited volumathic

The VLIF signals generated by the volumetric exmtawere then captured by five CMOS
cameras (four Photron SA4s and one SA5) as showigure 4-1(a). All cameras were aligned in
thex-y plane and therefore their orientations were corepletpecified by, defined as the angle
formed by the optical axis of a camera relativeh® positivex direction as shown. The focal
length and-number of the lenses used on all cameras wererit@@nd 2.8, respectively. Each
lens was equipped with a 532 £ 10 nm OD4 notchrfild block any scatter of the excitation laser.
The operation of the laser and cameras was synizebising control electronics. Prior to any
measurement, a calibration target was used tordigtetthe orientation and location of the cameras

using a view registration program [30, 62]. Theentations of camera 1 through 5 were
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determined to b@ = 270.0, 311.8, 341.9, 73.7 and 111.3, respectively, with an accuracy
estimated to be within ®5AIl the cameras were approximately 420 mm awawnfthe target.

A simultaneous PLIF measurement was also perforoyeexciting the LIF transition ofl
with another laser (labeled as the PLIF laserfwie purpose of providing a direct validation for
the VLIF measurements. More specifically, the PhiEasurements provided a 2D image at a
certain cross section of the 3D flow, which carcbmpared against the 3D reconstruction at the
same cross section. The PLIF laser (Photonics tida€DM?20 - 527 DH) generated laser pulses
at a wavelength of 527 nm, with a duration of 440apulse energy of 12 mJ, and a repetition
rate of 5 kHz. The PLIF laser pulses were focusénl $heets with a thickness less than 0.8 mm.
The PLIF laser was aligned along thaxis (i.e., perpendicular to rod). To best utilize cameras
available to this project, the VLIF laser, PLIF dgsand camera 1 (which was aligned
perpendicular to the PLIF laser sheet) were conéidun such a way that camera 1 captured the
VLIF and PLIF signal sequentially in two consecatiframes, and the temporal separation
between these two frames was 0.2 ms. As a reseh,teough both the VLIF and PLIF techniques
were able to generate single-shot measurementtharefore can be applied to highly turbulent
flows, experiments in this chapter were performeder moderate turbulence levels (with a
Reynolds number of 2000 defined based on the jgtdexmeter), such that the flow can be
approximately considered frozen during the 0.2 mysamation to make the PLIF and VLIF
measurements comparable.

Before performing measurements in turbulent flothg first step was to characterize the
profile of the VLIF and PLIF laser pulses, sinces thiF signal depended on both target
concentration field and laser intensity distribatid@o accomplish this goal, a dye cell, with a

length and height both of 50 mm and a thicknes8.%fmm, was fabricated. This cell therefore

54



can hold a thin layer of uniform dye solution (wéhhickness of 0.5 mm). The solvent was ethanol
and the dye was Rhodamine 6G, which can be exgjtédth the 532 nm and 527 nm laser pulses.
The dye cell was then placed at different locationthe measurement volume. At each location,
the dye cell was aligned perpendicular to the pgapan direction of the laser pulses to be
illuminated by both the PLIF and VLIF lasers. Doetlie thinness of the dye solution in the cell,
the integration effects in the dye were neglectaditae measurement at each location was taken
as the intensity distribution of the correspondamsgr at that spatial location. Figure 4-1(b) shows
an example of the 2D intensity profile of the VUHSer measured gt= 0. The intensity profile
was apparently non-uniform, necessitating such athearizationa priori. Compiling the
measurements obtained at a series of locationspteeided the spatial distribution of both the

VLIF and PLIF lasers.
4.3 Tomographic Reconstruction

After the characterization of the laser profilespe&riments were then performed in another
dye cell (a cubical cell with a side length of 5éhjrto validate the VLIF tomographic algorithm
under controlled conditions. The tomographic aldponi was based on a variation of the Algebraic
Reconstruction Technique (ART), which has beende#did and demonstrated extensively in the
previous work for emission-based tomographic proil¢such as TC) [2, 37, 47, 49, 87]. The
tomography algorithm analyzes how many photongaltected on a given pixel and where these
photons are emitted from the measurement volumeeder, LIF-based tomography introduces
a fundamental difference when the absorption is megligible, because the intensity of the
excitation laser pulse varies as it propagatesutiitrahe measurement volume due to absorption,

and the variation depends on the concentratiohegbught distribution of the target species.
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In this chapter, the VLIF problem was solved byatang an ART algorithm on the target
concentration field layer by layer iteratively. Mospecifically, the algorithm consisted of four
steps. In the first step, the computation domais @rgided into multiple layers (and the first layer
was defined as the layer the VLIF laser first iatted with). In the second step, the 3D
reconstruction of the concentration of the targeicees was performed in the first layer. The laser
intensity in the first layer was only attenuated thg target species in the first layer and this
attenuation can be neglected if the layer was@afftly thin. Therefore the laser intensity in the
first layer was known (i.e., identical to the inerd one that characterizedpriori as shown in
Figure 4-2(a)). Therefore, with the laser inten&iypwn, the 3D reconstruction in the first layer
can then be solved by the ART algorithm. In thedtlstep, with the 3D concentration of the target
species obtained from the second step, the inyepisifile of the laser exiting the first laser (j.e
entering the second layer) can then be calculateidh was taken as the laser profile in the second
layer (again assuming sufficiently thin layers).nide, the 3D reconstruction in the second layer
can be performed. In the fourth step, the operataescribed in steps two and three were iterated
on the remaining layers until convergence was &elieDetailed description of the algorithm and
its numerical validation will be elaborated elseveheHere we focus on the experimental
validation of the algorithm and its application.

Figure 4-2 shows a set of example validation resafftained in the 50 x 50 x 50 rhoubical
dye cell using the algorithm described above. Teit was filled with the same Rhodamine 6G
solution and placed in the measurement volume.deesolution was excited with the 532 nm
VLIF laser volumetrically. The LIF emissions wereasured by all five cameras, based on which
a tomographic reconstruction was performed usie@tgorithm described above to obtain the 3D

distribution of the dye concentration (which shob&simply a uniform distribution because the
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dye solution was well mixed). The computational domwas taken to be 50 x 50 x 50 fm
identical to the cubical dye cell. The domain waant discretized into 120 x 120 x 120 voxels,
resulting in a 3D spatial resolution of 0.42 x 0.420.42 mmM in the reconstruction. The
discretization was designed by a consideration ath practical and fundamental factors.
Practically, the computational cost and memory irequent scale proportionally to the
discretization. Fundamentally, when the number mfnowns (i.e. number of voxels) in the
tomography problem exceeds the number of indeperetpmations provided by the measured
projections (i.e. number of pixels in the measupedjections), the problem becomes under-
determined. With the cameras and imaging opticdabla in this chapter, the number of pixels
providing useful information was approximately ¥.8%, and a discretization of 120 x 120 x 120

resulted in a total of ~1.7 x 9@oxels.
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Figure 4-2. Controlled VLIF experiments performeda dye cell. Panel (a): dye concentration at three
locations obtained from 3D VLIF measurements. Pénkelscaled laser intensity along the VLIF lasathp

at three different locations £ = 20, 30 and 40 mm). Panel (c): laser intensitthe¢e locations obtained
using the 3D VLIF reconstruction algorithm. Parg): (comparison of the laser intensity obtained By 3
reconstruction and direct 2D measurement.

Figure 4-2(a) shows the reconstructed concentrgtiormalized) at severallocations ¢ =
20, 30 and 40 mm) along the central plane of theeabll (i.e.,y= 0 mm). As seen from Figure
4-2(a), the reconstructed concentration agreedtivélexpected uniform distribution closely, with
a std (standard deviation) less than ~5%. Reaswrsi€h deviation and future improvement will
be examined more closely at the end of this secflanconfirm that appreciable attenuation
occurred in these measurements, Figure 4-2(b) stieaser intensity measured along the laser
propagating direction (i.e., along theaxis) at three differert locations (i.ez = 20, 30 and 40
mm). These measurements were made by focusinglite Isser into a thin sheet, propagating
the sheet through the dye cell, and measuring theeissions at different locations. As seen
from Figure 4-2(b), the intensity)(of the excitation laser was attenuated appregidbke to
absorption, and a fit of the data confirmed tha #bsorption follows the exponential Beer-
Lambert relationship. The reconstruction algoritivas insensitive to the magnitude of absorption
under the conditions in this chapter, primarily fao reasons. First, the absorption was not very
strong (~20% in the dye cell test shown here assltlean 5% in the flow measurements) and the
media remained optically thin. Second, the algaritvas designed to perform reconstruction
under appreciable absorption. Though it is anré@sting topic for future research to examine the
accuracy and applicability of the algorithm undeoisg absorption (i.e., in an optically thick
media).

Results in Figure 4-2(c) - 2(d) provide anotherdation of the VLIF reconstruction algorithm
in an absorbing media by exploiting the dualitytteé tomography algorithm. More specifically,

the problem of reconstructing the concentratiold fiéith known laser intensity field (as solved in
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Figure 4-2(a)) is equivalent to reconstructing ldeer intensity field with known concentration
field, and both problems were solved by the algamitdescribed in Section 4.3. Based on such
duality, the VLIF algorithm was applied to recomstrthe 3D laser intensity field based on the
projections measured from the dye cell under theesdiscretization scheme used in Figure 4-2(a).
Again, in this reconstruction, the dye solution wasen as an input knovenpriori (i.e., a uniform
distribution). Figure 4-2(c) shows the laser intgnat three different locations (the 260" and
100" layer in they direction) obtained from this reconstruction. B@mine the reconstruction
guantitatively, Figure 4-2(d) compares reconstritdéser intensity against that directly measured
(i.e., the one shown in Figure 4-1(b)) along a (e 0 andz= 30 mm). As seen in Figure 4-2(d),
the 3D reconstruction and the measurement agrdebotdl at an overall and detailed level. The
variation was also within ~5%, similar to that obvsel in Figure 4-2(a). The experiments
performed here and the reconstruction algorithra pisvide an approach to characterize the 3D
distribution of the laser intensity.

In summary, controlled measurements were perforimeddye cell to provide experimental
validation to the VLIF reconstruction algorithm. @aiting the duality of the problem, the
algorithm was validated both via comparison betwesronstructed dye concentration field
against the known concentration field, and also ceanparison between reconstructed laser
intensity field against the measured intensitydfi@oth validations showed an agreement within
~5%. Two major factors causing such disagreemesttidled the reconstruction algorithm and
measurement error caused by pulse-to-pulse variafithe laser intensity. First, according to our
numerical simulations using phantoms, the recoostm algorithm was able to solve the VLIF
problem within 1~2% accuracy with error-free projees (here accuracy was defined following

[38] as the overall difference between the recowstd distribution and the phantom relative to

59



the overall magnitude of the phantom). The curedgorithm was based on the iteration of the
ART, and alternative algorithms (e.g., based orufated annealing [32, 87]) are being explored
to improve the reconstruction accuracy. Secondshio-to-shot variation of the laser pulses was
measured to be ~1.1% both in terms of the pulseggraand spatial distribution (defined as the std
over 50 shots), while the laser profile charactin was not performed situ (e.g., the 3D and

2D measurements compared in Figure 4-2(d) werentakdifferent times). Possible approaches
to reduce uncertainty caused by this factor inclingeuse of a more stable laser, monitoring the
laser intensityin situ with additional cameras, or performing the measem in the saturated

regime.
4.4 Resultsfrom Turbulent Flows

With the experimental setup and tomographic algoré developed in the previous sections,
this section reports single-shot VLIF measuremeh®D distribution of 4 vapor in turbulent jet
flows.

Figure 4-3 shows a set of example projections cadtby camera 1 through 5, displaying an
incompletely developed jet flow with two branchesgrated by the rod placed at the exit of the
jet. Figure 4-3(a) shows the PLIF image obtaineddayera 1, and Figure 4-3(b) - 3(f) show the
simultaneously measured VLIF projections by canifetarough 5, respectively. As mentioned
earlier, the VLIF projections were measured 0.2atter the PLIF image, and this delay was
negligible for this flow (with a Reynolds number 2000 defined based on the jet exit diameter)
so that the PLIF and VLIF measurements were corei® be simultaneous. All projections had
a resolution of 600 x 600 pixels, and each pixetesponded to a physical dimension of 0.06 x

0.06 mm. Both the PLIF image and VLIF projectionsrevsingle-shot measurements. Note that
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the PLIF image in Figure 4-3(a) appeared cleardrsdrarper than the VLIF projection because
the VLIF projections (Figure 4-3(b) - 3(f)) weradi-of-sight integrated.

Compared with the chemiluminescence projectionainbd in Figure 2-2 from chapter 2 and
chapter 3, the VLIF projections shown in Figure(#)3 3(f) are of higher signal level, obtained
during a much shorter duration (about 8 nanosecandiere compared to 0.2 ms for the TC

technique), and can be extended to higher repetitite as to be discussed in chapter 5.
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Figure 4-3. A set of example projections measusechimera 1 through 5. Panel (a): the PLIF imagéucag
by camera 1. Panels (b) - (f): the VLIF projectiaagtured by camera 1 through 5.

Based on the projections, the 3D distribution @f ithvapor concentration in the jet flow was
reconstructed using the tomographic algorithm desdrabove. Figure 4-4 shows an example
reconstruction obtained using the projections shamwrFigure 4-3. This reconstruction was
performed in a computational domain of 35.5 x 36.85.5 mm, sufficient to encompass the
entire target flow as seen in Figure 4-3. This cotaponal domain was discretized into 120 x 120

x 120 voxels (~1.7 x B) resulting in a nominal spatial resolution of @/@m. Figure 4-4(a)
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shows a 3D rendering of the relatigecbncentration, illustrating the overall V-shapetdd flow.
The iso-surface value in Figure 4-3(a) was set twmmerical value of 11% of the maximum
intensity of the reconstructegldoncentration in the domain of interest, a valuesen to provide
differentiation against background noise and te@nee the contour of the ¢oncentration field.
To better present the 3D reconstruction, Figure(d-shows three planar slices of the
reconstruction at three differemtlocations (corresponding to the'50", 70" layer in they
direction). Figure 4-4(b) shows that the 3D recanrtion also captured the flow feature at a more
detailed level. For example, the'8layer corresponded to the central plane of théiget (i.e.y

= 0), and therefore the overalldoncentration on this layer should be higher tthenother two
layers due to less entrainment (more ambient aremérained into the jet in its outer portions than
the central portions, resulting in more dilutiordaelatively lower 1 vapor concentration in the

outer portions). This feature was clearly capturngthe 3D reconstruction shown in Figure 4-4(b).
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Figure 4-4. Panel (a) 3D VLIF measurement of dgst, Panel (b) three 2D slices of the measurement.

To further validate the above 3D VLIF reconstrusipFigure 4-5 directly compares the VLIF

against the PLIF measurements. Figure 4-5(a) stiosv¥'LIF reconstruction at the central layer
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aty = 0, (i.e. layer 6@ as shown in in Figure 4-4(b)). Figure 4-5(b) shdiws PLIF image
measured by camera 1 also at the central layer the same image shown in Figure 4-3(a)). A
comparison between Figure 4-5(a) and 5(b) suggeseement at both overall and detailed level.
For example, both the VLIF and PLIF measurememnsaled the left branch to be taller and have
an overall higherzlconcentration than the right branch. The comparlsetween Figure 4-5(a)
and (b) also shows the differences in spatial tegw between the VLIF and PLIF measurements.
The VLIF measurement contained more imaging elesndain the PLIF measurements (a total of
~1.7 x 18voxels in the VLIF versus 0.36 x 4pixels in the PLIF). However, due to the volumetri
nature of the VLIF measurement, the PLIF measuréheha superior pixel resolution in a plane
as shown in Figure 4-5(a) and 5(b). As aforemeatipthe nominal spatial resolution of the VLIF
measurement was 0.42 mm, calculated by dividinglitmension of the measurement volume with
the discretization (i.e., 50 mm/120 = 0.42 mm).sThominal resolution represents the highest
possible resolution that can be obtained. The acasalution will be worse than the nominal
resolution due to the factors such as measurememeaonstruction uncertainty. The comparison
between VLIF and PLIF shown in Figure 4-5(c) pre@sd way to estimate the actual resolution.
The spatial resolution of the PLIF measurements egsisnated to be 0.059 mm in this chapter,
sufficiently higher than of the nominal VLIF resthn. We examined which level of details
captured by the PLIF can be resolved by the VLiRgithe comparisons such as shown in Figure
4-5(c). Based on this examination, the actual apatsolution of the VLIF was estimated to be

0.71 mm, which was worse than (but on the samer a@s)ethe nominal resolution of 0.42 mm.
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Figure 4-5. Comparison of VLIF against PLIF in ardar-developed turbulent jet flow. Panel (a): tHaRv/
reconstruction at the central layeryat 0. Panel (b): PLIF measurement of the flow sitcéntral plane
(captured by camera 1). White line shows the edtgfa&ed from the image. Panel (c): panel (a) apéd
with the edge extracted from the PLIF image (thee,white line shown in panel (b)).

Therefore, with the current status of the VLIF teicue demonstrated in this chapter, it can
overcome the planar nature of PLIF and resolvehhee dimensionality of turbulent flows, but
still cannot compete with PLIF in terms of pixelsodution in a plane. Further research is
undergoing in our group to improve the spatial hetsan of the VLIF technique while maintaining
its single-shot and instantaneous nature. To fatglia more quantitative comparison, also shown
in panel Figure 4-5(b) is the edge of the flow stuwe extracted from the PLIF image (the white
lines) with a thresholding algorithm [85]. Figuré&&) then overlaps the edge on top of the VLIF
slice shown in Figure 4-5(a). Good agreement cambiserved in Figure 4-5(a). For instance, the

two detached flow regions in each branch were mredday both the VLIF and PLIF techniques.

64



X (mm)

600

g

3 20F 3

X £ X

2 S 8

N N N
200

x (mm)

0
(C))

X (voxel)

120 -10 10

30

o]
(=]

z (voxel)
z (voxel)

B
(=]

%

129 200 400 40 80
X (pixel) x (voxel)

Figure 4-6.Comparison of 2D reconstructed slice against thpeemental PLIF and VLIF projection in a
fully developed turbulent flow. Panel (a)-(c): taref the five projections used in the VLIF recoustion,
captured by camera 1, 3, and 4, respectively. Rdnethe VLIF reconstruction at the central laggy = 0.
Panel (e): PLIF measurement of the flow at its r@ntlane (captured by camera 1). White line shthwes

edge extracted from the image. Panel (f): panebydylapped with the edge extracted from the Phikde
(i.e., the white line shown in panel (e)).

Lastly, Figure 4-6 shows another example of the gamson between the VLIF and PLIF
techniques in a fully developed turbulent flow. g 4-6(a) - 6(c) show three of the five
projections used in the VLIF reconstruction, captlby camera 1, 3, and 4, respectively. Figure
4-6(d) - 6(f) are parallel to Figure 4-5(a) - 5@&howing the central slice taken from the 3D VLIF

measurement, the corresponding PLIF measurementsaedge extracted, and the overlap of the

edge with the VLIF slice, respectively.
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45 Summary

This chapter reports the development and validadforolumetric laser induced fluorescence
(VLIF). The technique was developed to obtain srgjiot measurements in turbulent flows
volumetrically and to overcome some of the limaas associated with the TC technique. Single-
shot VLIF measurements (with a measurement durafienfew ns) were demonstrated in a 50 x
50 x 50 mm volume with a total of 120 x 120 x 120 voxels @léag in a nominal spatial
resolution of 0.42 mm in all three dimensions). Tineasurements were performed based on the
LIF signal of iodine (1) vapor seeded in the flow. The VLIF technique ®dihe seeded Vapor
volumetrically by a thick laser slab. The volumetriF signals emitted were then simultaneously
collected by a total of five cameras from five diffint orientations, based on which a 3D
tomographic reconstruction was performed to obtdid measurements. To validate the
reconstruction algorithm and VLIF measurementsticsizell measurements and simultaneous
PLIF measurements were also performed. The stalliexperiments provided controlled tests to
the reconstruction algorithm by the use of a dyleveg¢h a known (i.e., uniform) concentration
field. The PLIF measurement performed simultangowgith the VLIF provided a direct
comparison for validation. Such comparison, besigesviding a validation of the VLIF
measurements, suggests that the actual spatifitiescof the VLIF technique to be ~0.71 mm,
compared to the nominal resolution of 0.42 mm. Gtmmparison also shows that at the status of
the VLIF demonstrated in this chapter, the PLIFhtegue still offers superior spatial resolution
in a plane even though the VLIF technique enablesenotal imaging elements volumetrically

and resolves the three dimensionalities of turbiulews.
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Chapter 5 Kilohertz VLIF Measurementsin Turbulent Flows

5.1 Introduction

After the proof-of-concept demonstration of the ¥liechnique in the previous chapter at a
repetition rate of 10 Hz, this chapter describesalestration of VLIF measurements in turbulent
flow with repetition rate up to 10 kHz. Single-shoéasurements at low repetition rates (e.g., 10
Hz), besides serving as proof-of-concept and fatitig the experimental validation, are also
useful for studying the spatial structures of tamgét flow. However, measurements at higher
repetition rates are highly desired to resolveténeporal dynamics of turbulent flows and flames.
Therefore, this chapter describes VLIF measurensriggher repetition rates.

As mentioned earlier, the primary limitation of tlepetition rate for VLIF is the laser source,
no longer limited by the tradeoff between signaleleand the exposure time. Thanks to the
continued advancement in laser technologies, haywep and high-repetition rate lasers have
become commercially available to enable VLIF measiants at high repetition rate, and the trend
of this advancement will surely continue to furtipeish the capabilities of VLIF measurements.
As an example, the chapter reports the applicabioa high-repetition rate laser (Photonics
Industries DM30 — 527) in VLIF measurements. Theetas capable of generating laser pulses
with duration on the order of a few hundred nanosds and with repetition rate up to 10 kHz,
thusly enabling 4D VLIF measurement to 10 kHz.

Based on this new instrumentation, in this chapterdemonstrate 4D VLIF measurements
based on.lvapor at a various repetition rate (ranging frokHz to 10 kHz) in turbulent jet flows.
These measurements illustrate the capability offviiol provide instantaneous 4D measurements
to resolve both the 3D spatial structures and thisetemporal dynamics of turbulent flows. These

results also provide data to allow the study ofdhpabilities and limitations of 4D VLIF. This
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work investigated the VLIF signal level and its imgp to the reconstruction accuracy under
different conditions in terms of repetition ratesciéation pulse energy, and duration. Both
experimental and numerical work was conducted t@ mat the relationship between these
parameters, providing guidance to the applicatadrtbe VLIF technique under various practical

requirements.
5.2 Experimental Arrangement

Figure 5-1 illustrates the experimental setup sdimally from the top view and the
coordinate system used in this chapter. As showheartentral part of Figure 5-1, the target flow,
a turbulent jet flow consisting of nitrogen and des b vapor, was generated from a 6.35 mm-
diameter jet. Thexvapor was seeded into the target flow by heatingssel containing iodine
crystals. The vessel was heated by a water batichwias held at a constant temperature of 93
°C. The nitrogen flow was passed through the iodmystals at a flow rate of 4.5 SLPM, carrying
the b vapor into the target flow. The mole fraction loét> vapor in the target flow was controlled
by the temperature of the water bath (which costtioé vapor pressure @) nd the flow rate of
the nitrogen gas. Under the experimental conditionghis chapter, the maximum mole

concentration of2lvapor in the target flow was estimated to be 4%.
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Figure 5-1. Schematic of the experimental setup fre top view

The output of the high repetition rate ND: YLG lagPhotonics Industries DM30 — 527,
labeled as VLIF laser in Figure 5-1) at a wavelbrm@ft527 nm was used to excite the seeded |
vapor in the flow. The VLIF laser generated pulsgth varying pulse energy and duration at
different repetition rate. In this chapter, theelawas operated with repetition rate from 1 to 10
kHz, with pulse energy varying between 72 mJ ton5and pulse duration between 150 ns to 450
ns.The excitation laser pulses were then expandeddeyias of lenses into a thick laser slab so
that the entire measurement volume of interests (50 x 50 mr&) was illuminated. Based on the
flow and optical configuration, a right-handed @aran coordinate system was defined as shown
in Figure 5-1. The exit plane of the jet was ddlfias thex-y plane, with the origin defined as the
center point of the jet. Theaxis was defined to be perpendicular to the prop@walirection of
the laser, and theaxis was defined as the flow direction (i.e., \catlly up).

As shown in Figure 5-1, a total of 7 CMOS camedaPljotron SA-4, 2 Photron SA-1.1, and
1 Photron SA-6) were used to simultaneously caghe®/LIF signal generated. All cameras were
aligned in thex-y plane and their orientations were therefore corepletpecified by, defined as
the angle formed by the optical axis of a camelative to the positivex direction. The focal
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length and-number of the lenses used on all cameras werentf&nd 2.8, respectively. Each
lens was equipped with a 532 + 10 nm OD4 notcérfild block any reflection or scattering of the
excitation laser. The operation of the camerasexettation laser was synchronized using control
electronics, and the camera control and imagesisitiqn were centralized on a computer. Prior
to any measurement, a calibration target was usddtermine the orientation and location of the
cameras using a view registration program [30] e Dhientation of camera 1 through 7 was
determined to bé@ = 90.0@, 127.%, 213.7, 240.2, 272.2, 316.9 and 48.9, respectively, with an
accuracy within 0.5

Before performing measurements in the target flibws also necessary to characterize the
profile of the excitation VLIF laser pulses, siribe VLIF signal depends on both thevapor
concentration and the laser intensity profile. Tharacterization of intensity profile of the VLIF
laser pulses was accomplished with a help of &g cell. We used a cell (with a length and
height of 50 mm and a thickness of 0.5 mm) to leottin layer of uniform dye solution (with a
thickness of 0.5 mm). The solvent was distilledevand the dye was Rhodamine 6G, which can
be excited by the 527 nm laser pulses generatéldebyLIF laser. The dye cell was then placed
in the measurement volume perpendicular to ther lpsgpagation direction and at varioxs
locations. At eacht location, the dye solution was illuminated by YHdF pulses and emitted LIF
photons, which were imaged by a camera along tieection. An example of such image taken
atx = 25 mm (corresponding to the right surface ofrtteasurement volume) is shown in Figure
5-2(a). Due to the thinness of the dye solutiothancell, the integration effects in the dye were
neglected and hence the image shown in Figure A& taken as the 2D intensity profile of the
VLIF excitation pulse ax = 25 mm. Compiling such 2D profiles at varioumcations generated

a 3D profile of the intensity to be used in the seduent reconstruction. The pulse-to-pulse
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variation of the VLIF laser was measured to be ~Bf6nitoring the pulse profile in situ (with

additional cameras) can help to reduce such unesrta
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Figure 5-2. Panel (a): 2D spatial profile of thelFlaser ak = 25 mm. Panels (b) — (f): the VLIF projections
captured by camera 1 through 7

Figure 5-2(b) - 2(h) shows a set of example VLIgnsis (termedrojectiong captured
simultaneously at 5 kHz by camera 1 through 7 udiiregexperimental setup described above.
Here the target flow was created by placing a rad & diameter of 3.18 mm at the exit of the jet
(the rod was placed along the y direction as showhigure 5-1). The flow was moderately
turbulent with a Reynolds number of ~2000 definedda on the jet exit diameter. As seen, the
rod created a recognizable V-shaped flow patteradiitate the description of the results. For
instance, projections captured by camera 1 andhighwvere aligned almost perpendicular to the
rod, clearly show the V-shaped flow pattern. Thesmgections were single-shot measurements
and all with a pixel resolution of 800 x 800 pixafser cropping (and each pixel corresponded to

a physical dimension of ~0.06 mm).
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5.3 Tomographic Reconstruction

Different from the reconstruction method used iraftier 4, a recently developed non-linear
reconstruction algorithm is applied here to sole toncentration field more efficiently. The
nonlinear algorithm was based on a variation ofAlgebraic Reconstruction Technique (ART)
algorithm [49, 97]. The major variation involvesdaessing the absorption of the excitation pulse
caused by»l[31, 97]. Figure 5-3 schematically shows the folation of the tomography problem
to illustrate this variation. As shown, the 3D dimition of b concentration is denoted &sand
discretized into voxels under the Cartesian coataisystem previously defined in Figure 5-1. An
imaging system collects the VLIF signal emitteddom a projectiorP on the camera chip. The
projectionP depends on two factors: the parameters of theimgagystem and the modulation of
the signal due to absorption. The parameters ofirttaging system include the distance and
orientation of the imaging system, specifiedrifgdistance)g (azimuth angle), angh(inclination
angle, zero in this chapter). The effects of adisth parameters are reflected in the point spread
function PSH of the imaging system [49, 63]. The modulatiorthad# target signal is caused by
the absorption of the excitation laser pulse bydpor, and such modulation is reflected in a
modulation functiod”, an exponentially decaying function in this cadkfving the Beer-Lambert

absorption law.
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Figure 5-3. Formulation of the VLIF tomography peob.

Considering both the imaging system and the signatlulation due to absorption, the

relationship between the measured projed@@ndC can be mathematically expressed as:
P=PSF[{i/ -C) (5-1)

whereP presents the projection vector formed by orgagizire measured projections pixel
by pixel, PSF the point spread function in matrix fori@,the vector formed by organizing the
discretized sought property voxel by voxel andlyabtthe attenuation function in matrix form.
The operator<® represents the Hadamard product ahdhatrix and vector product. This chapter
uses bold letters to symbolize vectors or matrioesied by discretizing their corresponding
continuous functions. The problem is to solve @with P measured at different locations and
orientations, and the problem here is a nonlineanography problem due to the nonlinear
modulation functiorv”. A new algorithm was therefore developed basetherART algorithm
(which is an established algorithm for linear tomagdy problems) to address the nonlinearity.

The new algorithm was code named NIRT (Nonlinearalive Reconstruction Technique), and
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was detailed and validated in [31]. Briefly, in thBRT algorithm, a nonlinear point spread
function was derived to combine tR&Fand/ terms in Eq. (5-1) to allow the development of an
iterative scheme. A ray-tracing and Monte-Carlo hrodt were then combined to track the
propagation of the excitation pulse and the absmrghrough the measurement volume [65].
Figure 5-4 shows two sets of results reconstrubtethe NIRT algorithm at two different

times, t = 0.0 ms and t = 4.0 ms. Figure 5-4(ashthe 3D reconstruction obtained using the
projections shown in Figure 5-2 (which was defimsd = 0.0 ms), and Figure 5-4(b) shows the
reconstruction obtained 4.0 ms later. In thesernstroctions, the computational domain was set
to a volume of 50x 50x 50 nio encompass the entire flow illuminated. The cotafional
domain was discretized into 128 x 128 x 128 voxels,lting in nominal spatial resolution of 0.39
mm in all three directions. Figure 5-4(a) and Abdw the 3D renderings of the relatiy@apor

concentration, illustrating the overall V shapdloiv as expected.

(a)t=0.0 ms (b)t=4.0 ms

Figure 5-4. 3D rendering of the reconstructedhpor concentration att = 0.0 ms and t = 4.0 ms.

To examine the 3D reconstructions more closelyuiEiég-5(a) shows a planar slice taken out
the reconstruction at three different times (t&; 0.2 and 1.0 ms). The slice was at the jet’sraént
plane aty = O (i.e., thex-z plane aty = 0). As a comparison, Figure 5-5(b) shows the-bfisight

integrated VLIF signal measured on camera 1 asdnee times. As shown in Figure 5-1, camera
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1 was positioned along thedirection, and therefore, both Figure 5-5 (a) &) show the

structure of the flow when viewed along thdirection. Therefore, both the VLIF and projection

measurements captured the same overall flow stejatug., the overall V shape of the flow, the

taller extend of the left branch than the right] #me higher concentration ofrlear the bottom of

the left branch than the right. However, differenbetween Figure 5-5(a) and 5(b) are notable

because one is a 2D measurement the other liniglafiategrated. For example, the region with

high I concentration near the bottom of the left brandah, (the region highlighted in the oval)

appeared to be larger in Figure 5-5(b) than 5(eabge Figure 5-5(b) was line-of-sight integrated

while Figure 5-5(a) was not.
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Figure 5-5. Comparison of the central slices takeh of the reconstruction (panel (a)) and the VLIF

projections measured by camera 1 (panel (b)) &rdifit times.

Temporally, as seen from Figure 5-5 (both from\théF and projection measurements), the

5 kHz repletion rate was sufficient to resolve dyaamics of the flow. The results obtained at t =
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0.0 ms and 0.2 ms are visually identical as shawporf closer examination, the results shown in
Figure 5-5(a) at t = 0.0 and 0.2 ms were diffetgnain offset within 1 voxel, i.e., 0.39 mm). In

contrast, the results at t = 0.0 ms and 1.0 msiaually different as seen from Figure 5-5 (again,
both from the VLIF and the projection measuremestiswing that a repetition rate of 1 kHz was

not sufficient to capture the temporal dynamicghas flow).
54 VLIF Measurement at Multiple Repetition Rates

To further illustrate the capabilities and limitats of VLIF, measurements were taken under
different conditions in terms of repetition freqeess and excitation pulse energy. The focus is to
understand the signal level of VLIF measurementsisnimpact on the reconstruction accuracy.

Using the experimental setup described in SectiMLEF measurements were performed with
a repetition frequency ranging from 1 to 10 kHzd &igure 5-6 shows the pulse duration and
pulse energy as a function of the repetition fregyeAs seen, the pulse duration increased from
~150 ns to ~425 ns and the pulse energy decreamad~72 mJ to ~15 mJ in this range (though
the laser profile remained stable as that showngare 5-2(a)).
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Figure 5-6. Pulse duration and energy of excitalser pulse as a function of repetition frequency.
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A two-level LIF model [1, 98] was adapted to analyke signal. The number of LIF photons
received by a pixel on a camera from a small pregen in the measurement volume is expressed

as follows:

N, :CElg[] B, (4 s (AtLAV (5-2)
4mr B, +B,, f|_+—(A21+Q21)C

(B + By,

whereQ is the collection angle of the pixel relative tmpe regionBi2, Bo1 andAx; are the

Einstein coefficientsQ)z1 the quenching rate coefficiemi;the spectral irradiance of the excitation
laser;c the speed of lightt the laser pulse duration; aA¥ the volume of the probed region. In
this chapter, the Einstein coefficients were takem [99] and listed in Table 1. Among all the
possible quenching mechanisms, only the collisiauenchingQ.1is considered because it is
dominant over the pre-dissociation effect at atrhesp pressure, and the value used in this
chapter is also listed in Table 1 [61, 100]. Witle fpulse duration and pulse energy plotted in
Figure 5-6 and the laser profile measured in Figug€a), the spectral irradiance was calculated

and listed in Table 1.

Table 5-1. LIF related parameters

Einstein A coefficienfy: (s?) 9.35x 16

Einstein B coefficienB: (J*msec) 9.85 x 168

Einstein B coefficienBi2 (I'm3sec) 9.85 x 168
Quenching coefficier® (sec') 3.80x 168

Laser repetition ratie(kHz) 1-~10

Laser pulse duratiofit (ns) 150 ~ 420

Laser spectral irradiance Iv (Jnizsect) 44x100~1.0x 16
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With the above parameters, Figure 5-7 shows the~\digjnal level of camera 1 computed
based on Eqg. (5-2) at different repetition frequescThe results for other cameras show similar
trend as that shown here. The computation was psecein three steps. First, a phantom
distribution of b concentration (i.e.C) was created based on simulation. To facilitate th
comparison between the computational and experaheesults, the phantom was created to
replicate the concentration distribution experinaiytmeasured (i.e., similar to that shown in
Figure 5-4(a)). The phantom was discretized intgel® as described earlier. Second, for each
pixel on the camera, the collection an@ecorresponding to different voxels in the phantons wa
calculated using the Monte Carlo and ray tracinghio@ mentioned in Section 3. Wit and the
other parameters as shown in Table 5-1, the nuoflhéF photons received on every pixel emitted
from every voxel (i.e.Nur) on a single can be calculated according to EeR)(5Then the
contributions emitted from all voxels were calcathtand integrated to obtain the projection on
the camera. Third, the projection obtained in &we@s integrated pixel-by-pixel and the integrated

signal was used to represent the overall signal lefithe VLIF measurements.
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Figure 5-7. Simulated and measured VLIF signalllavelifferent repetition rates.
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Figure 5-7 shows the overall signal level obtaifredn the computation described and that
obtained by experimentally measured projectionsthfd experimental results were scaled by a
common factor to account practical scaling factbat were not considered in the model (such as
the conversion factor from optical to electricgral in the camera, or the reflection losses at the
surfaces of optical components). The fact that mroon scaling factor can collapse all the
experimental data to close agreement with the ctatipus supports that the model captured the
major physics of the VLIF measurements. As Figuiedhows, the VLIF signal level decreases
significantly with increasing repetition rate. Bdtie computational and experimental results show
that the VLIF signal level decreased by a factor®t when the repetition rate increased from 1
to 10 kHz. Such decrease was primarily due todhgér pulse duration and lower pulse energy
(resulting in lower irradiance) of the laser ag@petition rate increases.

With the ability to accurately simulate the VLIFgsal level, the relationship between
measurement repetition rate and 3D measurementamgccan be studied. Assuming shot-limited
detection, the uncertainty in the projections iedained by the signal level shown in Figure 5-7,
which then can be incorporated into the reconstracalgorithm to study the reconstruction
accuracy. More specifically, an uncertainty wasnested based on the overall signal level, and
artificial noise (following a Gaussian distributiovith the estimated uncertainty as mean) was
added to projections. The artificially contaminapedjections were used as inputs the tomographic

algorithm to obtain a reconstruction, and the retaction error [Er) can be now quantified as:

N
Z ‘Crr]ec _ Crt]rue
n=1

true
C,

E, =
(5-3)

whereN is the total number of voxels used in the recams$ion, n the index of voxels(; ¢¢
andct ™ the reconstructed and phantom distribution antheoxel, respectively.
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Figure 5-8 shows the results & obtained at different repetition rates. As sedmg t
reconstruction error increases the measuremertitiepeate increase, due to the increasing lower
signal level and higher uncertainty in the VLIF jeations. At a repetition rate of 1 kHz, &R
near 2% can be obtained, in contrast to ~12%egpetition at 10 kHz as suggested by these results.
Based on these results, the reconstructions showigure 5-4 obtained at 5 kHz was accurate
within ~5%. Admittedly, such accuracy was obtaingter the assumption of shot-limited
detection, and the actual accuracy will be worga this because of other sources of experimental
uncertainty. The results shown here are valuabtbey illustrate the limit of the performance of
VLIF measurements under high repetition rates, aitgb the potential improvement in
reconstruction accuracy that can be achieved withaeced signal level (e.g., by using more

powerful lasers or imaging systems with betteresdibn efficiency).
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Figure 5-8. Reconstruction accuracy pfelt flow calculated at different repetition rates.

55 Summary

In summary, this chapter demonstrated 4D imagingsmements (made in a duration between
150 to 450 ns) in turbulent flows at repetitionesatip to 10 kHz, and performed accompanying

analysis to illustrate the capabilities and limdas of high speed 4D measurements. The 4D
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measurements were demonstrated in a 50 x 50 x 50viome with a total of 128 x 128 x 128
voxels using a technique termed VLIF (volumetrisela induced fluorescence). The VLIF
technique excited the seeded&por volumetrically, and the volumetric LIF si¢gmamitted were
then simultaneously collected by multiple camenasnf different orientations. Based on the
projections measured by these cameras, tomogragtoastruction was performed to obtain 4D
measurements. To study the capabilities and liraitatof VLIF, the experimental data were
analyzed to elucidate the relationship among théFVdignal level, reconstruction accuracy,
repetition rate, excitation pulse energy, and pdis@tion. These results suggest that the overall
VLIF signal level decreases significantly with isasing repetition rate due to the decreasing pulse
energy and increasing pulse duration, both chaiatts typical to high repetition rate Nd: YLF
and Nd: YAG lasers. As a result of the decreasiggas level, the reconstruction accuracy
decreases. With the status of the experiments demaded in this chapter, the overall 3D
reconstruction error was estimated to be ~2% apatition rate of 1 kHz and ~12% at a repetition

rate of 10 kHz.

81



Chapter 6 Conclusion and Future Work

This dissertation described the development, viididaand application of two novel optical
diagnostic approaches, namely Tomographic Chemilaggnce (TC) and Volumetric Laser
Induced Fluorescence (VLIF), for 4D measurementsturbulent flows and flames. Both
technigques use advanced tomographic algorithméy ascAlgebraic Reconstruction Technique
(ART) and Nonlinear Iterative Reconstruction Tecfug (NIRT), to reconstruct 4D
measurements of key flame and flow properties, sashlame front location, flame front
curvature, chemical species concentrations, etth Baxhniques have been numerically verified
using phantom study and experimentally validategdryorming both qualitative and quantitative
comparison against established diagnostic techrsquk as Planar Laser Induced Fluorescence
(PLIF). After the validation of both techniquesegithpractical applications in highly turbulent
combustion and non-reacting flows have then beenodstrated. The results show that these
methods have great potential to fully resolve cooapéd flows and flames with high
spatiotemporal resolution.

Based on the lessons learned in this work, thevialig research directions are suggested for
future investigation:

1) As an extension of VLIF measurements in non-reactiow (e.g. a turbulent jet flow
seeded with iodine), application of VLIF measuretaeon reactive flows should be
explored and investigated. The measurements walgde-shot measurements similar to
the measurements in non-reactive flows, and CHahds a promising species for such
measurements. The VLIF measurements can be expealtyevalidation again by
comparing the VLIF against PLIF measurements basedCH. Both experimental

demonstration and validation measurements shouldeb®rmed on both laminar and
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2)

3)

turbulent flames. A focus in these measuremertis éxamine if the VLIF technique can
maintain the same level of capability in resolvihg 3D spatial structures of reactive flows
comparing with that in non-reactive flows.

Besides the experimental demonstrations discusséais work, a thorough parametric
study is needed to help us understand the intrim&chanism of VLIF. Compared to
traditional planar techniques, it is not straightfard to understand the VLIF approach for
several reasons. First, the VLIF technique hasdalitianal dimension — the depth of the
field of view compared to the PLIF measurementse ViIF approach illuminates the
field of view volumetrically, and as a result, thi signals captured by the cameras are
line-of-sight integration from the entire 3D fiedl view, fundamentally different from the
signals generated in PLIF or scanning PLIF measanésn Second, the VLIF technique
involves a tomographic inversion using the measpregections as inputs to reconstruct
the final 3D measurements. The accuracy and spasalution of the reconstruction
depend on the 3D field of view and the signal lexfe¢he projections, and the dependence
is different from that of in the PLIF or scanninglP method. Therefore, the goal of the
parametric study is to investigate the performanetrics of the VLIF technique and map
out their relationships.

Extend the TC and VLIF concept to the volumetri@sweements of other properties, such
as flow velocity and temperature. Take 4D velocitgasurement as an example. First
developed by Elsinga[101], the tomo-PIV is utilizedreconstruct the velocity field of
flows based on line-of-sight projections and hasnbapplied in numerous kinds of flow
and combustion systems[102-104]. Some the idead imsthe reconstruction algorithm

and validation of TC and VLIF can be applied fantsPIV. For example, an experiment
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can be designed to directly compare 3D tomo-PIVsueanents against established planar
PIV measurements, or using controlled cell measergsn A controlled cell can be
designed to be embedded with tracer particles, ¢ethen can be moved translationally
and/or rotated and the movement of the embedddidiparwill create precisely controlled
movement to create phantom velocity distributiars/alidating tomo-PIV. This approach
will provide experimental data to perform a direotmparison between the measured and
exact velocity field vectors by vectors, and therefis worth pursing as a future research

direction.
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