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Equivariant Quantum Cohomology of the Odd Symplectic
Grassmannian

Ryan M. Shifler

ABSTRACT

The odd symplectic Grassmannian IG := IG(k, 2n + 1) parametrizes k dimen-
sional subspaces of C2n+1 which are isotropic with respect to a general (necessarily
degenerate) symplectic form. The odd symplectic group acts on IG with two orbits,
and IG is itself a smooth Schubert variety in the submaximal isotropic Grassmannian
IG(k, 2n + 2). We use the technique of curve neighborhoods to prove a Chevalley
formula in the equivariant quantum cohomology of IG, i.e. a formula to multiply a
Schubert class by the Schubert divisor class. This generalizes a formula of Pech in
the case k = 2, and it gives an algorithm to calculate any quantum multiplication in
the equivariant quantum cohomology ring.



Equivariant Quantum Cohomology of the Odd Symplectic
Grassmannian

Ryan M. Shifler

GENERAL AUDIENCE ABSTRACT

The thesis studies a problem in the general area of Combinatorial Algebraic Geom-
etry. The goal of Algebraic Geometry is to study solutions to systems to polynomial
equations. Such systems are ubiquitous in scientific research. We study a problem
in enumerative geometry on a space called the odd symplectic Grassmannian. The
problem seeks to find the number of curves which are incident to certain subspaces
of the given Grassmannian. Due to subtle geometric considerations, the count is
sometimes virtual, meaning that some curves need to be counted negatively. The rig-
orous context of such questions is that of Gromov-Witten theory, a subject with roots
in physics. Our space affords a large number of symmetries, and the given counting
problems translate into significant amount of combinatorial manipulations. The main
result in the dissertation is a combinatorial algorithm to perform the virtual curve
counting in the odd-symplectic Grassmannian.
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Chapter 1

Introduction

1.1 Motivation

The goal of Schubert Calculus and Enumerative Geometry is to count solutions to
geometric questions. Consider a finite number of “general” points in a plane (rig-
orously this example is in the complex projective plane P2). The word “general”
roughly means we avoid special cases (e.g. 3 points are not general in the plane if a
line can be drawn through all of them). How many lines contain n general points in
the plane? The answer is either zero, finite, or infinite. So what does n need to be so
the answer is nonzero and finite? It is easy to see n = 2 and the number lines through
2 general points is 1. Less specifically, how many rational curves of degree d contain
n general points in the plane? The answer is nonzero and finite when n = 3d−1. The
number of rational curves of degree d containing 3d− 1 general points in the plane is
Nd (see [21] for details) where N1 = 1 and

Nd =
∑

d1+d2=d,d1,d2>0

Nd1Nd2

(
d2

1d
2
2

(
3d− 4

3d1 − 2

)
− d3

1d2

(
3d− 4

3d1 − 1

))
.

The answer for d equal to 1, 2, and 3 has been known for a significant period of time.
The answer for d = 4 was found by Zeuthen in 1873. The question for d ≥ 5 remained
open until 1993 when Kontsevich solved the problem by studying the (big) quantum
cohomology of P2. The reference [1, page 15] contains further details.

In 1874 Hermann Schubert published the book Kalkül der Abzählenden Geometrie
(Calculus of Enumerative Geometry [60]) which was about counting the number of
geometric objects such as points, lines, and planes that satisfy certain conditions.
Schubert’s methods of enumerative geometry did not rest on a solid rigorous foun-
dation. The 15th Hilbert problem is to remedy this issue. It states: “The problem
consists in this: To establish rigorously and with an exact determination of the limits
of their validity those geometrical numbers which Schubert especially has determined
on the basis of the so-called principle of special position, or conservation of number,
by means of the enumerative calculus developed by him.” The problem was solved
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with Intersection Theory (see [24]). The goal of counting geometric objects is applied
to more general geometric spaces such as the Grassmannian and flag varieties.

Let Gr(k, n) denote the Grassmannian which is the space of k dimensional vector
spaces in Cn. Let Fl(n) denote the flag variety which is the space of sequences of
vectors spaces (V1 ⊂ V2 ⊂ · · · ⊂ Vn−1 ⊂ Cn) with dimVi = i. The spaces Gr(k, n)
and Fl(n) are special cases of homogeneous spaces G/P where G is a semisimple
complex Lie group and P is a parabolic subgroup. Special subspaces are Schubert
varieties which parameterize flags intersecting a given flag in prescribed dimensions.
See Brion’s lecture notes [7] for details. The classes, σ(λ) where λ varies in an ap-
propriate indexing set, of the Schubert varieties of Gr(k, n) and Fl(n) form a basis
for the cohomology rings H∗(Gr(k, n)) and H∗(Fl(n)), respectively. The goal of Schu-
bert calculus is to calculate the structure constants that are the coefficients in the
multiplication

σ(λ) · σ(µ) =
∑

cνλ,µσ(ν)

where σ(λ) is the class of the Schubert variety indexed by λ. The coefficient cνλ,µ
counts the number of intersection points of general translates of the corresponding
Schubert varieties. A Littlewood-Richardson (LR) rule, which is a positive combi-
natorial formula, is known for calculating the coefficients in H∗(Gr(k, n)) [23, 37].
However, a LR rule for the coefficients in H∗(Fl(n)) is still unknown.

The ring QH∗(X) is the quantum cohomology ring of a sufficiently nice space X.
We are interested in calculating the structure constants that are the coefficients in
the multiplication

σ(λ) ? σ(µ) =
∑

cν,dλ,µq
dσ(ν)

where σ(λ) is the class of the Schubert variety indexed by λ and q is the quantum
parameter. The structure constants of QH∗(X) are three point Gromov-Witten in-
variants and count the number of degree d rational curves that intersect the general
translates of three Schubert varieties when X is homogeneous. A LR that uses puzzles
is proved by Buch, Kresch, Purbhoo, and Tamvakis in [12] for X = Gr(k, n). The
Gromov-Witten invariants are said to be enumerative since they are counting rational
curves. For a general space X the Gromov-Witten invariants may not be enumer-
ative and calculating three point Gromov-Witten invariants may be difficult. The
quantum cohomology rings QH∗(X) are mostly unknown. The quantum cohomology
of the Grassmannian, flag, and partial flags were studied in [3,10,11,17,49–51]. The
equivariant quantum cohomology ring QH∗T (X), where T is torus, is often better to
consider since there is additional structure. The equivariant version of quantum co-
homology was introduced by Givental and Kim as an additional tool to understand
quantum cohomology [27,28,35].

For this project we study the quantum and equivariant quantum cohomology rings
of a particular non-homogeneous space. The space is the “odd symplectic Grassman-
nian” denoted by IG(k, 2n + 1) which has the action of the odd symplectic group
Sp2n+1. The space is the parameterization of k dimensional vector spaces in C2n+1

that preserves a general antisymmetric (necessarily degenerate) bilinear form. The
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space is a smooth Schubert variety in the usual symplectic Grassmannian IG(k, 2n+2)
where the form is non-degenerate. It has two orbits. One open and the other closed.
Since the space has a finite number of orbits we can expect it to have properties that
are similar to those that occur in the homogeneous case. Since the odd symplectic
Grassmannian lives just outside of the homogeneous case the calculation of the equiv-
ariant quantum cohomology ring QH∗T (IG(k, 2n+ 1)) where T is a maximal torus of
Sp2n+1 is a natural next step. This calculation is the main focus of this dissertation.

The odd symplectic Grassmannian is related to the orthogonal Grassmannian, the
Lagrangian Grassmannian, and the isotropic Grassmannian which are homogeneous
spaces. The classical cohomology and quantum cohomology of these spaces were
study by Buch, Kresch, and Tamvakis in [14,41,42]; by Tamvakis in [62]; by Bergeron
and Sottile in [4]; by Bertram in [5]; and by Sottile in [61].

The equivariant quantum Chevalley formula is the multiplication of a Schubert
class by the divisor class written as a sum of Schubert classes of QH∗T (IG(k, 2n+ 1)).
Historically, the Chevalley formula has been used to calculate the equivariant quantum
cohomology rings. Okounkov presented some of the ideas in [54] along with Molev
and Sagan in [52]. These calculations have been used by Knutson and Tao in the
equivariant case in [37]; Mihalcea in the equivariant quantum case in [50, 51]; and
by Buch, Chaput, Mihalcea, and Perrin in the equivariant quantum K-theory of
cominuscule varieties in [8]. Pech is able to use a Kleiman-Bertini type lemma proved
by Graber in [30] to show that some coefficients contain enumerative data and proves
a (nonequivariant) Pieri formula for IG(2, 2n + 1). In joint work with Mihalcea we
use the technique of curve neighborhoods to prove an equivariant quantum Chevalley
formula for IG(k, 2n+ 1).

1.2 Statement of results

1.2.1 Odd symplectic Grassmannian

Let E be a complex vector space of dimension 2n + 1. Let ω : E ⊗ E → C be a
general antisymmetric bilinear form. This is equivalent to dim kerω = 1. The form
ω restricts to a 2n dimensional space F where E = kerω ⊕ F .

The odd symplectic group is the subgroup of GL(E) which preserves this symplectic
form:

Sp2n+1(E) = {g ∈ GL(E) : ω(g.u, g.v) = ω(u, v),∀u, v ∈ E}.

The odd symplectic group was introduced by Proctor in [57,58]. The elements of
the odd symplectic group Sp2n+1(E) are matrices of the form

Sp2n+1(E) =

{(
λ a
0 S

)
: λ ∈ C∗, a ∈ C2n, S ∈ Sp2n(F )

}
where Sp2n(F ) is the usual symplectic group. The set B ⊂ Sp2n+1(E) of upper trian-
gular matrices is a Borel subgroup and the set T ⊂ Sp2n+1(E) of diagonal matrices
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is a maximal torus subgroup. The odd symplectic Grassmannian is

IG(k, 2n+ 1) = {V ⊂ E : dimV = k, ω(u, v) = 0 ∀u, v ∈ V }.

The space IG(k, 2n+1) is a smooth subvariety of codimension k(k−1)
2

in Gr(k, 2n+1) =
{V ⊂ C2n+1 : dimV = k}. If k = n + 1 then IG(n + 1, 2n + 1) is isomorphic to the
Lagrangian Grassmannian IG(n, 2n) and if k = 1 then IG(1, 2n+ 1) is isomorphic to
P2n.

Proposition 1.2.1. For 1 < k < n + 1 the odd symplectic group Sp2n+1(E) acts on
the odd symplectic Grassmannian IG(k, 2n+ 1) with two orbits:

Xc = {V ∈ IG(k, 2n+ 1) : kerω ∈ V } the closed orbit,

X◦ = {V ∈ IG(k, 2n+ 1) : kerω /∈ V } the open orbit.

The closed orbit Xc is isomorphic to IG(k − 1, 2n).

The space IG(k, 2n+1) can be viewed as an intermediate symplectic Grassmannian
since the closed orbit is isomorphic to IG(k − 1, 2n). That is we have the natural
embeddings

IG(k − 1, 2n) ↪→ IG(k, 2n+ 1) ↪→ IG(k, 2n+ 2).

The space IG(k, 2n+ 1) has an associated combinatorial structure that is derived
from the combinatorics of IG(k, 2n+ 2). Fix an ordering

1 < 2 < 3 < · · · < n+ 1 < n+ 1 < n̄ < · · · < 2̄ < 1̄.

The elements of the hyperoctahedral group will be used to define Schubert vari-
eties. The hyperoctahedral group is W = {w ∈ S2n+2 : w(̄i) = w(i)} where S2n+2

is the symmetric group acting on the 2n + 2 elements in the set {1, 2, 3, · · · , n +
1, n+ 1, n̄, · · · , 2̄, 1̄}. The set of minimal length representatives W Pk ⊂ W that cor-
respond to IG(k, 2n+ 2) are

(w(1) < w(2) < · · · < w(k)) = w(1)w(2) · · ·w(k)|w(k + 1) · · ·w(n+ 1)

where w(k+ 1) < · · · < w(n+ 1) and each w(i) is bar free (i.e. w(n+ 1) ≤ n+ 1) for
k+1 ≤ i ≤ n+1. The odd symplectic permutations for IG(k, 2n+1) are the elements
of the set

W 2n+1 = {w ∈ W Pk : w(k) < 1̄}.

Example 1.2.2. Consider n = 7 and k = 5. Then

(3 < 5 < 8 < 4̄ < 2̄) = 3584̄2̄|167 ∈ W 2n+1

and
(3 < 5 < 8 < 4̄ < 1̄) = 3584̄1̄|267 /∈ W 2n+1.
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A partition (λ1 ≥ λ2 ≥ · · · ≥ λk) is (n− k)-strict if λj > n− k implies λj > λj+1.
Let the set Λ consist of (n− k)-strict partitions (2n + 1− k ≥ λ1 ≥ · · · ≥ λk ≥ −1)
such that if λk = −1 then λ1 = 2n + 1 − k. This is Pech’s slight modification of
notation used by Buch, Kresch, and Tamvakis in [15]. The elements of Λ are in
bijection with elements of W 2n+1.

Let B2n+2 be the Borel subgroup consisting of upper triangular matrices in the
usual symplectic group Sp2n+2. Let T2n+2 be the maximal torus subgroup consisting
of diagonal matrices in the usual symplectic group Sp2n+2. The set of T -fixed points
of IG(k, 2n + 1) equals the set of T2n+2-fixed points of IG(k, 2n + 1). The B orbits
and B2n+2 orbits are equal so the Schubert cells of IG(k, 2n+ 1) are

Cw = BwP = B2n+2wP2n+2

where w is a T -fixed point. Thus, the natural embedding ι : IG(k, 2n + 1) ↪→
IG(k, 2n+ 2) identifies IG(k, 2n+ 1) with a smooth Schubert variety of IG(k, 2n+ 2)
and the Schubert varieties of IG(k, 2n + 1) are Schubert varieties of IG(k, 2n + 2)
contained in IG(k, 2n+ 1). The Schubert variety corresponding to w will be denoted
by X(w) for all w ∈ W 2n+1 (or Schubert variety corresponding to λ will be denoted
by X(λ) for all λ ∈ Λ).

Let X = IG(k, 2n+1). LetM0,r(IG(k, 2n+1), d) be the Kontsevich moduli space
of stable maps of degree d to IG(k, 2n + 1) with r marked points (r ≥ 0) equipped
with evaluations maps evi :M0,r(IG(k, 2n+1), d)→ IG(k, 2n+1); see e.g. [21]. This
is a projective algebraic variety of expected dimension

expdim M0,r(IG(k, 2n+ 1), d) = dim IG(k, 2n+ 1) + d · (2n+ 2− k) + r − 3.

Let γ1, . . . , γr ∈ H∗(IG(k, 2n+1)) and d ∈ H2(IG(k, 2n+1)) be an effective degree.
The r-point, genus 0, GW invariant is defined by

〈γ1, . . . , γr〉d :=

∫
[M0,r(IG(k,2n+1),d)]vir

ev∗1(γ1) ∪ ev∗2(γ2) ∪ . . . ∪ ev∗r(γr),

where [M0,r(IG(k, 2n+ 1), d)]vir is the virtual fundamental class. This is a cycle

[M0,r(IG(k, 2n+ 1), d)]vir ∈ H2 expdim M0,r(IG(k,2n+1),d)(M0,r(IG(k, 2n+ 1), d)).

The integral means to take the degree 0 part after capping ev∗1(γ1) ∪ ev∗2(γ2) ∪ . . . ∪
ev∗r(γr) with [M0,r(IG(k, 2n+ 1), d)]vir.

The T -equivariant quantum cohomology ring QH∗T (IG(k, 2n+1)) is a graded alge-
bra over the polynomial ring H∗T (pt)[q]. The degree of q is 2n+2−k and the classes of
Schubert varieties {[X(u)]}u∈W 2n+1 form an additive basis. The multiplicative struc-
ture of QH∗T (IG(k, 2n+ 1)) is given by

[X(u)] ? [X(v)] =
∑
w,d

cw,du,v q
d[X(w)]
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where cw,du,v = 〈[X(u)], [X(v)], [X(w)]∨〉d.
If X were a homogeneous space then cw,du,v would count rational curves through

translates of X(u), X(v), and the dual of X(w). However, Pech’s calculations for
QH∗(IG(2, 5)) include

[X(3,−1)] ? [X(3,−1)] = [X(3, 1)]− q

and
[X(2, 1)] ? [X(3,−1)] = −[X(3, 2)] + q[X(1)]

where negative coefficients appear. Thus, the coefficients are not enumerative. More-
over, since the coefficients are not enumerative we can conclude that IG(k, 2n + 1)
is not a homogeneous space for 1 < k < n + 1. The non-enumerativity of the co-
efficients is a consequence of not being able to use transversality. Pech is able to
prove a Chevalley formula (she actually proved a Pieri rule) for IG(2, 2n+ 1) using a
Kleiman-Bertini type lemma proved by Graber in [30] to show that some coefficients
contain enumerative data. Difficulties arise when Pech’s technique is attempted for
cases k > 2. In particular, Pech presents a conjecture in [55] that implies the struc-
ture constants in the quantum Chevalley formula that correspond curves of degree
larger or equal to 2 vanish. We use the technique of curve neighborhoods to circum-
vent problems that nontransversality causes to prove that those structure constants
vanish.

In joint work with Mihalcea we prove the following Chevalley formula.

Theorem 1.2.3. (quantum Chevalley formula [48]) For all λ ∈ Λ we have

[X(1)] ? [X(λ)] = Classical Part + q[X(λ∗)] + q[X(λ∗∗)]

The terms for λ∗ or λ∗∗ are omitted if they do not exist..

This result recovers Pech’s results in [55, 56] for IG(2, 2n + 1) and we verify her
conjecture for IG(3, 2n + 1) in [55]. In addition, we recover the results for IG(n +
1, 2n+ 1) ∼= IG(n, 2n) and IG(1, 2n+ 1) ∼= P2n. The classical part is known by work
done by Pech in [55] and Buch, Kresch, and Tamvakis in [15] using the theory of
(n− k)-strict partitions (see Definition 11.2.1). Next, we define λ∗ and λ∗∗.

If λ1 = 2n+ 1− k and λk ≥ 0 then let

λ∗ = (λ2 ≥ λ3 ≥ · · · ≥ λk ≥ 0).

If λ1 < 2n + 1 − k or λk = −1 then λ∗ does not exist. If λ1 = 2n + 1 − k and
λ2 = 2n− k then let

λ∗∗ = (λ1 ≥ λ3 ≥ · · · ≥ λk ≥ −1).

If λ2 < 2n− k then λ∗∗ does not exist.

Example 1.2.4. Consider n = 4 and k = 3. For λ = (6, 5, 1) our quantum components
are indexed by (6, 1,−1) and (5, 1, 0) which is exhibited in the first row of the following
table.
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λ λ∗ λ∗∗

Even though the divisor class [X(1)] does not generate the ring QH∗T (IG(k, 2n +
1)), the Chevalley rule is sufficient to produce a recursive formula to complete a
multiplication table. The Chevalley formula has been used to calculate the equivariant
quantum cohomology rings. Okounkov presented some of the ideas in [54] along with
Molev and Sagan in [52]. These calculations have been used by Knutson and Tao
in the equivariant case in [37]; Mihalcea in the equivariant quantum case in [50, 51];
and by Buch, Chaput, Mihalcea, and Perrin in the equivariant quantum K-theory of
cominuscule varieties in [8]. The recursive formula we obtain is(
cµ,0(1),µ − c

λ,0
(1),λ

)
cµ,dλ,ζ =

∑
(λ+1k)→(δ+1k)
|δ|=|λ|+1

2N(λ+1k,δ+1k)cµ,dδ,ζ −
∑

(γ+1k)→(µ+1k)
|µ|=|γ|+1

2N(γ+1k,µ+1k)cγ,dλ,ζ

+ cµ,d−1
λ∗,ζ + cµ,d−1

λ∗∗,ζ − c
µ+,d−1
λ,ζ − cµ

++,d−1
λ,ζ

The key ingredient in our proof of the Chevalley formula is the technique of curve
neighborhoods which circumvents problems that arise from non-transversality. We
define briefly the notion of curve neighborhoods where X(w) ⊂ IG(k, 2n + 1) is a
Schubert variety. Then the degree d curve neighborhood of X(w) is Γd(X(w)) =
ev2(ev−1

1 (X(w))) where, recall, evi are evaluation maps. As a set, it is the closure
of the locus of points of degree d rational curves that intersect the Schubert variety
X(w). More about curve neighborhoods can be found in [9, 16]. The combinatorial
tool we use to calculate the curve neighborhoods is the weighted moment graph where
the vertices are the torus fixed points and the edges are the torus stable curves whose
label is the curve’s degree. The weighted moment graph of IG(k, 2n+1) is a subgraph
of the weighted moment graph of IG(k, 2n+ 2).
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Figure 1.1: The figure is the moment graph of IG(2, 6) without degree labels. The
blue vertices and edges are not included in the Schubert variety IG(2, 5). Also, the
red vertices and edges are in the closed orbit which is isomorphic to IG(1, 4). The
vertices are labeled by the elements of W 2n+1 for k = n = 2.

(3̄ < 2̄)

(3 < 2̄)

(2 < 3̄) (1 < 2̄)

(2 < 3) (1 < 3̄)

(1 < 3)

(1 < 2)

(2 < 1̄)

(3 < 1̄)

(3 < 1̄)

(2 < 1̄)

We make use of the following combinatorial statement which translates geometry
into a combinatorial statement. Consider the non-oriented weighted moment graph
of IG(k, 2n+ 1). Let {v1, · · · , vs} be the maximal vertices with respect to the Bruhat
order in the weighted moment graph which can be reached from any u ≤ w using a
path of degree d or less. Then Γd(X(w)) = X(v1) ∪ · · · ∪X(vs).
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Figure 1.2: The figure is the weighted moment graph of IG(2, 5). The thick edges
have degree 2. Observe Γ1(X(1 < 2)) = X(2 < 3̄) ∪X(1 < 2̄).

(3̄ < 2̄)

(3 < 2̄)

(2 < 3̄) (1 < 2̄)

(2 < 3) (1 < 3̄)

(1 < 3)

(1 < 2)

A curve neighborhood of any Schubert variety in a homogeneous space G/P is
irreducible. In contrast, observe Γ1(X(1 < 2)) = X(2 < 3̄) ∪X(1 < 2̄) in IG(2, 5) is
reducible by using Figure 1.2.1 and the combinatorial statement about curve neigh-
borhoods. Reducible curve neighborhoods are a new phenomenon and a common
occurrence in IG(k, 2n+ 1).

We need explicit calculations of the line neighborhoods Γ1(X(w)) where X(w) is
a Schubert variety in closed the orbit of IG(k, 2n+ 1). The Hecke product is used for
this calculation. For a simple reflection si the Hecke product is

w · si =

{
wsi if `(wsi) > `(w);
w otherwise

.

The product w · v is defined to be reduced if `(wv) = `(w) + `(v). Consider the
following special elements of W 2n+1

O1 = (2 < 3 < · · · < k < k + 1)

and
O2 = (1 < 3 < · · · < k < 2).

We have the following theorem.
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Theorem 1.2.5. For any w ∈ W 2n+1 where X(w) ⊂ Xc we have that

Γ1(X(w)) = X(w ·O1) ∪X(w ·O2).

We use that Γ1(pt) = X(O1)∪X(O2) and `(O1) = `(O2) = deg q− 1 in the proof.
The following Theorem guarantees vanishing in the Chevalley formula when certain
conditions on the dimension of the curve neighborhoods are satisfied. Let [X(w)]T
denote the equivariant fundamental class.

Theorem 1.2.6. Let d ≥ 1 be a degree in H2(IG(k, 2n+ 1)).

1. For all w ∈ W 2n+1 we have dim Γd(X(w))− dimX(w) ≤ d deg q − 1.

2. Let X(v), X(w) ⊂ IG(k, 2n + 1) be two Schubert varieties and X(Div) the
Schubert divisor. If dim Γd(X(v)) < `(v) + deg qd − 1 then the equivariant
Gromov-Witten invariant

〈[X(Div)]T , [X(v)]T , [X(w)]∨T 〉d = 0

where [X(w)]∨T is the Poincare dual of [X(w)]T . In particular, the equivariant
Gromov-Witten invariant above vanishes if either d ≥ 2, or d = 1 and X(v) is
not included in the closed orbit Xc ⊂ IG(k, 2n+ 1).

The remaining invariants, cw,1Div,v where v ∈ Xc, require a separate calculation. We
make use of the next theorem

Theorem 1.2.7. Let z ∈ {O1, O2} and w ∈ W 2n+1 such that w ∈ Xc. Then

dimX(w · z)− dimX(w) = deg q − 1

if and only if the product w · z is reduced and w · z is a minimal length representative
in W 2n+1.

In order to prove the coefficients of the quantum terms in the Chevalley formula
are one we need to analyze some geometric properties of the moduli spaces of stable
maps M0,r(IG(k, 2n+ 1), 1)→ IG(k, 2n+ 1) where r = 1, 2 and the Gromov-Witten
varieties

GW1(w) := ev−1
1 (X(w)) ⊂M0,2(IG, 1).

Theorem 1.2.8. Consider the Schubert variety X(w) ⊂ Xc (closed orbit). Then the
Gromov-Witten variety GW1(w) has two irreducible components

GW1(w) = GW
(1)
1 (w) ∪GW (2)

1 (w),

where GW
(1)
1 (w) is the closure of the subvariety corresponding to lines L such that

L∩X◦ 6= ∅, and GW
(2)
1 (w) is the closed subscheme corresponding to lines L included

in the closed orbit Xc. Further, each irreducible component is generically smooth and
it has dimension dimM0,2(IG(k, 2n+ 1), 1)− codimIG(k,2n+1)X(w).
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We prove that if w ·O1 is reduced and a minimal length representative then

ev2 : GW
(1)
1 (w)→ X(w ·O1)

is a birational morphism. This implies, by definition of Gromov-Witten invariants,
that cw·O1,1

Div,w = 1. It follows from a result in [9] that if w ·O2 is reduced and a minimal
length representative then

ev2 : GW
(2)
1 (w)→ X(w ·O2)

is a birational morphism. Therefore, cw·O2,1
Div,w = 1.



Chapter 2

Preliminaries

2.1 The odd symplectic group

We recall next the definition and basic properties of odd symplectic flag manifolds,
following Mihai’s paper [46]; see also [47, 56]. Let E be a complex vector space of
dimension dimCE = 2n + 1, and let ω be a general symplectic form on E, i.e. a
bilinear and skew-symmetric. Such a form is necessarily degenerate, with kernel of
dimenson 1. The odd symplectic group is the subgroup of GL(E) which preserves this
symplectic form:

Sp2n+1(E) := {g ∈ GL(E) : ω(g.u, g.v) = ω(u, v), ∀u, v ∈ E}.

It will be convenient to extend the form ω to a non-degenerate symplectic form ω̃
on an even dimensional space Ẽ ⊃ E, and to identify E ⊂ Ẽ with a coordinate
hyperplane C2n+1 ⊂ C2n+2. For that, let {e1, e2, · · · , e2n+2} be the standard basis

of Ẽ := C2n+2. Let ī = 2n + 3 − i and |i| = min{i, ī} and consider ω̃ to be the

non-degenerate symplectic form on Ẽ defined by

ω̃(ei, ej) = δi,j̄ for all 1 ≤ i ≤ j ≤ 1̄.

The form ω̃ restricts to the degenerate symplectic form ω on
E := C2n+1 = 〈e1, e2, · · · , e2n+1〉 such that the kernel kerω is generated by e1. Then

ω(ei, ej) = δi,j̄ for all 1 ≤ i ≤ j ≤ 2̄.

Let F ⊂ E denote the 2n dimensional vector space with basis {e2, e3, · · · , e2n+1}.
Since F ∩ kerω = (0) it follows that ω restricts to a non-degenerate form on F . Let

Sp2n(F ) and Sp2n+2(Ẽ) denote the symplectic groups which preserve respectively the
symplectic form ω|F and ω̃. Then with respect to the decomposition E = F ⊕ kerω
the elements of the odd-symplectic group Sp2n+1(E) are matrices of the form

Sp2n+1(E) =

{(
λ a
0 S

)
: λ ∈ C∗, a ∈ C2n, S ∈ Sp2n(F )

}
.

12



13

The symplectic group Sp2n(F ) embeds naturally into Sp2n+1(E) by λ = 1 and a = 0,

but Sp2n+1(E) is not a subgroup of Sp2n+2(Ẽ).1 Mihai showed in [46, Prop. 3.3] that

there is a surjection P → Sp2n+1(E) where P ⊂ Sp2n+2(Ẽ) is the parabolic sub-
group which preserves kerω, and the map is given by restricting g 7→ g|E. Then

the Borel subgroup of B2n+2 ⊂ Sp2n+2(Ẽ) of upper triangular matrices restricts
to the (Borel) subgroup B ⊂ Sp2n+1(E). Similarly, the maximal torus T2n+2 :=
{diag(t1, · · · , tn+1, t

−1
n+1, · · · , t−1

1 ) : t1, · · · , tn+1 ∈ C∗} ⊂ B2n+2 restricts to the maxi-
mal torus

T = {diag(t1, · · · , tn+1, t
−1
n+1, · · · , t−1

2 ) : t1, · · · , tn+1 ∈ C∗} ⊂ B.

2.2 The odd symplectic flag varieties

Let 1 ≤ i1 < . . . < ir ≤ n+1. The odd symplectic flag variety IF(i1, . . . , ir;E) consists
of flags of linear subspaces Fi1 ⊂ . . . ⊂ Fik ⊂ E such that dimFij = ij and Fij is

isotropic with respect to the symplectic form ω. The inclusion E ⊂ Ẽ makes it a
closed subvariety of the (even) symplectic flag variety IF(i1, . . . , ir; Ẽ) which consists
of similar flags of subspaces, isotropic with respect to the symplectic form ω̃. The
latter is a homogeneous space for Sp2n+2(Ẽ). In fact, the inclusions F ⊂ E ⊂ Ẽ realize
the odd-symplectic flag variety as an “intermediate” variety between two consecutive
symplectic flag varieties:

IF(i1 − 1, . . . , ir − 1;F ) ⊂ IF(i1, . . . , ir;E) ⊂ IF(i1, . . . , ir; Ẽ),

where the flags in IF(i1−1, . . . , ir−1;F ) are isotropic with respect to ω|F . In this paper
we will focus mostly on the Grassmannian case, i.e. when r = 1. The corresponding
symplectic Grassmannians are

IG(k − 1, F ) ⊂ IG(k,E) ⊂ IG(k, Ẽ).

There is a natural embedding of the odd symplectic flag variety as a closed subvariety
of the type A partial flag variety Fl(i1, . . . , ir;E) which parametrizes flags of given
dimensions in E. In this situation IF(i1, . . . , ir;E) is the zero locus of a certain global
section of a vector bundle on Fl(i1, . . . , ir;E) induced by the symplectic form. Mihai
used this to prove that that IF(i1, . . . , ir;E) is a smooth subvariety of Fl(i1, . . . , ir;E)

of codimension ir(ir−1)
2

; see [46, Prop. 4.1] for details.
The odd-symplectic group acts on IF(i1, . . . , ir;E), but the action is no longer

transitive. In Proposiitons 4.5 and 4.6 from [46], Mihai described the orbits of this
action in the case of the full flag variety, i.e. when r = n + 1, and noted that the
results extend in the obvious way to partial flag varieties. We recall this description
next.

1However, Gelfand and Zelevinsky [26] defined another group S̃p2n+1 closely related to Sp2n+1

such that Sp2n ⊂ S̃p2n+1 ⊂ Sp2n+2.
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Proposition 2.2.1. The odd symplectic group Sp2n+1(E) acts on IF(i1, · · · , ir;E)
with r + 1 orbits if ir < n+ 1 and r orbits if ir = n+ 1. The orbits are:

Oj = {Vi1 ⊂ · · · ⊂ Vir ⊂ E : e1 ∈ Vij , e1 /∈ Vij−1
} for all 1 ≤ j ≤ r

and Or+1 = {Vi1 ⊂ · · · ⊂ Vir ⊂ E : e1 /∈ Vir} if ir < n+ 1,

where by convention Vi0 = (0). The only closed orbit is O1, and it may be naturally
identified to IG(i1 − 1, . . . , ir − 1;F ).

In particular, for 1 ≤ k ≤ n the odd symplectic group Sp2n+1(E) acts on the odd
symplectic Grassmannian IG(k,E) with two orbits

Xc = {V ∈ IG(k,E) : e1 ∈ V } the closed orbit

X◦ = {V ∈ IG(k,E) : e1 /∈ V } the open orbit.

The closed orbit Xc is isomorphic to IG(k−1, F ). If k = n+1 then IG(n+1, E) = Xc

may be identified to the Lagrangian Grassmannian IG(n, F ).

Mihai identifies the closures Oi of the orbits and proves they are smooth.

Proof. By [46, Proposition 4.5] the odd symplectic group Sp2n+1 acts on the full odd
symplectic flag IF(2n+ 1) with n+ 1 orbits

Xi = {(V1 ⊂ · · · ⊂ Vn+1) ∈ IF(2n+ 1) : e1 ∈ Vi, e1 /∈ Vi−1} , 1 ≤ i ≤ n+ 1.

Each Kj is clearly Sp2n+1-stable. Let V 1
• , V

2
• ∈ Kj. Then there exists a g ∈

Sp2n+1 where gV 1
ij

= V 2
ij

. Thus Sp2n+1 acts transitively on Kj. It is clear that
IF(i1, · · · , ir; 2n + 1) =

⋃
Kj. The result [46, Proposition 4.3] proves Xc is isomor-

phic to IG(k − 1, 2n). The orbits are distinct. Indeed, let Xi and Xj be two obits
where i < j and V = (V1 ⊂ · · · ⊂ Vn+1) ∈ Xi ∩ Xj. This implies that e1 ∈ Vi since
V ∈ Xi but ei /∈ Vi since V ∈ Xj. The result follows.

From now on we will identify F ⊂ E ⊂ Ẽ to C2n ⊂ C2n+1 ⊂ C2n+2 with bases
〈e2, . . . , e2n+1〉 ⊂ 〈e1, . . . , e2n+1〉 ⊂ 〈e1, . . . , e2n+2〉. The corresponding symplectic
flag manifolds will be denoted by IF(i1 − 1, . . . , ir − 1; 2n) ⊂ IF(i1, . . . , ir; 2n + 1) ⊂
IF(i1, . . . , ir; 2n+ 2). Similarly Sp2n+1(E) will be denoted by Sp2n+1 etc.

2.3 The Weyl group and odd-symplectic minimal

representatives

We recall next the sets which we will use in the next section to define the Schubert
varieties (cf. [25, 32,33]).

Consider the root system of type Cn+1 with positive roots R+ = {ti ± tj : 1 ≤
i < j ≤ n + 1} ∪ {2ti : 1 ≤ i ≤ n + 1} and the subset of simple roots ∆ = {αi :=
ti − ti+1 : 1 ≤ i ≤ n} ∪ {αn+1 := 2tn+1}. The associated Weyl group W is the
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hyperoctahedral group consisting of signed permutations, i.e. permutations w of the
elements {1, · · · , n + 1, n+ 1, · · · , 1} satisfying w(i) = w(i) for all w ∈ W . For
1 ≤ i ≤ n denote by si the simple reflection corresponding to the root ti − ti+1 and
sn+1 the simple reflection of 2tn+1. Each subset I := {i1 < . . . < ir} ⊂ {1, . . . , n+ 1}
determines a parabolic subgroup P := PI ≤ Sp2n+2(Ẽ) with Weyl group WP =
〈si : i 6= ij〉 generated by reflections with indices not in I. Let ∆P := {αis : is /∈
{i1, . . . , ir}} and R+

P := SpanZ ∆P ∩ R+; these are the positive roots of P . Let
` : W → N be the length function and denote by W P the set of minimal length
representatives of the cosets in W/WP . We have a natural ordering

1 < 2 < . . . < n+ 1 < n+ 1 < . . . < 1,

which is consistent with our earlier notation k := 2n + 3 − k. It is easy to see that
the minimal length representatives are as follows.

Lemma 2.3.1. The set of minimal length representatives W P of the cosets of W/WP

consists of those w ∈ W such that if ir < n+ 1 then

w(1) < · · · < w(i1),

w(i1 + 1) < · · · < w(i2),
...

w(ir + 1) < · · · < w(n+ 1) ≤ n+ 1.

If ir = n+ 1 then

w(1) < · · · < w(i1),

w(i1 + 1) < · · · < w(i2),
...

w(ir−1 + 1) < · · · < w(ir) = w(n+ 1).

Since w is a signed permutation, the conditions above determine the last row
uniquely, and the minimal length representatives will be denoted by

(w(1) < · · · < w(i1)|w(i1 + 1) < · · · < w(i2)| · · · |w(ir−1 + 1) < · · · < w(ir)).

In particular, if P = Pk is the maximal parabolic obtained by excluding the reflec-
tion sk, then the minimal length representatives W Pk have the form (w(1) < w(2) <
· · · < w(k)). The Weyl group W admits a partial ordering ≤ given by the Bruhat
order. Its covering relations are given by w < wsα where α ∈ R+ is a root and
`(w) < `(wsα). Let w0 ∈ W be the signed permutation w0 = (2, 3, . . . , n+ 1, 1). We
will see in the next section that w0 is the index of the Schubert variety corresponding
to the odd-symplectic (partial) flag manifold inside the even symplectic flag manifold.
In order to index the Schubert varieties in the odd-symplectic flag manifold, we con-
sider the set W 2n+1 := {w ∈ W : w ≤ w0}. In terms of signed permutations, W 2n+1
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contains those elements w = (w(1) < · · · < w(k)) such that 1 ≤ w(i) ≤ 2̄ for all
1 ≤ i ≤ k. In the maximal parabolic case, the minimal length representative for the
coset of w0 in W Pk corresponds to the (n + 1 − k)-strict partition 1k := (1, 1, . . . , 1)
if k < n+ 1 and to (k, 0, . . . , 0) if k = n+ 1.

Example 2.3.2. The reflection st1+t2 is the signed permutation st1+t2(1) = 2̄, st1+t2(2) =
1̄, and st1+t2(i) = i for all 3 ≤ i ≤ n + 1. The minimal length representative of
st1+t2WPk is (3 < 4 < · · · < k < 2̄ < 1̄).

2.3.1 Type A and Type C Bruhat order compatibility

In this section we prove that the Bruhat order on elements in W for the Type C case
is compatible with the Bruhat order on S2n+2 for Type A case. For this subsection
only, let ≤C denote the Bruhat order on W and ≤A denote the Bruhat order on S2n+2.
The main result is:

Proposition 2.3.3. Let v, w ∈ W ⊂ S2n+2. Then v ≤C w if and only if v ≤A w.
In particular, we can use the following characterization known for type A: for any
v, w ∈ W P ,

v = (v1 < v2 < · · · < vk) ≤ w = (w1 < w2 < · · · < wk)

if and only if vi ≤ wi for all 1 ≤ i ≤ k.

Before we prove that proposition we need set up some notation and prove a few
Lemmas. Let R+

A = {ei ± ej : 1 ≤ i < j ≤ 2n + 2} be the positive roots for Type A.
Let sA1 , s

A
2 , · · · , sA2n+1 represent the simple reflections for S2n+2 where sAi = sAei−ei+1

=

(i, i + 1) for 1 ≤ i ≤ 2n + 1. Recall the length of w ∈ S2n+2 is `A(w) = #{α ∈ R+
A :

w(α) < 0} and the length of w ∈ W is `(w) = #{α ∈ R+ : w(α) < 0}.
For all w ∈ W we have the following equivalences

w(ti − tj) < 0 ⇔ w(ei − ej) < 0 and w(ej + eī) < 0 for 1 ≤ i < j ≤ n+ 1,

w(ti + tj) < 0 ⇔ w(ei − ej̄) < 0 and w(ej − eī) < 0 for 1 ≤ i < j ≤ n+ 1,

w(2ti) < 0 ⇔ w(ei − eī) < 0 for 1 ≤ i ≤ n+ 1.

We also have the following equalities

s1 = sA1 s
A
1̄−1,

...

sn = sAn s
A
n−1,

sn+1 = sAn+1.

Given a reduced word si1 . . . sit ∈ W , we can obtain a word in S2n+2 with the sAi ’s using
the equalities above. We need to show that this new word is also reduced. We will use
from Humphreys’ book [33, Proposition on page 10] that states si(R

+−{ti− ti+1}) =
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R+ − {ti − ti+1}, sn+1(R+ − {2tn+1}) = R+ − {2tn+1}, and sAi (R+
A − {ei − ei+1}) =

R+
A −{ei− ei+1}. Also, we use the type independent result from [33] that states that

vsi > v if and only if v(αi) > 0 where αi is the ith simple root.

Lemma 2.3.4. Let v ∈ W .

1. If 1 ≤ i ≤ n and `(vsi) = `(v) + 1 then `A(vsAi s
A
1̄−1) = `A(v) + 2.

2. If `(vsn+1) = `(v) + 1 then `A(vsAn+1) = `A(v) + 1.

Proof. For case (1) let 1 ≤ i ≤ n and `(vsi) = `(v)+1. We must have v(ti−ti+1) > 0.
Then v(ti − ti+1) > 0 implies v(ei − ei+1) > 0. That is, we have `A(vsAi ) = `A(v) + 1.
Thus, v(ti − ti+1) > 0 implies (vsAi )(eī−1 − eī) > 0. That is, we have `A(vsAi s

A
ī−1) =

`A(v) + 2.
For case (2) let `(vsn+1) = `(v)+1. We must have v(2tn+1) > 0. Then v(2tn+1) > 0

implies v(en+1 − en+2) > 0. That is, we have `A(vsAi ) = `A(v) + 1. The result
follows.

Lemma 2.3.5. Let si1 . . . sit ∈ W be a reduced word. The word that is produced by
replacing sij with sAijs

A
ij−1

, if 1 ≤ ij ≤ n, and replacing sn+1 with sAn+1 is reduced.

Proof. The proof is by induction. For the base case it is clear that `(s1s1) =
`A(sA1 s

A
1 ) = 0. Suppose si1 . . . sij1 = sAi1 . . . s

A
ij2

and `(sAi1 . . . s
A
ij2

) = j2. Then we
have the two cases as follows:

1. If 1 ≤ ij1+1 ≤ n then `(sAi1 . . . s
A
ij2
sAij1+1

sA
ij1+1−1

) = j2 + 2,

2. if ij1+1 = n+ 1 then `(sAi1 . . . s
A
ij2
sAij1+1

) = j2 + 1.

The result follows.

Proof of Proposition 2.3.3. Given a reduced word in W and a sub-word, we can pro-
duce corresponding reduced words in S2n+2 such that one word is a sub-word of the
other.

2.3.2 Hecke Product

We will use the Hecke product on the Weyl group W . For a simple reflection si the
product is defined by

w · si =

{
wsi if `(wsi) > `(w);
w otherwise

The Hecke product gives W a structure of an associative monoid. Given u, v ∈ W ,
the product uv is called reduced if `(uv) = `(u) + `(v). For any parabolic group
P := PI , the Hecke product determines a left action W ×W/WP −→ W/WP defined
by

u · (wWP ) = (u · w)WP .

We recall the following properties of the Hecke product (cf. e.g. [16]).
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Lemma 2.3.6. For any u, v ∈ W there is an inequality `(u · vWP ) ≤ `(u) + `(vWP ).
If the equality holds then u · vWP = uvWP . If furthermore v ∈ W P is a minimal
length representative, then the following are equivalent:

(i) `(u · vWP ) = `(u) + `(vWP );
(ii) u · v = uv, `(u · w) = `(u) + `(v), and uv is a minimal length representative

in W P .

Proof. The first part of this lemma is explicitly stated in [16, §3]. For the equivalence,
observe first that (ii) implies (i). For the converse, since v ∈ W P ,

`(u · v) ≥ `(u · vWP ) = `(u) + `(vWP ) = `(u) + `(v) ≥ `(u · v).

Thus u ·v ∈ W P and `(u ·v) = `(u)+`(v). The last equality is equivalent to u ·v = uv
and this finishes the proof.

When the parabolic group will be clear from the context, we will often write u · v
to mean u · vWP .

2.4 Schubert Varieties in even and odd flag mani-

folds

Let I := {i1 < . . . < ir} ⊂ {1, . . . , n + 1} and the associated parabolic subgroup
P := PI . The even symplectic flag manifold IF(i1, . . . , ir; 2n + 2) is a homogeneous
space Sp2n+2 /P . For each w ∈ W P let Y (w)◦ := B2n+2wB2n+2/P be the Schubert

cell. This is isomorphic to the space C`(w). Its closure Y (w) := Y (w)◦ is the Schubert
variety. Recall that the Bruhat ordering can be equivalently desctibed by v ≤ w if
and only if Y (v) ⊂ Y (w). The following results were proved by Mihai [46, §4]. Let
B := B2n+2 ∩ Sp2n+1 be the odd-symplectic Borel subgroup.

Proposition 2.4.1. (a) The natural embedding

ι : IF(i1, · · · , ir; 2n+ 1) ↪→ IF(i1, · · · , ir; 2n+ 2)

identifies IF(i1, · · · , ir; 2n+ 1) with the (smooth) Schubert subvariety

Y (w0WP ) ⊂ IF(i1, · · · , ir; 2n+ 2).

(b) The Schubert cells (i.e. the B2n+2-orbits) in Y (w0) coincide with the B-orbits
in IF(i1, . . . , ir; 2n+ 1). In particular, the B-orbits in IF(i1, . . . , ir; 2n+ 1) are given
by the Schubert cells Y (w)◦ ⊂ IF(i1, . . . , ir; 2n+ 2) such that w ≤ w0.

Recall that W 2n+1 denotes the subset of W consisting of those permutations w ≤
w0. To emphasize that we discuss Schubert cells or varieties in the odd-symplectic
case, for each w ∈ W 2n+1 ∩W P we denote by X(w)◦, and X(w), the Schubert cell
Y (w)◦ respectively the Schubert variety Y (w).
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We will call a signed permutation w ∈ W odd symplectic if w ≤ w0. Equivalently,
w(j) 6= 1̄ for any 1 ≤ j ≤ n + 1. (The equivalence can be seen e.g. by looking
at what are the T -fixed points included in the odd-symplectic flag variety.) The
odd symplectic permutations index the Schubert varieties in the odd-symplectic flag
manifold. The following closure property of the Hecke product on odd-symplectic
permutations will be important later on.

Lemma 2.4.2. Let u, v ∈ W be two odd-symplectic permutations, and assume that
u(1) = 1. Then uv and u · v are odd-symplectic permutations.

Proof. We need to show that (uv)(j) 6= 1̄ and (u · v)(j) 6= 1̄ for any 1 ≤ j ≤ n + 1.
In the first situation, since u(1) = 1, if (uv)(j) = 1̄ for some 1 ≤ j ≤ n + 1,
then v(j) = 1̄, which contradicts that v is odd-symplectic. For the second, consider
the signed permutation u′ := (u · v)v−1 ∈ W . By [16, Prop. 3.1] we have that
u′ ≤ u and u′v = u · v. The condition that u′ ≤ u implies that there is an inclusion
of Schubert varieties X(u′) ⊂ X(u) in the full odd-symplectic flag manifold IF :=
IF(1, 2, . . . , n + 1; 2n + 1). Further, the hypothesis that u(1) = 1 implies that X(u)
is in the closed orbit of IF, thus X(u′) is in the closed orbit as well. This implies
that u′(1) = 1. Then u · v = u′v and since u′(1) = 1 the element u′v is again
odd-symplectic, as claimed.

Let k < n + 1. The odd-symplectic Grassmannian IG(k, 2n + 1) is the Schubert
variety Y (w0WPk) in IG(k, 2n + 2), and it has complex codimension k. A Schubert
variety X(w) is included in the closed orbit Xc of if and only if w(1) = 1.



Chapter 3

(Equivariant) cohomology

As before we fix a parabolic subgroup P ⊂ Sp2n+2 containing the standard Borel
subgroup B2n+2. Let IFeven := IF(i1, . . . , ir; 2n + 2) be the corresponding symplectic
flag variety. The Schubert cells Y (w)◦ form a stratification of IFeven, when w varies
in W P . This implies that the Schubert classes [Y (w)] ∈ H2`(w)(IF

even) form a basis
of the (integral) homology of IFeven. Since IFeven is smooth, the Schubert classes
determine cohomology classes [Y (w)] ∈ H2 dim IFeven−2`(w)(IFeven), with the product
given by intersection.

The odd-symplectic flag manifold IF := IF(i1, . . . , ir; 2n+1) is a smooth Schubert
variety in IFeven, therefore its Schubert classes [X(w)] = [Y (w)] ∈ H2`(w)(IF) for
w ∈ W P ∩W 2n+1 form a basis for both homology and cohomology H∗(IF) = H∗(IF)
with coefficients from Z. For X ∈ {IFeven, IF} there is a non-degenerate Poincaré
pairing 〈·, ·〉 : H∗(X )⊗ H∗(X )→ H∗(pt) given by

〈γ1, γ2〉 =

∫
X
γ1 ∪ γ2

where the integral is the push-forward to the point, i.e.
∫
X γ := p∗(γ) and p : X → pt

is the structure morphism. For a cohomology class γ ∈ H∗(X ) we denote by γ∨ its
Poincaré dual. Thus

∫
IF

[X(u)] ∪ [X(v)]∨ = δu,v.

Remark 3.0.1. Although it will not be used in the sequel, we note that the Poincaré
dual of a Schubert class in H∗(IFeven) ia again a Schubert class; indeed this is true
for any homogeneous space G/P (see [7]). However, this is no longer true in the
odd-symplectic case. Formulas for Poincaré dual classes of Schubert classes in the
odd-symplectic Grassmannian IG(k, 2n+ 1) were calculated by Pech in [56, Prop. 3]
for k = 2 and in [55, Prop. 2.11, p.50] for arbitrary k.

It is customary to identify H2(IFeven) = Z∆∨/Z∆∨P ; see e.g. [16, §3] for precise
details. Under this identification H2(IFeven) = ⊕αi∈∆\∆P

Z(α∨i + ∆∨P ). Then the
inclusion ι : IF→ IFeven gives an inclusion of abelian groups ι∗ : H2(IF)→ H2(IFeven)
with image spanned by those α∨i + ∆∨P such that si ≤ w0.

We review some basic facts about the equivariant cohomology ring, focusing on
H∗T (IF). We refer to [2] for more details. For any topological space Z with a left
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torus T action, its equivariant cohomology ring is the ordinary cohomology of the
Borel mixed space ZT := (ET × Z)/T where ET → BT is the universal T -bundle,
and T acts on ET × Z by t · (e, z) = (et, t−1z). In particular, H∗T (pt) = H∗(BT )
is a polynomial ring Z[t1, . . . , ts] where ti are an additive basis for (Lie T )∗. The
continuous map XT → BT gives a H∗T (pt)-algebra structure on H∗T (Z).

Let now Z = IF with its natural T ' (C∗)n+1 action. The Schubert varieties
X(u) ⊂ IF are T -stable, and the fundamental classes [X(u)]T ∈ HT

2`(u)(IF) give

an H∗T (pt)-basis for the equivariant (co)homology H∗T (IF) = HT
∗ (IF). The inclusion

ι : IF → IFeven is equivariant with respect to the map T ⊂ T2n+2 and therefore
there is an opposite map H∗T2n+2

(IFeven) → H∗T (IF) such that H∗T (pt) = H∗T2n+2
(pt) =

Z[t1, . . . tn+1]. We use the same conventions as in [16, §8] for the geometric inter-
pretation of the characters ti inside the equivariant cohomology ring. There is an
equivariant version of the Poincaré pairing 〈·, ·〉 : H∗T (IF) ⊗ H∗T (IF) → H∗T (pt) given
by the (equivariant) push forward map to the point:

〈γ1, γ2〉 =

∫ T

IF

γ1 ∪ γ2 := pT∗ (γ1 ∪ γ2) ∈ H∗T (pt).



Chapter 4

(Equivariant) Quantum
cohomology

In this section we recall some basic facts about equivariant Gromov-Witten (EGW)
invariants and the equivariant quantum (EQ) cohomology rings. For the purposes of
this paper we specialize to the odd and even-symplectic Grassmannian case.

4.1 Equivariant Gromov-Witten invariants

Set IG := IG(k, 2n+ 1) and IGeven := IG(k, 2n+ 2), with ι : IG→ IGeven the natural
embedding. Let X ∈ {IG, IGeven}. Recall that H2(X ) = Z with the generator given
by the Schubert class [X(sk)] ∈ H2(IG) or [Y (sk)] = ι∗[X(sk)]. We abuse notation
and from now on we identify [X(sk)] = [Y (sk)]. A degree d in X is an effective
homology class d ∈ H2(X ). In our situation a degree is a non-negative integer. Let
M0,r(X , d) be the Kontsevich moduli of stable maps to X of degree d to X with r
marked points (r ≥ 0); see e.g. [21]. This is a projective algebraic variety of expected
dimension

expdim M0,r(X , d) = dimX +

∫
[X(sk)]

c1(TX ) + r − 3

where TX denotes the tangent bundle of X .

Lemma 4.1.1. Let X(Div) and Y (Div) be the (unique!) Schubert divisors in IG and
IGeven and let ι : IG→ IGeven be the inclusion. Then the following equalities hold:

(a) ι∗[Y (Div)] = [X(Div)];
(b) c1(TIG) = (2n+ 2− k)[X(Div)] and c1(TIGeven) = (2n+ 3− k)[Y (Div)].
(c) ∫

[X(sk)]

c1(TX ) =

{
2n+ 2− k if X = IG;

2n+ 3− k if X = IGeven .

Proof. A more general version of the first identity was proved by Pech in her thesis [55,
Prop. 2.9]. The explicit calculation of the class of the tangent bundle in the even
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case can be found e.g. in [13]. In the odd case, for k = 2, it was done by Pech [56].
In the Appendix A we deduce this formula based on a localization argument. Finally,
the second equality in (c) follows because the Schubert divisor and curve are dual to
each other, i.e.

∫
IGeven

[Y (Div)] ∩ [X(sk)] = 1 (see [22] for this classical fact). The
first equality follows from the projection formula and part (a):∫

[X(sk)]

c1(TIG) = (2n+ 2− k)

∫
IG

ι∗[Y (Div)] ∩ [X(sk)]

= (2n+ 2− k)

∫
IGeven

[Y (Div)] ∩ [Y (sk)] = 2n+ 2− k.

The points of the moduli space are (equivalence classes of) stable curves f :
(C, pt1, . . . , ptr) → X of degree d, where C is a tree of P1’s and pti ∈ C are non-
singular points. The moduli space M0,r(X , d) comes equipped with r evaluation
maps evi : M0,3(X , d) → X which sends (C, pt1, . . . ptr; f) to f(pti). We refer e.g.
to [21] for details.

Let γ1, . . . , γr ∈ H∗(X ) and d ∈ H2(X ) an effective degree. The r-point, genus 0,
GW invariant is defined by

〈γ1, . . . , γr〉d :=

∫
[M0,r(X ,d)]vir

ev∗1(γ1) ∪ ev∗2(γ2) ∪ . . . ∪ ev∗r(γr),

where [M0,r(X , d)]vir is the virtual fundamental class. This is a cycle

[M0,r(X , d)]vir ∈ H2 expdim M0,r(X ,d)(M0,r(X , d)).

Givental studied equivariant Gromov-Witten invariants in [28]. If X = IGeven then the
moduli space M0,r(X , d) is an irreducible algebraic variety [34, 64], and the virtual
fundamental class coincides to the fundamental class. This is true more generally
when IFeven is replaced by any generalized flag manifold G/P . However, IF is not
homogeneous, and this result is no longer available. In the particular case when
d = 1, Pech used obstruction theory to prove the following (cf. [55, Proposition 2.15];
for k = 2 [56, Proposition 13]):

Proposition 4.1.2. Let r = 1, 2, 3. Then the moduli space of stable maps

M0,r(IG(k, 2n+ 1), 1)

is a smooth, irreducible, algebraic variety of complex dimension k(2n+1−k)− k(k−1)
2

+
(2n+ 2− k) + r − 3.

The GW invariants satisfy the “divisor axiom” property: if [D] ∈ H2(X ) is the
class corresponding to a complex subvariety of codimension 1 then for any γ2, . . . , γr ∈
H∗(X ),

〈[D], γ2, . . . , γr〉d = ([D] ∩ d)〈γ2, . . . , γr〉d. (4.1)
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If a group G acts on X , it determines a natural action on the moduli space
M0,r(X , d) by acting on the target of a stable map. With respect to this action,
the evaluation maps evi are G-equivariant. Then the definition of the GW invariants
extends to the equivariant setting, using the equivariant cohomology classes, the
equivariant virtual fundamental class [35] and the equivariant push-forward to a point.
The divisor axiom (4.1) remains unchanged. In this paper we will consider the give
formulas calculating the GW invariants equivariant with respect to G = T , the torus
acting on IG. In this case the equivariant GW invariants have values in H∗T (pt).

4.2 The (equivariant) quantum cohomology ring

The quantum cohomology QH∗(IG) of IG := IG(k, 2n + 1) is a graded Z[q]-algebra
with a Z[q]-basis given by Schubert classes [X(u)], where u ∈ W P . The multiplication
is given by

[X(u)] ? [X(v)] =
∑

d≥0;w∈WP

qdcw,du,v [X(w)],

where cw,du,v = 〈[X(u)], [X(v)], [X(w)]∨〉d is the GW invariant. For a smooth variety
X the multiplication of QH∗(X) was proved to be associative in [38,39] (the sources
[21,59] also contains details). The degree of q is

deg q =

∫
[X(Div)]∨

c1(TIG(k,2n+1)) = 2n+ 2− k,

by Lemma 4.1.1 above. The grading is equivalent to the requirement that

codim X(u) + codim X(v) = codim X(w) + d · deg q,

which in turn is equivalent the requirement that the GW invariant

〈[X(u)], [X(v)], [X(w)]∨〉d

is non-zero. From definition, the quantum cohomology ring is a deformation of the
ordinary cohomology ring, in the sense that if one makes q = 0 then one recovers
the multiplication in H∗(IG). In the case when k = n + 1, IG = LG(n, 2n) is a
homogenous space (the Lagrangian Grassmannian), and a Pieri formula, calculating
the quantum multiplication of a Schubert class by an algebra generator has been
obtained in [15, 37]. In the “odd” case, for k = 2, a Pieri formula has been obtained
by Pech [56]. It is the main goal of this paper to give algorithms to calculate quantum
multiplication for arbitrary k.

Remark 4.2.1. A consequence of the Kleiman-Bertini theorem shows that the GW
invariants for homogeneous spaces are enumerative [21,36]. This is no longer true for
odd-symplectic flag manifolds. For example, Pech proved that in QH∗(IG(2, 5)),

[X(3,−1)]? [X(2, 1)] = −1[X(3, 2)]+ . . . ; [X(3,−1)]? [X(3,−1)] = −q[X(0)]+ . . . .
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As before there is an equivariant version of the quantum cohomology ring, denoted
QH∗T (IG), which deforms the multiplication in H∗T (IG). The equivariant version of
quantum cohomology was introduced by Givental and Kim as an additional tool to
understand quantum cohomology [27,35]. This is a graded, free algebra over H∗T (pt)[q]
with a basis given by equivariant Schubert classes [X(u)]T , where u varies in W P .
The multiplication is defined in the same way, using the equivariant GW invariants.
The structure constants cw,du,v ∈ H∗T (pt) are homogeneous polynomials of degree

deg cw,du,v = codim X(u) + codim X(v)− codim X(w)− d · deg q.

If this degree equals 0, then one recovers the structure constant from the ordinary
(non-equivariant) quantum cohomology ring.



Chapter 5

The moment graphs of even and
odd symplectic flag manifolds

Sometimes called the GKM graph, the moment graph of a variety X with a torus T
action encodes the T -fixed loci of X together with the 1-dimensional torus orbits. In
our situation X will be a symplectic flag manifold or one of its Schubert varieties.
The description of the moment graphs in these cases is a standard tool , and it can
be found e.g in [20,29]

For now let IFeven := IF(i1, . . . , ir; 2n + 2) be the symplectic flag manifold corre-
sponding to the parabolic subgroup P := P{i1,...,ir} containing the torus T2n+2. The
T2n+2-fixed points are in bijection to the cosets in W/WP , thus to the minimal length
representatives w ∈ W P . For each signed permutation (w(1) < · · · < w(i1)|w(i1+1) <
· · · < w(i2)| · · · |w(ir−1 + 1) < · · · < w(ir)|wir+1 < · · · < w(n + 1)) ∈ W P the corre-
sponding torus fixed point is the partial flag

ew := (〈ew(1), . . . , ew(i1)〉 ⊂ 〈ew(1), . . . , ew(i2)〉 ⊂ · · · ⊂ C2n+2).

The irreducible T2n+2-stable curves are of the form Cα(w) ' P1 which joins two fixed
points ew and ewsα where α ∈ R+ \ R+

P is a positive root not in P . Recall, under
the natural identification H2(IFeven) to Z∆∨/Z∆∨P , the homology class [Cα(w)] =
α∨ + ∆∨P .

The moment graph of IFeven has a set of vertices indexed by w ∈ W P and edges of
the form w // wsα for α ∈ R+ \ R+

P . Geometrically, the vertex w corresponds to
the T2n+2-fixed point ew and an edge w // wsα to the torus stable curve Cα(w).

Let IF := IF(i1, . . . , ir; 2n + 1) be the odd-symplectic flag variety, which is a
Schubert subvariety of IFeven. It follows that with respect to the T2n+2-action, the
moment graph of IF is a (full) subgraph of that for IFeven, with vertices corresponding
to permutations w ∈ W 2n+1 ∩W P , i.e. those minimal length representatives w ≤ w0.
Recall that the odd-symplectic torus T ⊂ Sp2n+1 is obtained by restricting the “even”
torus T2n+2. The quotient T2n+2/T acts trivially on IF, which implies that the moment
graph of IF with respect to T coincides with the one for T2n+2. (This was also noticed
in Mihai’s thesis [47, Ex. 5.2.2 and Ex. 5.2.8].) From now on we will not differentiate
between the moment graphs if IF for T or T2n+2.
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5.1 The Grassmannian case

Next we will give a more explicit description of the moment graphs for IG(k, 2n+1) ⊂
IG(k, 2n + 2), for k < n + 1. Recall that the corresponding subset of simple roots
is ∆Pk := ∆ \ {αk = tk − tk+1} and that H2(IG(k, 2n + 1)) is one dimensional with
generator α∨k + Z∆∨Pk . The edges of the moment graph correspond to T2n+2-stable
curves of the form Cα(w), where w ∈ W Pk and

α ∈ R+\R+
Pk

= {ti−tj : 1 ≤ i ≤ k < j ≤ n+1}∪{ti+tj, 2ti : 1 ≤ i < j ≤ n+1, i ≤ k}.

The coefficients of α∨k in the expansion of α∨ in terms of simple coroots, and the
degree of the corresponding curves, are calculated as follows:

• α∨ = ti − tj = (ti − ti+1) + · · · + (tj−1 − tj); in this case the coefficient of α∨k ,
thus the degree of the curve Cα(w) is equal to 1;

• α∨ = ti = (ti− ti+1) + (ti+1− ti+2) + · · ·+ (tn− tn+1) + tn+1; in this case Cα(w)
has degree 1;

• if j < n+1 then ti+tj = (ti−ti+1)+ · · ·+(tj−1−tj)+2(tj−tj+1)+ · · ·+2(tn−1−
tn) + 2tn+1. If j = n + 1 then ti + tj = (ti − ti+1) + · · · + (tn − tn+1) + 2tn+1.
Therefore the curve Cα(w) has degree 1 if j > k and degree 2 if j ≤ k.

The minimal length representatives in w ∈ W Pk are in one to one correspondence
to sequences 1 ≤ w(1) < . . . < w(k) ≤ 1̄. Those corresponding to the odd-symplectic
Grassmannian satisfy in addition w(k) ≤ 2̄. Because it will be repeatedly used later
on, we list below the vertices adjacent to the identity element in the moment graph
of IG(k, 2n + 2), together with the degrees of the corresponding curves. Recall the
convention s̄ = 2n+ 3− s. For now we let k > 1.

(i) (1 < 2 < · · · < i− 1 < i+ 1 < · · · < k < j) where k < j ≤ n+ 1;

(ii) (1 < 2 < · · · < i− 1 < i+ 1 < · · · < k < j̄) where n+ 1 < j̄ ≤ k + 1;

(iii) (1 < 2 < · · · < i− 1 < i+ 1 < · · · < j − 1 < j + 1 < · · · < k < j̄ < ī);

(iv) (1 < 2 < · · · < i− 1 < i+ 1 < · · · < k < i) .

The edge in (i) corresponds to α = ti− tj, those in (ii) and (iii) to α = ti+ tj and that
in (iv) to α = 2ti. In particular, only the edge in (iii) has degree 2, and the others
have degree 1. If k = 1, the case (iii) does not apply, and the remaining vertices in
cases (i), (ii) and (iv) are respectively (j), (j̄) and (1̄).

The figure below illustrates the moment graphs of IG(2, 5) and IG(2, 6).
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Figure 5.1: The figure is the moment graph of IG(2, 6) without degree labels. The
blue vertices and edges are not included in the Schubert variety IG(2, 5). Also, the
red vertices and edges are in the closed orbit which is isomorphic to IG(1, 4).

(3̄ < 2̄)

(3 < 2̄)

(2 < 3̄) (1 < 2̄)

(2 < 3) (1 < 3̄)

(1 < 3)

(1 < 2)

(2 < 1̄)

(3 < 1̄)

(3 < 1̄)

(2 < 1̄)



Chapter 6

Curve neighborhoods

As before let X ∈ {IGeven := IG(k, 2n + 2), IG := IG(k, 2n + 1)}, let d ∈ H2(X ) an
effective degree, and let Ω ⊂ X a closed subvariety. Consider the moduli space of
stable maps M0,2(X , d) with evaluation maps ev1, ev2. The curve neighborhood of Ω
is the subscheme

Γd(Ω) := ev2(ev−1
1 Ω) ⊂ X

endowed with the reduced scheme structure. This notion was introduced by Buch,
Chaput, Mihalcea and Perrin [9] to help study the quantum K theory ring of comi-
nuscule Grassmannians. It was analyzed further for any homogeneous space by Buch
and Mihalcea [16], in relation to 2-point K-theoretic GW invariants, and to a new
proof of the quantum Chevalley formula in quantum cohomology. A description of
the curve neighborhoods of Richardson varieties where also found in [43] when cer-
tain conditions are applied. Finally it appears the technique of curve neighborhoods
may apply to finding a Chevalley formula for the quantum cohomology of weighted
Grassmannians [19]. Often, estimates for the dimension of the curve neighborhoods
provide vanishing conditions for certain GW invariants. In this paper we will use this
technique to prove vanishing of “Chevalley” GW invariants of degree d ≥ 2 in IG.

We start with the observation (going back to [9]) that if Ω is a Schubert variety,
then Γd(Ω) must be a (finite) union of Schubert varieties, stable under the same Borel
subgroup. This follows because Ω is stable under the appropriate Borel subgroup,
and ev1, ev2 are proper, equivariant maps; thus Γd(Ω) is closed and Borel-equivariant.

In what follows we give estimates for the dimension of the curve neighborhoods of
Schubert varieties X(w) ⊂ IG, using known estimates for the dimension in the even
case.

6.1 Curve neighborhoods of Schubert varieties in

IGeven

Let P := Pk be the maximal parabolic subgroup such that Sp2n+2 /P = IGeven. Let
w ∈ W P be a minimal length representative and d ∈ H2(IGeven). Recall that it
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was proved in [9] that the curve neighborhood Γd(Y (w)) must be a Schubert variety.
Further, it follows from [16] that Γd(Y (w)) = Y (w · zdWP ), where zd ∈ W is defined
by the condition that Γd(1.P ) = Y (zdWP ). In [16] it was found a recursive formula
for zd, which we recall next.

Let q2n+2 be the quantum parameter for QH∗(IGeven). Lemma 4.1.1 implies that
this is an indeterminate of degree 2n+ 3− k. The maximal elements of the set {β ∈
R+ \R+

P : α∨+∆P ≤ d} are called maximal roots of d. The root β ∈ R+ \R+
P is called

P -cosmall if β is a maximal root of β∨ + ∆∨P ∈ H2(IGeven). In type Cn+1, P -cosmall
roots are among the roots 2ti for 1 ≤ i ≤ n+ 1, and ti− tj for 1 ≤ i < j ≤ n+ 1. The
following foillows from [16, Corollary 4.12, Theorem 6.2, Theorem 5.1, and Theorem
7.2].

Proposition 6.1.1. Let d ∈ H2(IGeven) be an effective degree and w ∈ W P . Then
the following hold:

1. If α ∈ R+ −R+
Pk

is a maximal root of d, then sα · zd−α∨WP = zdWP ;

2. dim Γd(Y (w)) ≤ `(w) + `(zdWP ) ≤ `(w) + deg qd2n+2 − 1. Furthermore, if the
second equality occurs then d = α∨ + Z∆∨Pk and α is a P -cosmall root.

Corollary 6.1.2. (a) There is an equality z1WP = s2t1WP and the minimal length
representative of z1WP is (2 < 3 < · · · < k < 1).

(b) There is an inequality `(zdWP ) ≤ d deg q2n+2 − 1 with equality if and only if
d = 1.

(c) If k > 1 and d = 2 then z2WP = st1+t2WP and `(z2WP ) = 2 deg q2n+2 − 3.
(d) If k = 1 then z1WP = z2WP and `(z2WP ) = 2n+ 1 < 2 deg q2n+2 − 3.

Proof. The first part follows directly from the part (1) of the proposition. The equality
in (b) follows by direct calculation of `(s2t1WP ), using its minimal length representa-
tive. Using the calculation of degrees associated to roots from section 5.1 we deduce
that no degree d ≥ 2 can be the degree of a cosmall root, thus equality cannot occur
in this case.

For part (c), notice that since 2t1 is a maximal root of 1, therefore z1WP = s2t1WP .
By employing the recursion in Proposition 6.1.1 we obtain z2WP = s2t1 ·s2t1WP . Now
observe the following:

s2t1 · s2t1 = (s1 . . . sn+1 . . . s1) · (s1 . . . sn+1 . . . s1)

= s1 · s2t2 · s1 · s2t2 · s1

= s1 · st1+t2 · s1

= st1+t2 · s1 · s1

= st1+t2 · s1.

Since s1 ∈ WP , the above shows that z2WP = st1+t2WP as claimed. The “inequality”
`(z2WP )“ ≤ ”2 deg q2n+2− 3 follows by a direct calculation, using the minimal length
representative of st1+t2WP . Finally, part (d) follows from the observation that if k = 1,
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then IG(1, 2n + 1) = P2n, and then Γ1(id) = P2n, thus `(z1WP ) = dim IG(1, 2n +
1).

We will need the following lemma.

Lemma 6.1.3. Let w = (w(1) < w(2) < · · · < w(k)) ∈ W P . Then w · z1 is reduced
and a minimal length representative in W P if and only if w(1) = 1. In particular,
dim Γ1(Y (w)) = `(w) + deg q2n+2 − 1 if and only if Y (w) ⊂ Xc is a Schubert variety
in the closed orbit of IG.

Proof. Using the bijection between W P and Λ2n+2 and that fact that codim Y (λ) =
|λ| we have that

`(wz1)− `(w) = codim Y (w)− codim Y (wz1)

= 2n+ 4− 2w1 − k + #{j : w1 + wj > 2n+ 3}

So the following equations are equivalent.

`(wz1)− `(w) = `(z1)

2n+ 4− 2w(1)− k + #{j : w(1) + w(j) > 2n+ 3} = 2n+ 2− k
2− 2w(1) + #{j : w(1) + w(j) > 2n+ 3} = 0

#{j : w(1) + w(j) > 2n+ 3} = 2w(1)− 2

The equality implies w(1) = 1.
For the reverse direction let w(1) = 1. Observe it is sufficient to check wz1 is

a minimal length representative by the equivalent equations in the first part of the
proof. Let w = (1 < w(2) < · · · < w(k)|w(k + 1) < · · · < w(n + 1)) and recall
z1 = (2 < 3 < · · · < k < 1̄|(k + 1) < · · · < (n + 1)). The multiplication wz1 in W
where the permutations are in one line notation is

(1w(2) · · ·w(k)w(k + 1) · · ·w(n+ 1)) ∗ (23 · · · k1̄(k + 1) · · · (n+ 1))

= w(2)w(3) · · ·w(k)1̄w(k + 1) · · ·w(n+ 1).

This direct calculation that shows wz1 is a minimal length representative. The result
follows.

6.2 Curve neighborhoods for IG.

Let w ∈ W P ∩W 2n+1 and let d ∈ H2(IG) be an effective degree. As mentioned above,
the curve neighborhood Γd(X(w)) of X(w) is a closed, B-stable subvariety of IG,
therefore it must be an union of Schubert varieties:

Γd(X(w)) = X(w1) ∪ · · · ∪X(wr)

where wi ∈ W P ∩ W 2n+1. As noticed in [16] or [44], the permutations wi can be
determined combinatorially from the moment graph.
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Proposition 6.2.1. Let w ∈ W P∩W 2n+1. in the moment graph of IG, let {v1, · · · , vs}
be the maximal vertices in the moment graph which can be reached from any u ≤ w
using a path of degree d or less. Then Γd(X(w)) = X(v1) ∪ · · · ∪X(vs).

Proof. Let Zw,d = X(v1) ∪ · · · ∪ X(vs). Let v := vi ∈ Zw,d be one of the maximal
T -fixed points. By the definition of vi’s and the moment graph there exists a chain
of T -stable rational curves of degree less than or equal to d joining u ≤ w to v. It
follows that v ∈ Γd(X(w)), thus X(v) ⊂ Γd(X(w)), whence Zw,d ⊂ Γd(X(w)).

For the converse inclusion, let v ∈ Γd(X(w)) be a T -fixed point. By [44, Lemma
5.3] there exists a T -stable curve joining a fixed point u ∈ X(w) to v. This curve
corresponds to a path in the moment graph of IG, thus v ∈ Zw,d. Since Bruhat order
is compatible with inclusion of Schubert variaties, this completes the proof.

In what follows we will obtain estimates for the dimension of the curve neigh-
borhood Γd(X(w)), using estimates obtained in the even case. We start with the
observation that the “odd” curve neighborhoods are proper subvarieties of the “even”
ones.

Lemma 6.2.2. Let w ∈ W P ∩W 2n+1 and d ≥ 1 an effective degree. Then there is a
strict inclusion Γd(X(w)) ( Γd(Y (w)).

Proof. Consider the identity 1.P ∈ Γd(X(w)). There is a T2n+2-stable degree 1 curve
(i.e. a line) in IG(k, 2n + 2) that contains the T2n+2-fixed points 1.P and (2 <
3 < · · · < 1̄) ∈ IGeven \ IG. Therefore Γ1(X(w)) ( Γ1(Y (w)), and this implies the
lemma.

Part (b) of the next result is the key technical requirement needed for the vanishing
of all Chevalley GW invariants.

Theorem 6.2.3. Let w ∈ W 2n+1. Then the following inequalities hold:

dim Γ1(X(w))− dimX(w) ≤ deg q − 1

dim Γd(X(w))− dimX(w) < deg qd − 1 for all d ≥ 2

Further, if the Schubert variety X(w) is not contained in the closed orbit Xc of IG
then

dim Γ1(X(w))− dimX(w) < deg q − 1.

Proof. Recall that deg q2n+2 = deg q + 1. We consider1 the cases when d = 1 and
d ≥ 2. If d = 1, Lemma 6.2.2 and Proposition 6.1.1 imply that

dim Γ1(X(w)) + 1− dimX(w) ≤ dim Γ1(Y (w))− dimY (w) ≤ deg q2n+2 − 1

thus dim Γ1(X(w))− dimX(w) ≤ deg q2n+2 − 2 = deg q − 1.
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Let now d ≥ 2, and let Γd(X(w)) = X(v1) ∪ · · · ∪X(vs). Then each vi is joined
to some ui ≤ w in the moment graph of IG by j edges of degrees di ∈ {1, 2}, where∑j

i=1 di ≤ d. By applying repeatedly the estimate for d = 1, we have

dimX(vi)− dimX(w) ≤ dimX(vi)− dimX(ui) ≤
j∑
i=1

(di deg q − 1) ≤ d deg q − j.

If j ≥ 2 then the result holds. If j = 1 then necessarily d = 2. If k = 1 then there
are no edges of degree 2, thus j ≥ 2 and the previous proof applies. If k > 1, by
Corollary 6.1.2(c)

dimX(vi)− dimX(w) ≤ dim Γ2(Y (w))− 1− `(w)

≤ `(z2WP )− 1 ≤ 2 deg q2n+2 − 4 < 2 deg q − 1.

This proves the first two inequalities. For the last inequality, we notice that the
hypothesis implies that w is determined by a sequence (w(1) < · · · < w(k)) such that
w(1) > 1. Then by Lemma 6.1.3 combined with Proposition 6.1.1 we obtain

dim Γ1(X(w))− dimX(w) ≤ dim ΓIG
1 (Y (w))− 1− `(w) < deg q2n+2 − 2 = deg q − 1.

This finishes the proof.



Chapter 7

Vanishing of Chevalley
Gromov-Witten invariants

The main result of this Chapter is the following.

Theorem 7.0.1. Let d ≥ 1 be a degree in H2(IG(k, 2n + 1)). Let X(v), X(w) ⊂
IG(k, 2n+ 1) be two Schubert varieties and X(Div) the Schubert divisor. If

dim Γd(X(v)) < `(v) + deg qd − 1

then the equivariant GW invariant

〈[X(Div)]T , [X(v)]T , [X(w)]∨T 〉d = 0.

In particular, the equivariant Gromov-Witten invariant above vanishes if either d ≥ 2
or d = 1 and X(v) is not included in the closed orbit Xc ⊂ IG(k, 2n+ 1).

Proof. By the divisor axiom

〈[X(Div)]T , [X(v)]T , [X(w)]∨T 〉d = d〈[X(v)]T , [X(w)]∨T 〉d.

By definition,

〈[X(v)]T , [X(w)]∨T 〉d =

∫ T

[M0,2(IG(k,2n+1),d)]vir
ev∗1[X(v)]T ∪ ev∗2[X(w)]∨T

=

∫ T

IG(k,2n+1)

[X(w)]∨T ∩ (ev2)∗(ev∗1[X(v)]T ∩ [M0,2(IG(k, 2n+ 1), d)]vir).

The cycle (ev2)(ev−1
1 [X(v)]) is supported on the curve neighborhood Γd(X(v)), and

the push-forward (ev2)∗(ev∗1[X(v)]T ∩ [M0,2(IG(k, 2n + 1), d)]vir) is non-zero only if
the curve neighborhood has components of dimension

expdim M0,2(IG(k, 2n+ 1))− codim X(v) = deg qd − 1 + `(v).

However, the hypothesis implies that dim Γd(X(v)) is strictly less than this quantity.
Finally, the statement on GW invariants of degree d ≥ 2 follows from Theorem
6.2.3.

34



Chapter 8

Lines in IG

Let X := IG(k, 2n + 1). According to Theorem 7.0.1, the only equivariant GW
invariants 〈[X(Div)]T , [X(v)]T , [X(w)]∨T 〉d which are non-zero are those when d = 1
and the Schubert variety X(v) is included in the closed orbit Xc ' IG(k− 1, 2n). We
will need a separate argument to calculate these invariants. For that, we will analyze
some geometric properties of the moduli spaces of stable maps M0,r(IG, 1) → IG
where r = 1, 2 and the Gromov-Witten varieties

GW1(w) := ev−1
1 (X(w)) ⊂M0,2(IG, 1).

For X(w) ⊂ Xc, we will show that GW1(w) is a reduced algebraic scheme which has 2
irreducible components, one corresponding to lines in IG contained in the closed orbit
Xc, and another containing lines which intersect the open orbot X◦. The restriction
of the evaluation maps to each of these components will be a surjective map, which
is either birational, or it has general fiber of positive dimension. We will deduce from
this that the curve neighborhood Γ1(X(w)) has two components, and that if non-zero,
the GW invariant is equal to 1 precisely in the cases when [X(w)]∨ is Poincaré dual
to one of these components.

From now on, a line in X will mean an irreducible, reduced, curve of degree 1.
Recall that there is a sequence of embeddings

X = IG(k, 2n+ 1) ⊂ IG(k, 2n+ 2) ⊂ Gr(k, 2n+ 2) ⊂ P(
k∧
C2n+2)

where the last is the Plücker embedding. The image of a line in IG under the com-
position of these embeddings is a projective line. Indeed, a calculation in coordinates
shows that the image of the Schubert curve in X is the Schubert curve in Gr(k, 2n+2),
and the image of this Schubert curve is a projective line (see Appendix B). We record
the following consequence:

Let r = 1, 2, 3. Recall from Prop. 4.1.2 above that Pech proved that M0,r(X, 1)
is a non-singular, irreducible scheme of dimension

dimM0,r(X, 1) = dimX+deg q+r−3 = k(2n+1−k)− k(k − 1)

2
+2n+2−k+r−3.
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In what follows we will identifyM0,1(X, 1) with a (necessarily smooth) subvariety of
the ordinary flag manifold Fl(k − 1, k, k + 1; 2n+ 1).

There is a natural isomorphismM0,1(Gr(k, 2n+ 1), 1) ' Fl(k− 1, k, k+ 1; 2n+ 1)
such that the evaluation map ev1 is the projection πk : Fl(k − 1, k, k + 1; 2n + 1) →
Gr(k, 2n + 1). To see the isomorphism explicitly, one can use e.g. the kernel-span
technique of Buch [10] to observe that to any line L ⊂ Gr one can associate its kernel
K :=

⋂
V ∈L V and its span S := Span{V : V ∈ L}, which have dimension k − 1,

respectively k + 1. Then the pointed line (p ∈ L) is sent to (kerL, p, SpanL). We
would like to identify M0,1(X, 1) to a subvariety of the three-step flag variety. The
idea is that if Vk−1 ∈ IG(k − 1, 2n+ 1) then a triple (Vk−1 ⊂ Vk ⊂ Vk+1) corresponds
to a line in X if and only if Vk−1 is isotropic and Vk+1 ⊂ V ⊥k−1. It follows from this

that M0,1(X, 1) can be identified with

M0,1(IG, 1) ' {(Vk−1 ⊂ Vk ⊂ Vk+1) : Vk−1 ∈ IG(k − 1, 2n+ 1), Vk+1 ⊂ V ⊥k−1}.

Under this identification, ev1 corresponds to the projection to the component Fk.
Alternatively, one can use the embedding X ⊂ IG(k, 2n+2), and use the identification

M0,1(IG(k, 2n+2), 1) ' {(V ′k−1 ⊂ V ′k ⊂ V ′k+1) : Vk−1 ∈ IG(k−1, 2n+2), V ′k+1 ⊂ (V ′k−1)⊥}

where the last variety is the flag bundle F`(1, 2; (S ′k−1)⊥/S ′k−1) over IG(k−1, 2n+2),
and where S ′k−1 is the tautological subbundle. Then the moduli space of lines in X
is the incidence variety consisting the triples (V ′k−1 ⊂ V ′k ⊂ V ′k+1) as above such that
in addition V ′k+1 ⊂ C2n+1. This variety can be realized as a “flag sheaf”

F`(1, 2;S⊥k−1/Sk−1)→ IG(k − 1, 2n+ 1),

where Sk−1 is the tautological subbundle over the variety of kernels IG(k− 1, 2n+ 1).
This a not a flag bundle because S⊥k−1 jumps rank when going from the open to the
closed orbit in IG(k − 1, 2n+ 1), but it is a flag bundle when restricted to either the
open or the closed orbits.

8.1 Lines intersecting the open orbit X◦

In what follows we analyze the open subvariety M◦ ⊂M0,1(IG, 1) defined by

M◦ := {(p, L) : L ∩X◦ 6= ∅}.

This parametrizes 1-pointed lines intersecting the open orbit in IG. Since the kernel
of a line L intersecting X◦ cannot contain e1,variety M◦ can be realized as the flag
bundle F`(1, 2;S⊥k−1/Sk−1) over the open orbit IG(k−1, 2n+1)◦, where Sk−1 denotes
the tautological subbundle. In this case rank(S⊥k−1) = 2n+ 1− (k − 1).

Let π : M◦ → X denote the natural projection map. Key to the calculation of
the GW invariants is the following result, analyzing the geometry of the fibres of π.
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Theorem 8.1.1. (a) The natural projection map π : M◦ → IG(k, 2n + 1) is sur-
jective, and all its fibers are irreducible, generically smooth, of dimension dimM◦ −
dim IG(k, 2n+ 1).

(b) The inverse image π−1(Xc) is isomorphic to an Sp2n+1 orbit in IF(k−1, k, k+
1; 2n+ 1). In particular, it is smooth and irreducible.

Before proving the theorem, we recall the description of the Sp2n+1-orbits of the
odd-symplectic 3-step partial flag IF(k − 1, k, k + 1; 2n+ 1):

K1 = {Vk−1 ⊂ Vk ⊂ Vk+1 ∈ IF(k − 1, k, k + 1; 2n+ 1) : e1 ∈ Vk−1}
K2 = {Vk−1 ⊂ Vk ⊂ Vk+1 ∈ IF(k − 1, k, k + 1; 2n+ 1) : e1 ∈ Vk, e1 /∈ Vk−1}
K3 = {Vk−1 ⊂ Vk ⊂ Vk+1 ∈ IF(k − 1, k, k + 1; 2n+ 1) : e1 ∈ Vk+1, e1 /∈ Vk}
K4 = {Vk−1 ⊂ Vk ⊂ Vk+1 ∈ IF(k − 1, k, k + 1; 2n+ 1) : e1 /∈ Vk+1}.

We also need the following lemma:

Lemma 8.1.2. Let L be a line such that L ∩Xc 6= ∅ and L ∩X◦ 6= ∅. Then Span L
is an isotropic subspace in C2n+1.

Proof. Let x ∈ L ∩ Xc and y ∈ L ∩ X◦1 . Since x ∈ Xc and y /∈ Xc we can choose a
basis {e1, x1, · · · , xk−1} for x such that {x1, · · · , xk−1} is a basis for x∩y and choose a
basis {x1, · · · , xk−1, f} for y. Then {e1, x1, · · · , xk−1, f} is a basis for Span L = 〈x, y〉.
Clearly 〈xi, f〉 = 0 and since e1 ∈ kerω it follows that 〈e1, f〉 = 0. This finishes the
proof.

We note that this is the best result possible. For instance let n = k = 2 and
consider the line that contains the T -fixed points (1 < 3) and (1 < 3) (this is a line
included in the closed orbit Xc ' IG(1, 4) ' P3). Then SpanL = 〈e1, e3, e3〉 is not
isotropic, because ω(e3, e3) = 1. Similarly, the line joining (2 < 3) to (3 < 2̄) (a
line in the open orbit) has again non-isotropic span; see Figure 5.1 below for more
examples.

We will need to calculate dimK2. For that, observe that to construct a triple in
K2 one first chooses Vk ∈ IG(k, 2n + 1)c ' IG(k − 1, 2n), then Vk−1 in an open set
in Gr(k − 1, Vk), and then finally an open set of Vk+1 ∈ Gr(1, V ⊥k−1/Vk). (The spaces
Vk+1 obtained this way are automatically isotropic, because e1 ∈ Vk.) This yields

dimK2 = dim IG(k − 1, 2n) + (k − 1) + (2n− 2k + 1)

= (k − 1)(2n− k + 1)− (k − 1)(k − 2)

2
+ 2n− k.

(8.1)

Proof of Theorem 8.1.1. The definition of M◦ implies that π is surjective over the
open orbit X◦. By [9, Prop. 2.3] this is a locally trivial fibration, and because both
M◦ and X◦ are smooth and irreducible, it follows that the fibers over X◦ are also
smooth and irreducible. Notice that the same result implies that π−1(Xc) is a locally
trivial fibration over Xc. To prove (a) it remains to show that the fibre π−1(1.P ) is
nonempty, irreducible and generically smooth.
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As explained in §5.1, there is a line joining 1.P to 〈e2, e3, . . . , ek, ek+1〉 ∈ X◦. Thus
π−1(1.P ) 6= ∅. We prove next that the reduced support (π−1(Xc))red is irreducible.
This implies that π−1(Xc) is again irreducible. Then we will use a local calculation
to find an open dense set of π−1(1.P ) where it is smooth. That will simultaneously
prove both (a) and (b).

To start, there is a bijective morphism K2 → (π−1(Xc))red defined as follows:
to each pointed line p ∈ L ⊂ IG such that p ∈ L ∩ Xc and L ∩ X◦ 6= ∅ one
associates the element (kerL, p, SpanL) ∈ IF(k − 1, k, k + 1; 2n + 1). (The fact that
the span of L is isotropic follows from Lemma 8.1.2.) Conversely, to each element
(Vk−1 ⊂ Vk ⊂ Vk+1) ∈ IF(k − 1, k, k + 1; 2n + 1) such that Vk ∈ Xc (i.e. e1 ∈ Vk)
and e1 /∈ Vk−1 one associates a line L := P(Vk+1/Vk−1) and the point Vk ∈ Xc. Since
Vk+1 is isotropic it follows that L is a line in IG; the condition e1 /∈ Fk−1 implies that
L cannot be included in the closed orbit, so L ∩ X◦ 6= ∅. The fact that this is an
algebraic morphism follows e.g. because K2 is an orbit of Sp2n+1. This proves that
π−1(Xc) is irreducible. Since π−1(Xc) → Xc is a locally trivial fibration, it follows
that π−1(1.P ) is irreducible, and that it has dimension

dimπ−1(1.P ) = dimK2 − dimXc = 2n− k = dimM◦ − dimX.

Turning to smoothness, we will show that there exist open sets U1 ⊂ X and U2 ⊂M◦

such that 1.P ∈ U1, U2 ⊂ π−1(U), Ui’s are isomorphic to open sets in some affine
spaces ANi , i = 1, 2 (for appropriate Ni), and such that the induced map U2 → U1

is smooth. Using the coordinate charts in Gr(k, 2n + 1) one defines the open set U1

around 1.P to be given by

1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
... · · · ...

...
0 0 0 · · · 0 1

ak+1,1 ak+1,2 ak+1,3 · · · ak+1,k−1 ak+1,k
...

...
... · · · ...

...
ak+1,1 ak+1,2 ak+1,3 · · · ak+1,k−1 ak+1,k

a•
k,1

a•
k,2

a•
k,3

· · · a•
k,k−1

ak,k
...

...
... · · · ...

...
a•

4,1
a•

4,2
a•

4,3
· · · a4̄,k−1 a4̄,k

a•
3,1

a•
3,2

a3̄,3 · · · a3̄,k−1 a3̄,k

a•
2,1

a2̄,2 a2̄,3 · · · a2̄,k−1 a2̄,k



.

A space V ∈ U1 is given by the k vector columns v1, . . . , vk. Each of the coordinates
a•i,j is determined from the others by imposing the condition that V is isotropic. It
turns out that these conditions give linear equations in each of the a•i,j, therefore U
is isomorphic to an affine space AdimX .
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To define U2, we first observe that an open set in the (dual) projective space of
codimension 1 subspaces Vk−1 ⊂ V = 〈v1, . . . , vk〉 ∈ U1 where e1 /∈ Vk−1 is given by
〈vi + civ1 : 2 ≤ i ≤ k, ci ∈ C〉. Then an open set U2 around triples containing such Vk
is given by the column span of the matrix

c2 c3 · · · ck−1 ck 1 0
1 0 · · · 0 0 0 0
0 1 · · · 0 0 0 0
...

... · · · ...
...

...
...

0 0 · · · 0 1 0 0
ak+1,2 + c2ak+1,1 ak+1,3 + c3ak+1,1 · · · ak+1,k−1 + ck−1ak+1,1 ak+1,k + ckak+1,1 ak+1,1 1

...
... · · · ...

...
...

...
ak+1,2 + c2ak+1,1 ak+1,3 + c3ak+1,1 · · · ak+1,k−1 + ck−1ak+1,1 ak+1,k + ckak+1,1 ak+1,1 dk+1

a•
k,2

+ c2a
•
k,1

a•
k,3

+ c3a
•
k,1

· · · a•
k,k−1

+ ck−1a
•
k,1

ak,k + cka
•
k,1

a•
k,1

d•
k

...
... · · · ...

...
...

...
a•

4,2
+ c2a

•
4,1

a•
4,3

+ c3a
•
4,1

· · · a4̄,k−1 + ck−1a
•
4,1

a4̄,k + c•ka4,1 a•
4,1

d•4̄
a•

3,2
+ c2a

•
3,1

a3̄,3 + c3a
•
3,1

· · · a3̄,k−1 + ck−1a
•
3,1

a3̄,k + cka
•
3,1

a•
3,1

d•3̄
a2̄,2 + c2a

•
2,1

a2̄,3 + c3a
•
2,1

· · · a2̄,k−1 + ck−1a
•
2,1

a2̄,k + cka
•
2,1

a•
2,1

d•2̄



.

Again the coordinates d•i,j are determined from linear equations, thus U2 is isomorphic

to an open set AdimM◦ . In these coordinates the map πU2 : U2 → U1 becomes a linear
map given by ci 7→ 0 and di 7→ 0. In particular, this map is smooth, and the fiber
π−1(1.P ) ∩ U2 is smooth. This finishes the proof.

8.2 Lines in the closed orbit

As before let X := IG(k, 2n + 1) and let M := M0,1(X, 1). Consider the closed
subvariety

Mc :=M\M◦ = {(p, L) ∈M0,1(X, 1) : L ⊂ Xc},

which consists of lines included in the closed orbit. In terms of triples of flags this
consists of triples (Vk−1 ⊂ Vk ⊂ Vk+1) such that Vk−1 belongs to the closed orbit in
IG(k − 1, 2n + 1) (i.e e1 ∈ Vk−1), and Vk+1 ⊂ V ⊥k−1. Because the symplectic form in
C2n+1 is general, this is a smooth subvariety of IF(k − 1, k, k + 1; 2n + 1), and the
universal property for the moduli space of stable maps gives a bijective morphism
to M0,1(Xc, 1). It follows that Mc is isomorphic to the moduli space M0,1(Xc, 1).
Recall that Xc is isomorphic to the homogeneous space IG(k−1, 2n), thus the moduli
space M0,1(Xc, 1) is a smooth, irreducible variety of dimension

dimMc = dim IG(k − 1, 2n) + 2n+ 1− (k − 1)− 2 = dim IG(k − 1, 2n) + 2n− k.

(Note the coincidence dimMc = dimK2. We recall the following result, proved in
Thm. 2.5 and Cor. 3.3 from [9]:
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Lemma 8.2.1. For every V ∈ Xc, the fibre ev−1
1 (V ) of the restricted map ev1 :

M0,1(Xc, 1)→ Xc is an irreducible, normal variety of dimension dimMc − dimXc.

We combine the previous lemma to Theorem 8.1.1 to obtain the main result of
this section.

Theorem 8.2.2. Consider the evaluation map ev1 : M0,1(X, 1) → X. Then the
following hold:

(a) For any V ∈ IG(k, 2n+1), the fibre ev−1
1 (V ) is pure dimensional of dimension

dimM0,1(IG(k, 2n+1), 1)−dim IG(k, 2n+1), and each of its components is generically
smooth. In particular, ev1 is flat.

(b) For any Schubert variety X(w) ⊂ Xc, the preimage ev−1
1 (X(w)) has two irre-

ducible components:
ev−1

1 (X(w)) := A1 ∪ A2,

where A1 is the closure of the subvariety of pointed lines (p, L) such that L∩X◦ 6= ∅,
and A2 is the closed subscheme corresponding to (p, L) such that L is included in the
closed orbit Xc. Further, each irreducible component is generically smooth of expected
dimension dimM0,1(X, 1)− codimXX(w).

Proof. Since Sp2n+1 acts transitively on the open orbit X◦, the morphism ev1 is flat,
and the fibres have the stated dimension. Transitivity implies that all fibers over the
closed orbit are isomorphic, thus it suffices to take V = 1.P . Let F := ev−1

1 (1.P ) be
the fibre. Recall the notation M◦ and Mc. Clearly F can be written as the disjoint
union F = F ◦ ∪ Fc where F ◦ := F ∩M◦ is open in F and Fc := F \ F ◦ is closed in
Mc. It follows from Theorem 8.1.1 that F ◦ is irreducible, generically reduced, and of
the stated dimension. On the other side, Lemma 8.2.1 implies that Fc is irreducible,
generically reduced, of dimension

dimFc = dimMc − dimXc = dimM− dimX;

(the last equality is a simple calculation). Therefore Fc cannot in the closure of F ◦,
and the statements about F hold.1 The flatness follows from [45, Theorem 23.1],
taking into account that both source and target of ev1 are smooth varieties, and that
all fibers have the same dimension. Flatness implies that the GW variety GW1(w)
from part (b) is pure dimensional of expected dimension. Further, using transitivity
and applying [9, Prop. 2.3] to each irreducible component of ev−1

1 (Xc) implies that
the map ev1 : ev−1

1 (Xc) → Xc is a locally trivial fibration with fibre F . Then the
restriction to ev−1

1 (X(w)) is a locally trivial fibration over X(w) with fibre F , and
the statement in (b) follows.

1A simpler way to see that Fc ( F ◦ is to notice that every line in F ◦ has isotropic span, therefore
any line in the closure must satisfy the same property. But we have seen that there exist lines in Xc

with non isotropic span.
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8.3 Lines with two marked points

Define ξ : M0,2(X, 1) −→ M0,1(X, 1) to be the map the map forgetting the second
marked point.

Proposition 8.3.1. The forgetful map ξ : M0,2(X, 1) −→ M0,1(X, 1) is a locally
trivial P1-fibration.

Proof. Consider the embeddingX ⊂ Gr := Gr(k, 2n+1). We first prove the statement
with X replaced by Gr. Recall that the moduli space M0,1(Gr, 1) may be identified
to the partial flag manifold Fl(k − 1, k, k + 1; 2n + 1). It follows in particular that
M0,1(Gr, 1) admits a transitive action of SL := SL2n+1. Then by [9, Prop. 2.3] the
forgetful mapM0,2(Gr, 1)→M0,1(Gr, 1) is an SL-equivariant locally trivial fibration
with fibres isomorphic to P1. Consider the commutative diagram:

M0,2(X, 1)

FP

M0,1(X, 1)

M0,2(Gr, 1)

M0,1(Gr, 1)

ψ

π1

ξ2

j′′

π2

ξ2

j′

where FP denotes the fibre product and j′, j” are the closed embeddings determined
by the embedding X ⊂ Gr. The map ψ is determined by the universal property for
fibre products. It is easy to check that ψ is bijective. Since both M0,2(X, 1) and
FP are smooth varieties it is in fact an isomorphism, by Zariski’s Main Theorem
(cf. [31, 53]). Since the right vertical arrow is a P1-fibration, so is the left vertical
arrow FP 'M0,2(X, 1)→M0,1(X, 1). This proves the statement.

Combining Proposition 8.3.1 and Theorem 8.2.2 imply the main result of this
section. Recall that GW1(w) denotes the Gromov-Witten variety ev−1

1 (X(w)). Ob-
viously ev1 is the composition of the forgetful map ξ with the evaluation map from
M0,1(X, 1).

Corollary 8.3.2. Consider the Schubert variety X(w) ⊂ Xc. Then the Gromov-
Witten variety GW1(w) has two irreducible components

GW1(w) = GW
(1)
1 (w) ∪GW (2)

1 (w),

where GW
(1)
1 (w) = ξ−1(A1) is the closure of the subvariety corresponding to lines L

such that L∩X◦ 6= ∅, and GW
(2)
1 (w) = ξ−1(A2) is the closed subscheme corresponding
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to lines L included in the closed orbit Xc. Further, each irreducible component is
generically smooth and it has dimension dimM0,2(X, 1)− codimXX(w).



Chapter 9

Line neighborhoods

We use the notation from the previous section. Recall that W 2n+1 denotes the subset
of minimal length representatives for the odd-symplectic Grassmannian X, regarded
as a Schubert variety in IG(k, 2n + 2). In this section we analyze the curve neigh-
borhoods Γ1(X(w)) (i.e. the line neighborhood) in the case when X(w) ⊂ Xc. By
Theorem 7.0.1 these are the only ones which may contribute to non-zero GW in-
variants. Recall from Corollary 8.3.2 that the Gromov-Witten variety GW1(w) has
precisely two components of expected dimension. It follows that the curve neighbor-
hood Γ1(w) has at most two components, and we have an equality

Γ1(w) = Γ
(1)
1 (w) ∪ Γ

(2)
1 (w),

where ev2 : GW
(i)
1 (w)→ Γ

(i)
1 (w) := ev2(GW

(i)
1 (w)) (i = 1, 2). By definition, Γ

(1)
1 (w)∩

X◦ 6= ∅, Γ
(2)
1 (w) ⊂ Xc, and each of Γ

(i)
1 (w) is irreducible and stable under the standard

Borel subgroup; therefore it must be a Schubert variety. Further, since the second
component GW

(2)
1 (w) is the GW variety of lines in the closed orbit Xc - isomorphic

to the homogeneous space IG(k − 1, 2n) - it follows from [16] that

Γ
(2)
1 (w) = X(w ·O2) (9.1)

where X(O2) = ΓXc1 (id) (the curve neighborhood of the Schubert point in Xc). We

will identify O2 explicitly below, together with the first component Γ
(1)
1 (w), and we

will calculate the dimension of each component. Before starting, we remark that
the behavior of curve neighborhoods for the quasi-homogeneous space X is already
different from that of any homogeneous space. For the latter, it was proved in [9]
and [16] that any curve neighborhood of a Schubert variety is a single Schubert variety.
The next result shows that this already fails for Γ1(id).

Proposition 9.0.1. Let O1 = (2 < 3 < · · · < k < k + 1) and O2 = (1 < 3 < 4 <
· · · < k < 2). Then the line neighborhood of the Schubert point in IG is Γ1(id) =
X(O1)∪X(O2) and `(O1) = `(O2) = 2n+ 1−k. (Observe that this equals deg q− 1.)

Proof. Observe that O1 and O2 are indeed joined by a line to the identity, as shown
in section 5.1 above. The fact that O1 and O2 have the length 2n + 1 − k follows
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immediately from the equation (11.1) below, where we describe O1, O2 in terms of
strict partitions.

Recall that W denotes the Weyl group of the symplectic group Sp2n+2.

Theorem 9.0.2. Let w = (w1 < · · · < wk) ∈ W 2n+1 such that X(wWP ) ⊂ Xc. Then
the cosets w · o1WP and w ·O1WP have representatives in W 2n+1 and

Γ1(X(wWP )) = X(w ·O1WP ) ∪X(w · o1WP ).

Proof. The existence of representatives in W 2n+1 follows from Lemma 2.4.2. Next,
since both varieties are B-stable, it suffices to check they have the same T -fixed
points. Using the action of Sp2n+1, a line passing through the Schubert point X(id)
can be translated so it contains any point in the closed orbit. In particular, a T -stable
line guaranteed by Proposition 9.0.1, joining X(id) to O1WP (respectively o1WP ) is
translated to one joining any T -fixed point vWP ∈ X(wWP ) to vO1WP (respectively
vo1WP ). Since the minimal length representatives satisfy v ≤ w it follows that
vO1 ≤ v · O1 ≤ w · O1, and similarly for O2. Then the same inequalities hold for
the cosets. We deduce that Γ1(X(wWP )) ⊂ X(w · O1WP ) ∪ X(w · o1WP ). For the
converse inclusion we will consider only lines L which intersect both X(wWP ) and the
open orbit X◦ (those included in the closed orbit are already accounted from equality
(9.1)). Let v = (w · O1)O−1

1 , where the products are performed in W . Then v ≤ w
by [16, Prop.3.1] and vO1 = w · O1 in W . If L is the line joining X(id) to O1WP in
X then v.L joins vWP ∈ X(wWP ) to vO1WP = (w · O1)WP ∈ X(w · O1WP ). This
proves the required inclusion.

We record an immediate consequence of Lemma 2.3.6, which gives necessary and
sufficient conditions for the components of the curve neighborhood to have the ex-
pected dimension.

Lemma 9.0.3. Let w ∈ W 2n+1 such that X(wWP ) ⊂ Xc, and let z ∈ {O1, O2}. Then
dimX(w · zWP )− dimX(wWP ) ≤ deg q − 1. Further, the following are equivalent:

(i) dimX(w · zWP )− dimX(wWP ) = deg q − 1;
(ii) `(w · z) = `(w) + `(z), w · z = wz and w · z is a minimal length representative

in W 2n+1.
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Figure 9.1: The figure illustrates Γ1(X(w)) on the moment graph. The colored edges
leaving each red vertex is either connecting to w ·O1 or w ·O2.

(3̄ < 2̄)

(3 < 2̄)

(2 < 3̄) (1 < 2̄)

(2 < 3) (1 < 3̄)

(1 < 3)

(1 < 2)



Chapter 10

Gromov-Witten invariants of lines

The main result of this section is the following:

Theorem 10.0.1. Let X(w) ⊂ Xc be a Schubert variety in the closed orbit of X, let
z ∈ {O1, O2}. Consider the restricted evaluation map

ev2 : GW
(i)
1 (w)→ X(w ·Oi) (i = 1, 2).

Then dimGW
(i)
1 (w) ≥ dimX(w ·OiWP ) with equality if and only if the restricted map

ev2 is birational. In particular, the following holds:

(ev2)∗[GW
(i)
1 (w)] =

{
[X(w ·Oi)] if w ·Oi ∈ W 2n+1and `(w ·Oi) = `(w) + `(Oi);

0 otherwise.

Proof. By definition X(w · OiWP ) = ev2(GW
(i)
1 (w)), therefore the inequality on di-

mensions is immediate. In the case of equality it remains to prove the birationality
statement. First observe that in this case dimX(w·OiWP ) = dimX(wWP )+deg q−1,
and by Lemma 9.0.3 w · Oi is a minimal length representative satisfying `(w · Oi) =
`(w) + `(Oi). Given this, we will drop WP from the notation.

Recall from Corollary 8.3.2 that GW
(i)
1 (w) is irreducible and generically smooth.

Since the evaluation map ev2 is B-equivariant, [9, Prop. 2.3] implies that ev2 is a
locally trivial fibration over the open cellX(w·OiWP )◦. The preimage ev−1

2 (X(w·Oi)),

being open and dense, intersects the smooth locus of GW
(i)
1 (w). Therefore all fibres

over the open cell are reduced, and to prove birationality it suffices to show that for
some x ∈ X(w ·Oi)

◦ there exists a unique line L such that x ∈ L and L∩X(w) 6= ∅.
If i = 2 (i.e. the GW variety parametrizes lines included in the closed orbit of X) this
statement follows from [9, Prop.3.2]. We assume from now on that i = 1.

We consider the fibre over x = wO1 = w ·O1. The w-translate of the T -stable line
joining X(id) and O1 gives a T -stable line Lw joining w and wO1. If X(v) ⊂ X(w)
such that v 6= w then

dim Γ1(X(w))−dimX(v) = `(w ·O1)−`(v) = 2n+1−k+(`(w)−`(v)) > 2n+1−k.
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Then theorems 6.2.3 and 9.0.2 imply that there is no line joining X(v) to the open cell
X(wO1)◦. We deduce that any line passing through wO1 and X(w) cannot intersect
the boundary X(w)\X(w)◦ of X(w). In particular, this proves that Lw is the unique
T -stable line in the fibre over wO1. Let L be any line such that wO1 ∈ L and
y ∈ L ∩X(w)◦. If y = w then L = Lw is T -stable, so assume y 6= w; in particular L
is not T -stable. We show that existence of this L leads to a contradiction. Consider
a general C∗ ⊂ T such that the T and C∗ fixed points in X coincide. (This C∗ can be
found by [6, Lemma 2.3], using that the T -action at the Schubert point X(id) ⊂ X is
effective.) A line t.L in the (infinite) family of lines {t.L : t ∈ C∗} contains w ·O1 and
it passes through t.y ∈ X(w)◦. The limits at 0 and ∞ exist by the properness of the
appropriate Hilbert scheme [31, Proposition 3.9.8], and they correspond to two lines
passing through two (distinct) T -fixed points limt→0 t.y, limt→∞ t.y ∈ X(w). The two
lines are necessarily T -stable, and this contradicts the uniqueness of Lw.

As a corollary, we can calculate the GW invariants for lines intersecting the closed
orbit. (Those corresponding to lines intersecting the open orbit are equal to 0, by
Theorem 7.0.1.) Recall that X(Div) denotes the Schubert divisor in X.

Corollary 10.0.2. Let u,w ∈ W 2n+1 such that X(w) ⊂ Xc. Then the Gromov-
Witten invariant 〈[X(Div)]T , [X(w)]T , [X(u)]∨T 〉1 = 1 if u = wOi and `(u) = `(w) +
`(Oi), and it is equal to 0 otherwise.

Proof. As in the proof of Theorem 7.0.1 we obtain

〈[X(Div)]T , [X(w)]T , [X(u)]∨T 〉1 =

∫ T

IG(k,2n+1)

[X(u)]∨T ∩ (ev2)∗(ev∗1[X(w)]T ).

(We omitted the virtual class, since for d = 1 this is the actual fundamental class.)
By Theorem 8.2.2 and Proposition 8.3.1, the evaluation map ev2 is flat. Then by
Corollary 8.3.2,

ev∗1[X(w)]T = [ev−1
1 (X(w))]T = [GW

(1)
1 (w)]T + [GW

(2)
1 (w)]T .

Then the result follows from Theorem 10.0.1 and Poincaré duality.

The previous Corollary together with Theorem 7.0.1 give the quantum terms in
the equivariant quantum Chevalley formula for X. Recall that the Chevalley formula
is given by

[X(Div)]T ? [X(w)]T =
∑

d≥0;u∈W 2n+1

cu,dDiv,wq
d[X(u)]T ,

where cu,dDiv,w is a homogeneous polynomial of degree codim X(w)+1−(codim X(u)+
d deg q). The terms when d = 0 (i.e. the non-quantum, equivariant coefficients) were
obtained by Mihai in [46,47]. Those for d > 0 are listed below. We remark that these
coefficients were also calculated by Pech for QH∗(IG(2, 2n + 1)) in [55, 56] and they
were conjectured in few cases for QH∗(IG(3, 2n+ 1)).
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Theorem 10.0.3. Let u,w ∈ W 2n+1 and d > 0. The equivariant quantum Chevalley
coefficients cu,dDiv,w = 0 for d ≥ 2 or if w(1) 6= 1 (i.e. X(w) * Xc). If d = 1 and
w(1) = 1 then

cu,dDiv,w =

{
1 if u = wOi and `(u) = `(w) + `(Oi);

0 otherwise.

In the next section we will re-write this formula in terms of partitions.



Chapter 11

Equivariant quantum Chevalley
rule with (n− k)-strict partitions

The goal of this section is to give an explicit formulation of the equivariant quantum
Chevalley formula using partitions.

11.1 A dictionary permutations - partitions

In this section we introduce a variant of Buch, Kresch and Tamvakis k-strict partitions
[13]. This variant, due to Pech [56], is convenient to describe the cohomology of the
odd-symplectic Grassmannian X = IG(k, 2n + 1). Recall that if Pk is the maximal
parabolic subgroup of Sp2n+2 determined by the simple root αk, then the minimal
length representatives W Pk have the form (w(1) < w(2) < · · · < w(k)). Consider the
set of partitions λ = (2n + 2 − k ≥ λ1 ≥ · · · ≥ λk ≥ 0) which are (n + 1 − k)-strict,
i.e. λj > λj+1 whenever λj > n + 1 − k. We denote this set by Λ2n+2

k . There is a
bijection between Λ2n+2

k and the set W Pk of minimal length representatives given by:

λ 7→ w is defined by w(j) = 2n+ 3− k − λj +

#{i < j : λi + λj ≤ 2(n+ 1− k) + j − i},
w 7→ λ is defined by λj = 2n+ 3− k − w(j) + #{i < j : w(i) + w(j) > 2n+ 3}.

Recall that w0 = (2, 3, . . . , n+ 1, 1) whose representative indexes the full
X = IG(k, 2n + 1) as a Schubert variety inside IG(k, 2n + 2). The minimal length
representative for the coset of w0 in W Pk corresponds to the (n+1−k)-strict partition
1k := (1, 1, . . . , 1) if k < n+ 1 and to (k, 0, . . . , 0) if k = n+ 1. Recall that W 2n+1 =
W Pk ∩ {w ∈ W : w ≤ w0}. The minimal length representatives for w ∈ W 2n+1 are
in bijection with the subset of Λ2n+2

k consisting of those (n + 1− k)-strict partitions
satisfying the additional condition that if λk = 0 then λ1 = 2n+2−k; in other words,
if the first column is not full, then the first row must be full.1 Pech introduced an

1One word of caution: the Bruhat order does not translate into partition inclusion. For example,
(2n + 2− k, 0, . . . , 0) ≤ (1, 1, . . . 1) in the Bruhat order for k < n + 1.
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equivalent indexing set, which is more convenient in the context of the odd-symplectic
Grassmannians:

Λ := {λ = (2n+ 1− k ≥ λ1 ≥ · · · ≥ λk ≥ −1) : λ is n− k-strict,

if λk = −1 then λ1 = 2n+ 1− k}.

Pictorially, the partitions in Λ are obtained by removing the full first column 1k from
the partitions in Λ2n+2

k , regardless of whether a part equal to 0 is present.

Example 11.1.1. Let k = 5, n = 7, and w = (1 < 6 < 8̄ < 7̄ < 2̄|3 < 4 < 5) ∈ W 2n+1.
Then the corresponding λ = (λ1 ≥ λ2 ≥ λ3 ≥ λ4 ≥ λ5) ∈ Λ2n+2 is given by

λ1 = 11, λ2 = 6, λ3 = 3, λ4 = 3, λ5 = 0.

The corresponding partition in Λ is

(λ1 − 1 ≥ λ2 − 1 ≥ λ3 − 1 ≥ λ4 − 1 ≥ λ5 − 1) = (10 ≥ 5 ≥ 2 ≥ 2 ≥ −1).

Pictorially,

− =

A Schubert variety X(w) is included in the closed orbit Xc of if and only if w
corresponds to a partition in λ ∈ Λ such that λ1 = 2n + 1 − k. For λ ∈ Λ define
|λ| = λ1 + . . . + λk. If w corresponds to λ under the bijection W 2n+1 → Λ then

`(w) = k(2n+1−k)− k(k−1)
2
−|λ|, i.e. the codimension of the Schubert variety X(w)

in X equals |λ|. Of particular interest are the elements O1 and O2 from Proposition
9.0.1. The corresponding partitions are:

λ(O1) = (2n− k ≥ 2n− k − 1 ≥ 2n− k − 2 ≥ ... ≥ 2n− 2k + 2 ≥ 0);

λ(O2) = (2n− k + 1 ≥ 2n− k − 1 ≥ ... ≥ 2n− 2k + 2 ≥ −1).
(11.1)

In order to translate the conditions from Lemma 9.0.3 in terms of partitions we need
the following definition.

Definition 11.1.2. Let λ = (λ1, . . . , λk) be a partition in Λ such that λ1 = 2n+1−k.
(a) If λk ≥ 0 then let λ∗ = (λ2 ≥ λ3 ≥ · · · ≥ λk ≥ 0). If λk = −1 then λ∗ does

not exist.
(b) If λ2 = 2n− k then let λ∗∗ = (λ1 ≥ λ3 ≥ · · · ≥ λk ≥ −1). If λ2 < 2n− k then

λ∗∗ does not exist.
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In both situations notice that |λ∗| = |λ∗∗| = |λ| − (2n+ 1− k). As an example, if
ρ = (2n− k+ 1, 2n− k, . . . , 2n− 2k+ 2) is the partition indexing the Schubert point,
then λ(O1) = ρ∗ and λ(O2) = ρ∗∗.

Proposition 11.1.3. Let w ∈ W 2n+1 such that w(1) = 1 and let w 7→ λ = (2n+ 1−
k, λ2, . . . , λk) be the partition in Λ corresponding to w. The following hold:

(a) The partition λ∗ exists if and only if wO1 is a minimal length representative
in W 2n+1. If any of these conditions is satisfied then wO1 7→ λ∗, thus in particular
`(wO1) = `(w) + `(O1).

(b) The partition λ∗∗ exists if and only if wO2 is a minimal length representative
in W 2n+1 and `(wO2) = `(w) + `(O2). In this case wO2 7→ λ∗∗.

Proof. Let w = (1 < 2 < . . . < j < w(j+ 1) < . . . < w(k)|w(k+ 1) < . . . < w(n+ 1))
where j ≥ 1, w(j + 1) > j + 1 and w(n + 1) ≤ n + 1 (since w is a minimal length
representative). Notice that either w(k) = j + 1 and j+2 ≤ w(k+1), or w(k) ≤ j + 2
and w(k + 1) = j + 1. By the definition of O1 and O2, we have

wO1 = (w(2), w(3), . . . , w(k), w(k + 1)|1, w(k + 2), . . . , w(n+ 1));

wO2 = (1, w(3), · · · , w(k), w(2)|w(k + 1), · · ·w(n+ 1)),

as elements in W . Therefore wO1 is not a minimal length representative if and only
if w(k) > w(k + 1), i.e. w(k) = j + 1 and j + 2 ≤ w(k + 1). Similarly, wO2 /∈ W 2n+1

if and only if w(k) > w(2).
We now proceed to prove the statement (a). If λ∗ exists but w(k + 1) 6= j + 1,

then the preceding considerations imply that w(k) = j + 1. Using the bijection
W 2n+1 → Λ, we calculate

λk = 2n+ 2− k − j + 1 + #{i < k : w(i) + j + 1 > 2n+ 3}
= j − k + #{i < k : w(i) > j + 1}
= j − k + (k − 1− j)
= −1.

This contradicts that λk ≥ 0. Therefore w(k) ≤ j + 2 and w(k + 1) = j + 1, which
means that wO1 ∈ W 2n+1. Conversely, if wO1 is a minimal length representative, let
wO1 7→ µ under the bijection W 2n+1 → Λ. Then for 1 ≤ s ≤ k − 1,

µs = 2n+ 2− k − wO1(s) + #{i < s : wO1(i) + wO1(s) > 2n+ 3}
= 2n+ 2− k − w(s+ 1) + #{i < s : w(i+ 1) + w(s+ 1) > 2n+ 3}.

Since w(1) = 1, #{i < s : w(i+1)+w(s+1) > 2n+3} = #{i < s+1 : w(i)+w(s+1) >
2n+ 3}, thus µs = λs+1. We calculate µk separately:

µk = 2n+ 2− k − wO1(k) + #{i < k : wO1(i) + wO1(k) > 2n+ 3}
= 2n+ 2− j + 1 + #{i < k : w(i+ 1) + j + 1 > 2n+ 3}
= j − k + #{i < k : w(i+ 1) > j + 1}
= j − k + (k − j)
= 0.



52

Then µ = λ∗, and in particular the length condition is satisfied.
We now prove (b). We first observe that λ2 = 2n + 2 − k − w(2). Then λ∗∗

exists if and only if λ2 = 2n− k, i.e. w(2) = 2. Then clearly w(k) < w(2), therefore
wO2 ∈ W 2n+1. Let wO2 7→ µ. As before we calculate µ1 = 2n + 1 − k, µs = λs+1

for 2 ≤ s ≤ k − 1, and that µk = w(2) − 3 = −1. This proves one implication.
For the converse, we notice that once wO2 ∈ W 2n+1, same calculations show that
µ1 = 2n + 1 − k and w(1) = 1 to obtain that µs = λs+1 for 2 ≤ s ≤ k − 1 (the
condition w(2) = 2 is not used in these). The length condition on `(wO2) implies
that |λ| − |µ| = 2n + 1− k, which forces µk = −1, thus µ = λ∗∗ and the proposition
is proved.

11.2 The equivariant quantum Chevalley formula

To formulate the equivariant quantum Chevalley formula we will first recall the (non-
quantum) equivariant Chevalley formula for X = IG(k, 2n + 1). This is due to
Pech [55], but for the convenience of the reader we briefly recall the main steps.
(Pech works in the non-equivariant setting, and occasionally we need to add few
extra arguments to extend her proofs to the equivariant setting.) In a nutshell, Pech
uses the embedding ι : X → IG(k, 2n+ 2) to reduce the calculation to the Chevalley
formula H∗(IG(k, 2n+2)). Since IG(k, 2n+2) is a homogeneous case, the classical work
of Chevalley [18], and its equivariant generalization (see e.g. [40]), give the formula
with Schubert classes indexed in terms of the Weyl group representatives. A further
translation is needed in order to replace Weyl group representatives by partitions;
this was recently obtained by Buch, Kresch and Tamvakis [13] who actually proved a
more general (but non-equivariant) Pieri rule.

In this section we will use the notation X(λ) to denote the Schubert variety in X
and Y (λ+1k) to denote the same Schubert variety, but now regarded in IG(k, 2n+2).
The notation is consistent with the fact that the partitions in Λ2n+2 are obtained from
the “odd-symplectic partitions” λ ∈ Λ by adding one box to each row. We denote
by X(Div) respectively Y (Div) the Schubert divisors in X and IG(k, 2n + 2). Pech
proved that in H∗(X) there is an equality ι∗[Y (Div)] = [X(Div)]. Therefore in the
equivariant cohomology ι∗[Y (Div)]T = [X(Div)]T + C(T ), where C(T ) ∈ H2

T (pt) is
a homogeneous linear form. After localization at the point w0WP (the torus-fixed
point in the open Schubert X ⊂ IG(k, 2n + 2)), and using that w0WP /∈ X(Div) we
obtain that C(T ) = ι∗w0

[Y (Div)]T (the localization of [Y (Div)]T at w0WP ). Consider
the expansions

[X(Div)]T ∪ [X(λ)]T =
∑
µ∈Λ

cµDiv,λ[X(µ)]T ∈ H∗T (X);

[Y (Div)]T ∪ [Y (λ+ 1)]T =
∑
µ∈Λ

c̃µDiv,λ[Y (µ+ 1)]T ∈ H∗T2n+2
(IG(k, 2n+ 2)),

(11.2)

where cµDiv,λ, c̃
µ
Div,λ ∈ H∗T2n+2

(pt) = H∗T (pt) are homogeneous polynomials. Notice that
ι∗[X(λ)]T = [Y (λ+1)]T therefore the product [Y (Div)]T∪[Y (λ+1)]T will only contain
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cohomology classes supported on H∗T (X), of the form ι∗[X(µ)]T . In particular, since
w0WP corresponds to the partition 1k ∈ Λ2n+2,

C(T ) = c̃1k

Div,1k = t1 − tk+1.

We apply ι∗ to both sides of (11.2) and the projection formula to obtain

ι∗([X(Div)]T ∪ [X(λ)]T ) =ι∗((ι
∗[Y (Div)]T − C(T )) ∪ [X(λ)]T )

=([Y (Div)]T − C(T )) ∪ [Y (λ+ 1)]T

=[Y (Div)]T ∪ [Y (λ+ 1)]T − C(T )[Y (λ+ 1)]T

It follows from this that

cµDiv,λ =

{
c̃µDiv,λ if λ 6= µ;

c̃λDiv,λ − c̃1k

Div,1k
if λ = µ.

(11.3)

Notice in particular that if λ 6= µ, the coefficients c̃µDiv,λ are integers. We recall next
the formula for these integers obtained in [13].

Definition 11.2.1. Let λ ∈ Λ2n+2 represented as a Young diagram. The box in row
r and column c of λ is (n+ 1− k) - related to the box in row r′ and column c′ if

|c− n+ k − 2|+ r = |c′ − n+ k − 2|+ r′.

Given λ, µ ∈ Λ2n+2 with λ ⊂ µ, the skew diagram µ/λ is called a horizontal strip
(resp. vertical) strip if it does not contain two boxes in the same column (resp. row).

Following [13, Definition 1.3] we say λ → µ for any n + 1 − k-strict partitions
λ, µ if µ can be obtained by removing a vertical strip from the first n+ 1− k columns
of λ and adding a horizontal strip to the result, so that

1. if one of the first n + 1− k columns of µ has the same number of boxes as the
same column of λ, then the bottom box of this column is n+ 1− k-related to at
most one box of µ\λ; and

2. if a column of µ has fewer boxes than the same column of λ, the removed boxes
and the bottom box of µ in this column must each be n+ 1− k-related to exactly
one box of µ\λ, and these boxes of µ\λ must all lie in the same row.

If λ→ µ, we let A be the set of boxes of µ\λ in columns n+ 2− k through 2n+ 1− k
which are not mentioned in (1) or (2). Then define N(λ, µ) to be the number of
connected components of A which do not have a box in column n + 2 − k. Here two
boxes are connected if they share at least a vertex.

Example 11.2.2. Let n = 4 and k = 3. We will fill each box of the full staircase
λ = (6 ≥ 5 ≥ 4) with |c− n+ k − 2|+ r. So we have

3 2 1 2 3 4
4 3 2 3 4
5 4 3 4 .
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Boxes that share the same number are n+1−k-related. Pictorially, the related boxes
are situated on diagonals which are “mirror symmetric” with respect to a vertical axis
on the n+ 2− k column.

Example 11.2.3. Let n = k = 2 and λ = (2 ≥ 1) and µ = (3 ≥ 1). The partition µ is
obtained by adding a box to the first row λ. So λ → µ. Filling the boxes of λ with
|c− n+ k − 2|+ r yields

2 1
3

and filling the boxes of µ with |c− n+ k − 2|+ r yields

2 1 2
3 .

Since the box in position (r, c) = (1, 3) is not mentioned in (1) or (2) of Definition
11.2.1 we have that A contains one element. Thus, N(λ, µ) = 1. One can also see [13]
for an example.

Combining theorem 10.0.3, proposition 11.1.3, and equation (11.3) above, together
with the formulation of the Chevalley rule for H∗(IG(k, 2n+ 2) obtained in [13, The-
orem 1.1] yields the equivariant quantum Chevalley formula (see also [63]):

Theorem 11.2.4. Let λ ∈ Λ be ant n−k strict partition. Then the following equality
holds in the equivariant quantum ring QH∗T (IG(k, 2n+ 1)):

[X(Div)]T ? [X(λ)]T =

 ∑
(λ+1k)→(µ+1k),|µ|=|λ|+1

2N(λ+1k,µ+1k)[X(µ)]T


+

(
ωk +

k∑
j=1

twj − (t1 − tk+1)

)
[X(λ)]T + q[X(λ∗)]T + q[X(λ∗∗)]T ,

where w(j) = 2n + 2 − k − λj + #{i < j : λi + λj ≤ 2(n − k) + j − i}. If λ∗ or λ∗∗

do not exist then the corresponding quantum term is omitted.

Example 11.2.5. Consider n = 4 and k = 3. For λ = (6, 5, 1) our quantum components
are indexed by λ∗ = (5, 1, 0) and λ∗∗ = (6, 1,−1). The corresponding diagrams, and
two additional examples are exhibited in the table below.
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λ λ∗ λ∗∗

11.2.1 The EQ Chevalley formula for IG(3, 7)

The Chevalley formula for QH∗T (IG(3, 7)) is

[X(1)] ? [X(0)] = [X(1)]

[X(1)] ? [X(1)] = (2t4)[X(1)] + [X(4,-1,-1)] + 2[X(2)]

[X(1)] ? [X(4,−1,−1)] = (t1 + t4)[X(4,−1,−1)] + [X(4, 0,−1)]

[X(1)] ? [X(2)] = (2t3)[X(2)] + [X(4, 0,−1)] + [X(2, 1)] + 2[X(3)]

[X(1)] ? [X(4, 0,−1)] = (t1 + t3)[X(4, 0,−1)] + [X(4, 1,−1)] + [X(4)]

[X(1)] ? [X(2, 1)] = 2(t3 + t4)[X(2, 1)] + [X(4, 1,−1)] + 2[X(3, 1)]

[X(1)] ? [X(3)] = (2t2)[X(3)] + [X(3, 1)] + [X(4)]

[X(1)] ? [X(4, 1,−1)] = (t1 + t3 + 2t4)[X(4, 1,−1)] + [X(4, 2,−1)] + [X(4, 1)]

[X(1)] ? [X(3, 1)] = 2(t2 + t4)[X(3, 1)] + [X(4, 1)] + 2[X(3, 2)]

[X(1)] ? [X(4)] = (t1 + t2)[X(4)] + [X(4, 1)] + q

[X(1)] ? [X(4, 2,−1)] = (t1 + 2t3 + t4)[X(4, 2,−1)] + [X(4, 2)] + 2[X(4, 3,−1)]

[X(1)] ? [X(3, 2)] = 2(t2 + t3)[X(3, 2)] + [X(3, 2, 1)] + [X(4, 2)]

[X(1)] ? [X(4, 1)] = (t1 + t2 + 2t4)[X(4, 1)] + [X(4, 3,−1)] + 2[X(4, 2)] + q[X(1)]

[X(1)] ? [X(4, 3,−1)] = (t1 + 2t2 + t4)[X(4, 3,−1)] + [X(4, 3)] + q[X(4,−1,−1)]

[X(1)] ? [X(3, 2, 1)] = 2(t2 + t3 + t4)[X(3, 2, 1)] + [X(4, 2, 1)]

[X(1)] ? [X(4, 2)] = (t1 + t2 + 2t3)[X(4, 2)] + [X(4, 2, 1)] + [X(4, 3)] + q[X(2)]

[X(1)] ? [X(4, 2, 1)] = (t1 + t2 + 2t3 + 2t4)[X(4, 2, 1)] + [X(4, 3, 1)] + q[X(2, 1)]

[X(1)] ? [X(4, 3)] = (t1 + 2t2 + t3)[X(4, 3)] + [X(4, 3, 1)] + q[X(4, 0,−1)] + q[X(3)]

[X(1)] ? [X(4, 3, 1)] = (t1 + 2t2 + t3 + 2t4)[X(4, 3, 1)] + [X(4, 3, 2)]

+ q[X(4, 1,−1)] + q[X(3, 1)]

[X(1)] ? [X(4, 3, 2)] = (t1 + 2t2 + 2t3 + t4)[X(4, 3, 2)] + q[X(4, 2,−1)] + q[X(3, 2)]



Chapter 12

Calculating QH∗T (IG)

The class of the divisor [X(1)] does not generate the ring QH∗T (IG(k, 2n+ 1)). How-
ever, it is sufficient to calculate the coefficients in QH∗T (IG(k, 2n + 1)) by using just
the EQ Chevalley formula. Such a calculations are performed by Okounkov in [54];
Molev and Sagan in [52]; Knutson and Tao in the equivariant case in [37]; Mihalcea in
the equivariant quantum case in [50,51]; and by Buch, Chaput, Mihalcea, and Perrin
in the equivariant quantum K-theory of cominuscule varieties in [8]. The calculation
of a recursive formula is the goal of the chapter. We need to introduce a few notations
that compute λ given λ∗ and λ∗∗. If

µ = (µ1 ≥ · · · ≥ µk−1 ≥ 0)

where µ1 < 2n+ 1− k then define

µ+ = (2n+ 1− k ≥ µ1 ≥ · · · ≥ µk−1).

If
µ = (2n+ 1− k ≥ µ2 ≥ · · · ≥ µk−1 ≥ −1)

where µ2 < 2n− k then define

µ++ = (2n+ 1− k ≥ 2n− k ≥ · · · ≥ µk−1).

The next proposition introduces an important recursive formula which allows us to
compute the the entire equivariant quantum cohomology ring.

Proposition 12.0.1. The coefficients in QH∗T (IG(k, 2n + 1)) satisfy the following
equation:(
cµ,0(1),µ − c

λ,0
(1),λ

)
cµ,dλ,ζ =

∑
(λ+1k)→(δ+1k)
|δ|=|λ|+1

2N(λ+1k,δ+1k)cµ,dδ,ζ −
∑

(γ+1k)→(µ+1k)
|µ|=|γ|+1

2N(γ+1k,µ+1k)cγ,dλ,ζ

+ cµ,d−1
λ∗,ζ + cµ,d−1

λ∗∗,ζ − c
µ+,d−1
λ,ζ − cµ

++,d−1
λ,ζ

for any permutations λ, ζ, µ ∈ Λ and any nonnegative integer d. The third (resp.
fourth, fifth, and sixth) term are omitted if λ∗ is not defined (resp. λ∗∗, µ+, and µ++

are not defined). These four terms are omitted if d = 0.
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Proof. We will make use of the EQ Chevalley Rule and the associative property
[X(1)]∗ ([X(λ)]∗ [X(ζ)]) = ([X(1)]∗ [X(λ)])∗ [X(ζ)]. We also have [X(λ)]∗ [X(1)] =
[X(1)] ∗ [X(λ)]. Thus,

[X(1)] ∗ ([X(λ)] ∗ [X(ζ)]) = [X(1)] ∗

(∑
d,σ

qdcσ,dλ,ζ [X(σ)]

)

=
∑
d,σ

qdcσ,dλ,ζ

 ∑
(σ+1k)→(β+1k)
|σ|=|β|+1

2N(σ+1k,β+1k)[X(β)] + cσ1,σ[X(σ)] + q[X(σ∗)] + q[X(σ∗∗)]


and

([X(1)] ∗ [X(λ)]) ∗ [X(ζ)]

=

 ∑
(λ+1k)→(δ+1k)
|δ|=|λ|+1

2N(λ+1k,δ+1k)[X(δ)] + cλ1,λ[X(λ)] + q[X(λ∗)] + q[X(λ∗∗)]

 ∗ [X(ζ)]

=
∑

(λ+1k)→(δ+1k)
|λ|=|δ|+1

2N(λ+1k,δ+1k)

(∑
α1,d1

qd1cα1,d1

δ,ζ [X(α1)]

)
+ cλ1,λ

(∑
d2,α2

qd2cα2,d2

λ,ζ [X(α2)]

)

+ q

(∑
α3,d3

qd3cα3,d3

λ∗,ζ [X(α3)]

)
+ q

(∑
α4,d4

qd4cα4,d4

λ∗∗,ζ [X(α4)]

)

Collecting the coefficient of qd[X(µ)] from both sides give∑
(ε+1k)→(µ+1k)
|µ|=|ε|+1

2N(ε+1k,µ+1k)cZ,dP,S + cµ
+,d−1
λ,ζ + cµ

++,d−1
λ,ζ + cµ1,µc

µ,d
λ,ζ

=
∑

(λ+1k)→(δ+1k)
|δ|=|λ|+1

2N(λ+1k,δ+1k)cµ,dδ,ζ + cµ,d−1
λ∗,ζ + cµ,d−1

λ∗∗,ζ + cλ1,λc
µ,d
λ,ζ

The stated formula in the Proposition is a consequence of rearranging terms.

12.1 Notation

We will define some notation which will be used in the up coming results. Let Fµ,λ
denote the polynomial

Fµ,λ = cµ,01,µ − c
λ,0
1,λ.
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Let α and λ be two partitions such that λ is less than α in the Bruhat order. Define
a rational function R(Λ), the fraction field of Λ(= Z[t1, · · · , tn+1]), as follows:

Rλ,α =

{ ∑
Πl
i=0

1
F
λ,α(i)

if λ 6= α

1 if α = λ

where l = |λ| − |α| and the sum is over all chains of permutations

λ = α(l) ←il α
(l−1) ←il−1

· · · ←i1 α
(1) ←i1 α

(0) = α

where ij is either 1 or 2 for all j.
Let (λ, µ) and (δ, ε) be two pairs of permutations in Λ. Define

(λ, µ) <1 (δ, ε)

if λ→ δ and µ = ε and define

(λ, µ) <2 (δ, ε)

if δ = λ and ε → µ. Notice in each case that |δ| − |ε| = |λ| − |µ| + 1. Finally
rearranging the formula in Proposition 12.0.1 we have

cµ,dλ,ζ =

∑
(λ+1k)→(δ+1k)
|δ|=|λ|+1

2N(λ+1k,δ+1k)cµ,dδ,ζ

Fµ,λ
−

∑
(γ+1k)→(µ+1k)
|µ|=|γ|+1

2N(γ+1k,µ+1k)cγ,dλ,ζ

Fµ,λ

+
cµ,d−1
λ∗,ζ

Fµ,λ
+
cµ,d−1
λ∗∗,ζ

Fµ,λ
−
cµ

+,d−1
λ,ζ

Fµ,λ
−
cµ

++,d−1
λ,ζ

Fµ,λ

(12.1)

12.2 Two formulae

We will now state and prove the analog of Proposition 6.1 from [50].

Proposition 12.2.1. Let λ, ζ, µ be partitions such that λ is not included in µ and let
d be a nonnegative integer. Then

cµ,dλ,ζ = Eλ,ζ,µ(d)

where Eλ,ζ,µ(d) is a linear homogeneous expression in EQ coefficients of degree d− 1
with coefficients in R(Λ), the fraction field of Λ(= Z[t1, · · · , tn+1]). If d = 0 then
cµ,0λ,ζ = Eλ,ζ,µ(0) = 0.

Proof. The proof will be by induction on the difference |λ| − |µ| ≤ dim IG(k, 2n+ 1).
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Base case: Let |λ| − |µ| = dim IG(k, 2n + 1). Then µ = (0) and λ = (full).
Consider cµ,dλ,ζ . The first two terms of equation (12.1) vanish when applied to cµ,dλ,ζ =

c
(0),d
(full),ζ . So we have

E(full),ζ,(0)(d) =
1

F(0),(full)

(
c

(0),d−1
(full)∗,ζ + c

(0),d−1
(full)∗∗,ζ − c

(0)+,d−1
(full),ζ − c

(0)++,d−1
(full),ζ

)
.

This establishes the base case.
Let |λ| − |µ| < dim IG(k, 2n + 1) such that λ is not included in µ. Applying

equation (12.1) to cµ,dλ,ζ yields coefficients of degree d − 1 and coefficients cε,dδ,ζ with

(λ, µ) <i (δ, ε) for i = 1, 2. It is enough to show that each coefficients cε,dδ,ζ is equal to a
R(Λ)-linear homogeneous expression Eδ,ζ,ε(d) in coefficients of degree d−1. Since λ is
greater than δ and ε is greater than µ in the Bruhat order, and λ is not greater than
me µ then δ is not greater than ε. Finally, |δ| − |ε| = |λ| − |µ|+ 1 and the induction
hypothesis applied to cε,dδ,ζ implies the desired result for d > 0. The same proof will

work for d = 0. Also, cµ,0λ,ζ = Eλ,ζ,µ(0) = 0 since the last four terms of equation (12.1)
are ignored.

Proposition 12.2.2. The EQ coefficient cλ,dα,λ satisfy the following formula:

cλ,dα,λ = Rλ,αc
λ,d
λ,λ + E ′λ,α(d)

where E ′λ,α(d) is an R(Λ)-linear homogeneous expression in EQ coefficients of degree
d − 1. If d = 0 then E ′λ,α = 0. Moreover, for any such λ and α, Rλ,α is a different
from 0.

Proof. Since α is included in λ then |λ| − |α| ≥ 0. We will use induction on |λ| − |α|.
For the base case suppose |λ| − |α| = 0 then λ = α. This established the base

case.
Let |λ| − |α| > 0. Since α is different from λ we can apply equation (12.1) to cλ,dα,λ.

In equation (12.1) the first term contain coefficients cε,dδ,λ with (α, λ) <1 (δ, ε). Also,

the second term of equation (12.1) contain coefficients cε,dδ,λ with (α, λ) <2 (δ, ε).
Consider a coefficient from the second term of equation (12.1). Then δ = α and

ε→ λ. So, λ is not greater than ε. So we can conclude from Proposition 12.2.1

cε,dα,λ = Eα,λ,ε(d). (12.2)

Consider a coefficient from the first term of equation (12.1). Then λ = ε and α→ δ.
If δ is not greater than λ then by Proposition 12.2.1

cε,dδ,λ = cλ,dδ,λ = Eδ,λ,λ(d). (12.3)

If δ is greater than λ then by the induction hypothesis we have

cε,dδ,λ = cλ,dδ,λ = Rλ,δc
λ,d
λ,λ + E ′λ,δ(d). (12.4)
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The following is a consequence of combining equations (12.1), (12.2), (12.3), (12.4),

and Rλ,α =
1

Fλ,α

∑
Rλ,δ, where the sum is over all δ such that α→ δ and δ is greater

than λ.

cλ,dα,λ =
1

Fλ,α

(∑
(Rλ,δc

λ,d
λ,λ + E ′λ,δ(d)) +

∑
Eδ,λ,λ(d)

)

+
1

Fλ,α

 ∑
(ε+1k)→(λ+1k)
|λ|=|ε|+1

Eα,λ,ε(d)

+
cQ,d−1
λ∗,S + cµ,d−1

λ∗∗,ζ − c
µ+,d−1
λ,ζ − cµ

++,d−1
λ,ζ

Fµ,λ

= Rλ,αc
λ,d
λ,λ + E ′λ,α(d).

The first sum is over all δ such that α→ δ and δ is greater than λ. The second sum is
over all δ such that α→ δ and δ is not greater than λ. We find E ′λ,α(d) by collecting
terms with coefficients of degree d− 1.

The expression Fλ,α(j) is a linear homogeneous polynomial in variables t1−t2, · · · , tn−
tn+1, 2tn+1 with positive coefficients. Indeed, Fλ,α(j) = w(t1 + · · ·+ tk)−v(t1 + · · ·+ tk)

where λ 7→ w ∈ W 2n+1 and α(j) 7→ v ∈ W 2n+1 using the bijection in Λ → W 2n+1.
Observe that λ is less than α(j) in the Bruhat order so we have that w is less than v
in the Bruhat order. The inequality w(i) ≤ v(i) holds for 1 ≤ i ≤ k thus tw(i) − tv(j)

is a positive root or zero. The claim follows.
Therefore, Rλ,α(t) cannot equal zero since there cannot be cancellation.

12.3 An algorithm to compute the EQ coefficients

Theorem 12.3.1. The EQ coefficients are determined (algorithmically) by the fol-
lowing formulae

1. c
(0),d
(0),(0) = 0 unless d=0, then it is equal to 1.

2. (commutativity) cµ,dλ,ζ = cµ,dζ,λ for al partitions λ, ζ, and µ.

3. (EQ Chevalley) The coefficients cµ1,λ from equation (1.2.3) for all partitions λ
and µ.

4. Equation (12.1) for all partitions λ, ζ, µ such that λ is different from µ.

Proof. Step 1: The coefficents cµ,0λ,ζ can be found algorithmically for all partitions λ, ζ,
and µ. See [37, 52,54].

Let d > 0 and for the inductive hypothesis assume that the EQ coefficients of
degree d− 1 are known.

Step 2: We will now compute cλ,dλ,λ for each permutation λ. If λ = (0) or λ = 1

then the coefficient cλ,dλ,λ is given by 1 and 2. Assume that |λ| ≥ 2. By 3, the EQ
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coefficients cλ,d1,λ = cλ,dλ,1 vanish. By Proposition 12.2.2 we have

cλ,dλ,λ = −
E ′1,λ(d)

R1,λ

.

Finally, by induction on d we have E ′1,λ(d).

Step 3: Recall the by definition the EQ coefficients cµ,dλ,ζ is a homogeneous polyno-
mial in Λ of degree |λ|− |µ|+ |ζ|−d(2n+2−k). We will now compute all coefficients
cµ,dλ,ζ by descending induction on |λ| − |µ| + |ζ| − d(2n + 2 − k) within the induction
already occurring on d.

Base case: The degree is at most 2 · dim IG(k, 2n + 1) − d(2n + 2 − k). In this
case λ = ζ = (full) and µ = (0). Since λ is not included in µ then Proposition 12.2.1

implies the coefficients c
(0),d
(full),(full) is known by induction on d. This establishes the

base case.
Let cµ,dλ,ζ have polynomial degree less than 2 · dim IG(k, 2n+ 1)− d(2n+ 2− k). If

λ = ζ = µ then apply step 2 of this proof. Otherwise, since cµ,dλ,ζ = cµ,dζ,λ then we may

assume that λ is different from µ. Use equation 12.1 to write cµ,dλ,ζ as a combination
of EQ coefficients of polynomial |λ| − |µ| + |ζ| − d(2n + 2 − k) + 1 (i.e. one larger)
using the first and second terms, and EQ coefficients of degree d− 1 using the third
though sixth terms. The third though sixth terms are known by induction on d. The
polynomial degree induction, applied to the coefficients appearing in the first through
fourth terms of equation 12.1 completes the algorithm.
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12.4 Multiplication table for QH∗T (IG(2, 5))

[X(0)] ? [X(λ)] = [X(λ)] for all λ ∈ Λ.

[X(1)] ? [X(1)] = 2t3[X(1)] + [X(3,−1)] + 2[X(2)]

[X(1)] ? [X(2)] = 2t2[X(2)] + [X(2, 1)] + [X(3)]

[X(1)] ? [X(3,−1)] = (t1 + t3)[X(3,−1)] + [X(3)]

[X(1)] ? [X(2, 1)] = 2(t2 + t3)[X(2, 1)] + [X(3, 1)]

[X(1)] ? [X(3)] = (t1 + t2)[X(3)] + [X(3, 1)] + q

[X(1)] ? [X(3, 1)] = (t1 + t2 + 2t3)[X(3, 1)] + [X(3, 2)] + q[X(1)]

[X(1)] ? [X(3, 2)] = (t1 + 2t2 + t3)[X(3, 2)] + q[X(2)] + q[X(3,−1)]

[X(2)] ? [X(2)] = 2t2(t2 − t3)[X(2)] + 2t2[X(2, 1)] + (t2 − t3)[X(3)] + [X(3, 1)]

[X(2)] ? [X(3,−1)] = (t1 + t2)[X(3)] + q

[X(2)] ? [X(2, 1)] = 2t2(t2 + t3)[X(2, 1)] + (t2 + t3)[X(3, 1)] + [X(3, 2)]

[X(2)] ? [X(3)] = (t1 + t2)(t2 − t3)[X(3)] + (t1 + t2)[X(3, 1)] + (t2 − t3)q + q[X(1)]

[X(2)] ? [X(3, 1)] = (t1t2 + t1t3 + t22 + t2t3)[X(3, 1)] + (t1 + t2)[X(3, 2)] + (t2 + t3)q[X(1)]

+ q[X(3,−1)] + q[X(2)]

[X(2)] ? [X(3, 2)] = 2t2(t1 + t2)[X(3, 2)] + (t1 + t2)q[X(3,−1)] + 2t2q[X(2)] + q[X(3)]

[X(3,−1)] ? [X(3,−1)] = (t21 − t23)[X(3,−1)]− (t2 + t3)[X(3)] + [X(3, 1)]− q
[X(3,−1)] ? [X(2, 1)] = (t1 + t2)[X(3, 1)]− [X(3, 2)] + q[X(1)]

[X(3,−1)] ? [X(3)] = (t21 − t22)[X(3)] + [X(3, 2)] + (t1 − t2)q

[X(3,−1)] ? [X(3, 1)] = (t21 − t22)[X(3, 1)] + (t2 + t3)[X(3, 2)] + (t1 − t2)q[X(1)] + q[X(2)]

[X(3,−1)] ? [X(3, 2)] = (t21 − t23)[X(3, 2)] + (t1 − t3)q[X(2)] + q[X(2, 1)]

[X(2, 1)] ? [X(2, 1)] = 4t2t3(t2 + t3)[X(2, 1)] + 2t3(t2 + t3)[X(3, 1)] + 2(t2 + t3)[X(3, 2)]

+ q[X(3,−1)]

[X(2, 1)] ? [X(3)] = (t1t2 + t1t3 + t22 + t2t3)[X(3, 1)] + (t1 − t2)[X(3, 2)] + (t2 + t3)q[X(1)]

+ q[X(2)]

[X(2, 1)] ? [X(3, 1)] = 2t3(t1t2 + t1t3 + t22 + t2t3)[X(3, 1)] + 2t1(t2 + t3)[X(3, 2)]

+ (t1 + t3)q[X(3,−1)] + 2t3(t2 + t3)q[X(1)] + 2(t2 + t3)q[X(2)] + q[X(3)]

[X(2, 1)] ? [X(3, 2)] = 2t2(t1t2 + t1t3 + t2t3 + t23)[X(3, 2)] + (t2 + t3)(t1 + t3)q[X(3,−1)]

+ 2t2(t2 + t3)q[X(2)] + (t1 + 2t2 + t3)q[X(3)] + q2

[X(3)] ? [X(3)] = (t1 + t2)(t1t2 − t1t3 − t22 + t2t3)[X(3)] + (t21 − t22)[X(3, 1)] + 2t2[X(3, 2)]

+ (t1t2 − t1t3 − t22 + t2t3)q + (t1 − t2)q[X(1)] + q[X(3,−1)] + q[X(2)]

[X(3)] ? [X(3, 1)] = (t21t2 + t21t3 − t32 − t22t3)[X(3, 1)] + (t21 + t22 + 2t2t3)[X(3, 2)]

+ (t1 + t3)q[X(3,−1)] + (t1t2 + t1t3 − t22 − t2t3)q[X(1)] + (t1 + t2)q[X(2)]

+ q[X(2, 1)] + q[X(3)]

[X(3)] ? [X(3, 2)] = 2t2(t21 − t23)[X(3, 2)] + (t21 − t23)q[X(3,−1)]

+ 2t2(t1 − t3)q[X(2)] + 2t2q[X(2, 1)] + (t1 − t3)q[X(3)] + q[X(3, 1)]
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[X(3, 1)] ? [X(3, 1)] = 2t3(t21t2 + t21t3 − t32 − t22t3)[X(3, 1)] + 2(t21t2 + t21t3 + t22t3 + t2t
2
3)[X(3, 2)]

+ (t21 + 2t1t3 + t23)q[X(3,−1)] + 2t3(t1t2 + t1t3 − t22 − t2t3)q[X(1)]

+ 2t1(t2 + t3)q[X(2)] + 2(t2 + t3)q[X(2, 1)] + (2t1 + t2 + t3)q[X(3)] + q[X(3, 1)] + q2

[X(3, 1)] ? [X(3, 2)] = 2t2(t21t2 + t21t3 − t2t23 − t33)[X(3, 2)] + (t2 + t3)(t21 − t23)q[X(3,−1)]

+ 2t2(t1t2 + t1t3 − t2t3 − t23)q[X(2)] + 2t2(t2 + t3)q[X(2, 1)]

+ (t1 + 2t2 + t3)(t1 − t3)q[X(3)] + (t1 + 2t2 + t3)q[X(3, 1)] + (t1 − t3)q2 + q2[X(1)]

[X(3, 2)] ? [X(3, 2)] = 2t2(t21t
2
2 − t21t23 − t22t23 + t43)[X(3, 2)] + (t21t

2
2 − t21t23 − t22t23 + t43)q[X(3,−1)]

+ 2t2(t1t
2
2 − t1t23 − t22t3 + t33)q[X(2)] + 2t2(t22 − t23)q[X(2, 1)]

+ (t1 + 2t2 + t3)(t1t2 − t1t3 − t2t3 + t23)q[X(3)] + (t21 + 2t1t2 + 2t22 − t23)q[X(3, 1)]

+ (t1t2 − t1t3 − t2t3 + t23)q2 + (t1 + t2)q2[X(1)] + q2[X(2)]



Appendix A

The first Chern class of the
tangent bundle c1(TIG).

In this appendix we will calculate the first Chern class of the tangent bundle c1(TIG).
The calculation is stated next.

Theorem A.0.1. The first Chern class of the tangent bundle is

c1(TIG) = (2n+ 2− k)[X(Div)] + kt1 +
k+1∑
i=2

(2n+ 2− k)ti.

Before we prove this we need to prove a few Lemmas. We use Mihai’s calculation
a for H∗T (IF(1, 2, · · · , n + 1; 2n + 1)) in [47]. Let πk : IF(1, 2, · · · , n + 1; 2n + 1) →
IG and π′k : IF(1, 2, · · · , n + 1; 2n + 2) → IGeven be the kth projection maps. Let
[SDiv1 ], · · · , [SDivn ], [SDivn+1 ] be the divisor classes of H∗T (IF(1, 2, · · · , n + 1; 2n + 1))
where

SDiv1 = S3̄2̄4̄···n+11

...

SDivi = S2̄···i i+2 i+1 i+3···n+11

...

SDivn−1 = S2̄···n−1n+1n1

SDivn = S2···n(n+1)1

SDivn+1 = S2···n1n+1

Recall w0 = 23 · · ·n+ 11 in the Weyl group W .

Lemma A.0.2. We have the following

π∗k([X(Div)]) = [SDivk ] for 1 ≤ k ≤ n− 1

π∗n([X(Div)]) = [SDivn ] + [SDivn+1 ]

π∗n+1([X(Div)]) = [SDivn+1 ].
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Proof. We have the following diagram

IF(1, 2, · · · , n+ 1; 2n+ 1)
ι′−→ IF(1, 2, · · · , n+ 1; 2n+ 2)

↓ πk ↓ π′k
IG

ι−→ IGeven

where πk and π′k are the kth projective maps.
Let F• be an isotropic flag, Σw(F•) a Schubert subvariety of IF(1, 2, · · · , n +

1; 2n+ 2), and [Σw] the associated Schubert class where w is an element of the Weyl
group W . We know that IF(1, 2, · · · , n + 1; 2n + 1) is isomorphic to the Schubert
subvariety Σw0(E•) of IF(1, 2, · · · , n + 1; 2n + 2) where E• is an isotropic flag which
we may assume to be in general position with respect to F•. Then it follows that
the kth divisor ΣDivk(F•) and Σw0(E•) meet transversally, hence we can compute
the restriction (ι′)∗[ΣDivk ] by computing the class of the intersection ΣDivk ∪ Σw0 in
IF(1, 2, · · · , n+ 1; 2n+ 1) using the Chevalley rules for IF(1, 2, · · · , n+ 1; 2n+ 2).

By the Chevalley formula we have

[ΣDivk ] ∪ [Σw0 ] =


[Σ2···kk+2k+1k+3···n+11] : 1 ≤ k ≤ n− 1
[Σ2···n(n+1)1] + [Σ2···n1n+1] : k = n
[Σ2···n1n+1] : k = n+ 1

Denote by [Sw] the cohomology class associated to the Schubert variety Sw(F•) ⊂
IF(1, 2, · · · , n + 1; 2n + 1) where w is in the Weyl group W such that w(j) 6= 1
for all 1 ≤ j ≤ n + 1 and F• is an isotropic flag of C2n+1 (recall Sw = Σw when
Σw ⊂ IF(1, 2, · · · , n+ 1; 2n+ 2)) .

Incidence conditions give ι′∗[Sw] = [Σw] for all w ∈ W such that w(j) 6= 1 for all
1 ≤ j ≤ n+ 1.

Now we have

ι′∗ι
′∗[ΣDivk)] = ι′∗([IF(2n+ 1)] ∪ ι′∗[ΣDivk ])

= (ι′∗[IF(2n+ 1)]) ∪ [ΣDivk)] by the projection formula

= [Σ2···n+11] ∪ [ΣDivk ]

=


[Σ2···i i+2 i+1 i+3···n+11)] : 1 ≤ k ≤ n− 1

[Σ2···n(n+1)1] + [Σ2···n1n+1] : k = n
[Σ2···n1n+1] : k = n+ 1

Therefore, (ι′)∗[ΣDivk ] =


[SDivk ] : 1 ≤ k ≤ n− 1
[SDivn ] + [SDivn+1 ] : k = n
[SDivn+1 ] : k = n+ 1
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Recall ι∗([Y (Div)]) = [X(Div)]. Then we have

π∗k([X(Div)]) = π∗k(ι
∗([Y (Div)]))

= ι′∗π′∗k ([Y (Div)])

= (ι′)∗[ΣDivk ]

=


[SDivk ] : 1 ≤ k ≤ n− 1
[SDivn ] + [SDivn+1 ] : k = n
[SDivn+1 ] : k = n+ 1

Lemma A.0.3. The first Chern class of the tangent bundle localized at the point
w0 = (k + 1 < k < · · · < 2) is

c1(TIG)|w0 = kt1 +
k+1∑
i=2

(2n+ 2− k)ti.

Proof. The Schubert cell around the T -fixed point w0 is C(w0). Let t ∈ T . Then
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t · C(w0) =



t1∗ t1∗ t1∗ · · · t1∗ t1∗
t2∗ • • · · · • •
t3∗ t3∗ • · · · • •
...

...
... · · · ...

...
tk∗ tk∗ tk∗ · · · tk∗ •
tk+1∗ tk+1∗ tk+1∗ · · · tk+1∗ tk+1∗

...
...

... · · · ...
...

t−1
k+2∗ t−1

k+2∗ t−1
k+2∗ · · · t−1

k+2∗ t−1
k+2∗

0 0 0 · · · 0 t−1
k+1∗

0 0 0 · · · t−1
k 0

...
...

... · · · ...
...

0 0 t−1
4 · · · 0 0

0 t−1
3 0 · · · 0 0

t−1
2 0 0 · · · 0 0



=



t2t1∗ t3t1∗ t4t1∗ · · · tkt1∗ tk+1t1∗
t2t2∗ • • · · · • •
t2t3∗ t3t3∗ • · · · • •

...
...

... · · · ...
...

t2tk∗ t3tk∗ t4tk∗ · · · tktk∗ •
t2tk+1∗ t3tk+1∗ t4tk+1∗ · · · tktk+1∗ t−1

1 tk+1∗
...

...
... · · · ...

...
t2t
−1
k+1∗ t3t

−1
k+1∗ t4t

−1
k+1∗ · · · tkt

−1
k+1∗ t−1

1 t−1
k+1∗

0 0 0 · · · 1 0
...

...
... · · · ...

...
0 0 1 · · · 0 0
0 1 0 · · · 0 0
1 0 0 · · · 0 0


Writing the weights in additive notation and adding them together yields

kt1 +
k+1∑
i=2

(2n+ 2− k)ti.

The result follows.

Lemma A.0.4. The localizations of the divisor class [X(Div)] at the Schubert point
X(id) = (1 < 2 < · · · < k) and w0 are

[X(Div)]|X(id) = −t1 − 2(t2 + t2 + · · ·+ tk)− tk+1 and [X(Div)]|w0 = 0.
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Proof. Mihai gives the following in [47, Prop. 5.3.33].

For 1 ≤ k ≤ n− 1 we have [SDivk ]|w = w0(t1 + · · ·+ tk)− w(t1 + · · ·+ tk)

[SDivn ]|w = w0(t1 + · · ·+ tn+1)− w(t1 + · · ·+ tn+1)

[SDivn+1 ]|w = w0(tn+1)− w(tn+1)

Then we have

For 1 ≤ k ≤ n− 1 we have [X(Div)]|w0 = π∗k([SDivk ])|w0 = [SDivk ]|w0 = 0

and [X(Div)]|w0 = π∗n([SDivn ])|w0 = [SDivn ]|w0 + [SDivn+1 ]|w0 = 0

and

For 1 ≤ k ≤ n− 1 we have [X(Div)]|X(id) = π∗k([SDivk ])|X(id) = [SDivk ]|X(id)

= −t1 − 2(t2 + t2 + · · ·+ tk)− tk+1

and [X(Div)]|X(id) = π∗n([SDivn ])|X(id) = [SDivn ]|X(id) + [SDivn+1 ]|X(id)

= −t1 − 2(t2 + t2 + · · ·+ tn)− tn+1

The result follows.

Since [X(Div)]|w0 = 0 it follows

c1(TIG) = A[X(Div)] + kt1 +
k+1∑
i=2

(2n+ 2− k)ti

for some A ∈ H∗T (pt).
Then we have

c1(TIG)|X(id) = −A(t1 + 2(t2 + · · ·+ tk) + tk+1) + kt1 +
k+1∑
i=2

(2n+ 2− k)ti

Lemma A.0.5. The first Chern class of the tangent bundle localized at the Schubert
point X(id) = (1 < 2 < · · · < k) is

c1(TIG)|X(id) = −(2n+ 2− 2k)t1 −
k∑
i=2

(2n+ 2− k)ti.

Proof. The Schubert cell around the T -fixed point X(id) = (1 < 2 < · · · < k) is
C(id). Let t ∈ T . Then
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t · C(id) =



t1 0 0 · · · 0 0
0 t2 0 · · · 0 0
0 0 t3 · · · 0 0
...

...
... · · · ...

...
0 0 0 · · · 0 tk

tk+1∗ tk+1∗ tk+1∗ · · · tk+1∗ tk+1∗
...

...
... · · · ...

...
t−1
k+1∗ t−1

k+1∗ t−1
k+1∗ · · · t−1

k+1∗ t−1
k+1∗

• • • · · · • t−1
k ∗

...
...

... · · · ...
...

• • • · · · t−1
4 ∗ t−1

4 ∗
• • t−1

3 ∗ · · · t−1
3 ∗ t−1

3 ∗
• t−1

2 ∗ t−1
2 ∗ · · · t−1

2 ∗ t−1
2 ∗



=



1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
... · · · ...

...
0 0 0 · · · 0 1

t−1
1 tk+1∗ t−1

2 tk+1∗ t−1
3 tk+1∗ · · · t−1

k−1tk+1∗ t−1
k tk+1∗

...
...

... · · · ...
...

t−1
1 t−1

k+1∗ t−1
2 t−1

k+1∗ t−1
3 t−1

k+1∗ · · · t−1
k−1t

−1
k+1∗ t−1

k t−1
k+1∗

• • • · · · • t−1
k t−1

k ∗
...

...
... · · · ...

...
• • • · · · t−1

k−1t
−1
4 ∗ t−1

k t−1
4 ∗

• • t−1
3 t−1

3 ∗ · · · t−1
k−1t

−1
3 ∗ t−1

k t−1
3 ∗

• t−1
2 t−1

2 ∗ t−1
3 t−1

2 ∗ · · · t−1
k−1t

−1
2 ∗ t−1

k t−1
2 ∗


Writing the weights in additive notation and add them together yields

−(2n+ 2− 2k)t1 −
k∑
i=2

(2n+ 2− k)ti.

The result follows.

Proof of Theorem A.0.1. The Lemmas imply a nontrivial identity which is

−(2n+ 2− 2k)t1 −
k∑
i=2

(2n+ 2− k)ti = −A(t1 + 2(t2 + · · ·+ tk) + tk+1)

+ kt1 +
k+1∑
i=2

(2n+ 2− k)ti.
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Thus, A = 2n+ 2− k. The result follows.



Appendix B

Lines

The purpose of this Appendix is state that lines in IG(k, 2n + 1) are also lines in
Gr(k, 2n+ 2).

Lemma B.0.1. (a) For any two points x, y ∈ IG(k, 2n+ 1) there exists at most one
line L such that x, y ∈ L. (b) Let L be a line in IG(k, 2n + 1) passing through two
T -fixed points. Then L is T -stable.

Proof. First recall that ι : IG(k, 2n + 1) ↪→ IG(k, 2n + 2) is the natural embedding
and ι∗[Y (1)] = [X(1)](see [55]). That is, if L is a line in IG(k, 2n + 1) then ι(L) is a
line in IG(k, 2n+ 2).

Let j : IG(k, 2n + 2) ↪→ Gr(k, 2n + 2) be the natural embedding. Let SIG be
the tautological bundle over IG(k, 2n + 2) and SGr be the tautological bundle over
Gr(k, 2n + 2). Since [Y (1)] is the only generator of H2(IG(k, 2n + 2)) then the first
Chern class is

c1(S∗IG) = a[Y (1)]

for some integer a. Define YC to be the Schubert curve of IG(k, 2n+ 2). We want to
show that a = 1 by showing∫

IG(k,2n+2)

c1(S∗IG) ∩ [YC ] = 1.

In coordinates the open cell of YC is

Y (1 < 2 < 3 < · · · < k − 1 < k + 1)◦ =



1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 1 0
0 0 0 · · · 0 ∗
0 0 0 · · · 0 1
0 0 0 · · · 0 0
...

...
...

...
...

...
0 0 0 · · · 0 0


.
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Since the open cell of YC has no dependence on the symplectic form ω then we can
conclude that j∗[YC ] is the Schubert curve for Gr(k, 2n + 2). We can now use the
projection formula to compute∫

IG(k,2n+2)

c1(S∗IG) ∩ [YC ] =

∫
IG(k,2n+2)

c1(j∗S∗Gr) ∩ [YC ]

=

∫
Gr(k,2n+2)

c1(S∗Gr) ∩ j∗[YC ]

= 1.

Therefore, c1(S∗IG) = [Y (1)]. We have shown if L is a line in IG(k, 2n+ 2) then j(L)
is a line Gr(k, 2n+ 2). We have also shown that j ◦ ι : IG(k, 2n+ 1) ↪→ Gr(k, 2n+ 2)
is the natural embedding. We have shown that if L is a line in IG(k, 2n + 1) then
(j ◦ ι)(L) is a line in Gr(k, 2n+ 2).

It is know for any two points x, y ∈ Gr(k, 2n+ 2) there exists at most one line L
such that x, y ∈ L. It is also known if L is a line in Gr(k, 2n+ 2) passing through two
TGr-fixed points then TGr-stable where it is TGr = (t1, t2, · · · , t2n+2). This completes
the proof since T is a subgroup of TGr.
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