Abstract: This work aims to better understand how small scale disturbances that are generated at the air-sea interface propagate into the surrounding atmosphere under realistic environmental conditions. To that end, a one-way coupled atmosphere-ocean model is presented, in which predictions of sea surface currents and sea surface temperatures from a microscale ocean model are used as constant boundary conditions in a larger atmospheric model. The coupled model consists of an ocean component implemented while using the open source CFD software OpenFOAM, an atmospheric component solved using the Weather Research and Forecast (WRF) model, and a Python-based utility foamToWRF, which is responsible for mapping field data between the ocean and atmospheric domains. The results are presented for two demonstration cases, which indicate that the proposed coupled model is able to capture the propagation of small scale sea surface disturbances in the atmosphere, although a more thorough study is required in order to properly validate the model.
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between the both models during the simulation. The majority of one-way coupled models have primarily focused on initializing microscale CFD analyses with more realistic environmental conditions from mesoscale atmospheric simulations. For example, Boutanios et al. [6] conducted atmospheric mesoscale simulations of the Grosse Isle Manitoba storm while using the Weather Research and Forecasting (WRF) model. Boundary conditions that were extracted from this simulation were then used in a microscale CFD analysis in order to investigate the flow around steel transmission towers. Several other authors have taken a similar mesoscale-to-microscale, one-way coupled approach to study the flow around buildings in urban environments [7,8], and around wind farms [9–14]. Previous two-way coupled atmosphere-ocean models have largely focused on improved regional and global weather forecasting (e.g., [15–17]) and do not possess the necessary spatial resolution in the ocean model in order to resolve small scale disturbances.

This paper presents a one-way coupled atmosphere-ocean model, in which sea surface currents and sea surface temperatures that are predicted by the ocean model are used as boundary conditions for the atmospheric model. This work is distinct from previous works in two ways: (1) atmospheric boundary conditions are set via a microscale CFD ocean model and (2) the CFD ocean model is developed in order to resolve small scale disturbances at the air-sea interface. The remainder of the paper is organized, as follows: Section 2 provides details on the computational approach and discusses some of the limitations of the current coupled model, Section 3 presents results for two demonstration cases that are intended to exercise the one-way coupling approach, and Section 4 provides concluding remarks and a discussion of future work.

2. Computational Approach

A partitioned approach is used in this work in order to study the coupled problem, in which the atmosphere and ocean domains are solved by separate numerical approaches that are best suited to their different domains. Data (i.e., surface currents, sea surface temperatures, etc.) are exchanged at the air-sea interface via an appropriate coupling scheme. In this case, one-way coupling is accomplished by extracting constant boundary field information from ocean model predictions at the sea surface. Details on each of the component models, as well as the coupling, are provided in the following sections.

2.1. Atmospheric Model

The atmospheric subsystem is solved while using the well-known numerical weather prediction software Weather Research and Forecasting model (WRF). WRF is a fully-compressible, Eulerian non-hydrostatic equations solver that uses terrain-following hydrostatic-pressure vertical coordinates. WRF includes several boundary layer physics schemes and sub-grid scale turbulence formulations. Predictions of three-dimensional winds, pressure, precipitation, air temperature, surface sensible, and latent heat fluxes, as well as many more, are available. WRF is known to be highly scalable and it supports grid nesting to improve resolution over specific areas of interest. Table 1 provides a summary of the atmospheric model configuration used in the current work. The interested reader is referred to Skamarock et al. [18] for a complete description of WRF.
Table 1. A list of the key physics schemes and meteorological data sources that are used in this work.

<table>
<thead>
<tr>
<th>Atmospheric Model</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
<td>WRF Version 4.2.1</td>
</tr>
<tr>
<td>Integration Domain</td>
<td>Gulf of Mexico</td>
</tr>
<tr>
<td>Grid</td>
<td>Arakawa semi-staggered C-grid</td>
</tr>
<tr>
<td>Initial and boundary conditions</td>
<td>NCEP GDAS/FNL Reanalysis, 0.25° × 0.25°</td>
</tr>
<tr>
<td>6-hour update of boundary conditions</td>
<td>NCEP GDAS/FNL Reanalysis</td>
</tr>
<tr>
<td>SST</td>
<td>SST</td>
</tr>
<tr>
<td>Surface Layer</td>
<td>Revised MM5 Monin-Obukhov scheme [19]</td>
</tr>
<tr>
<td>Planetary Boundary Layer</td>
<td>YSU [20]</td>
</tr>
<tr>
<td>Microphysics</td>
<td>Thompson scheme [21]</td>
</tr>
<tr>
<td>Cumulus</td>
<td>None</td>
</tr>
<tr>
<td>Land surface</td>
<td>Noah [22]</td>
</tr>
<tr>
<td>Radiation</td>
<td>RRTMG scheme used for longwave and shortwave radiation [23]</td>
</tr>
</tbody>
</table>

2.2. Ocean Model

The primary focus of this effort is to characterize the propagation of small scale sea surface perturbations into the atmosphere in realistic environments. To that end, the proposed ocean model is designed in order to allow for a specification of realistic initial conditions and a variety of geophysical forcings. The equations governing the behavior of the ocean domain are solved while using the open-source CFD software, OpenFOAM™. This work uses OpenFOAM v2006 that is distributed by ESI-OpenCFD (Bracknell, UK).

2.2.1. Governing Equations

The ocean domain is assumed to satisfy the incompressible unsteady Reynolds-averaged Navier–Stokes (URANS) equations for a Boussinesq fluid, such that the balance of mass and momentum can be expressed as

\[ \nabla \cdot \mathbf{U} = 0, \]

\[ \frac{\partial \mathbf{U}}{\partial t} + \mathbf{U} \cdot \nabla \mathbf{U} - \nu \nabla^2 \mathbf{U} = -\nabla \hat{p} + \nabla \cdot \mathbf{u}' \mathbf{u}' - \frac{\Delta \rho}{\rho_0} \mathbf{g} + \mathbf{F}_b. \]  

Here, \( \mathbf{U} = [U, V, W]^T \) is the mean velocity field, \( \mathbf{u}' \) is the fluctuating component of velocity due to turbulence, \( \nu \) is the kinematic viscosity, \( \Delta \rho = \rho - \rho_b(z) \) indicates a perturbation from the background density profile, \( \rho_b(z) \), and \( \rho_0 = \rho_b(z = 0) \) is a reference density. This work also makes use of the piezometric pressure, \( \hat{p} = (p - \rho_0 \mathbf{g} \cdot \mathbf{x})/\rho_0 \), where \( \mathbf{x} \) is the position vector, \( \mathbf{g} \) is the gravity vector, and \( p \) is the total pressure. The final term on the right-hand side of Equation (2), \( \mathbf{F}_b \), represents external body forces other than gravity (e.g., Coriolis force, etc.). Those forcings are neglected in the current work, but they can be easily included in the future.

The evolution of temperature and salinity are directly modeled in this work through the following transport-diffusion equations

\[ \frac{\partial T}{\partial t} + \nabla \cdot (\mathbf{U} T) = \nabla \cdot (\kappa_T \nabla T) + \nabla \cdot \mathbf{u}' \mathbf{T}', \]  

\[ \frac{\partial S}{\partial t} + \nabla \cdot (\mathbf{U} S) = \nabla \cdot (\kappa_S \nabla S) + \nabla \cdot \mathbf{u}' \mathbf{S}'. \]  

where \( t' \) and \( s' \) are the unsteady fluctuations in temperature, \( T \), and salinity, \( S \), respectively, and \( \kappa_T \) and \( \kappa_S \) are the molecular diffusivity of heat and salinity. Modeling temperature and salinity, in this way, allows for the use of realistic environmental profiles that were recorded by oceanic buoys or Regional Ocean Modeling System (ROMS) forecasts. Equations (1)–(4) are closed by an equation of state (EOS) relating pressure, temperature, salinity, and density. In this work, the density is computed while using the TEOS-10 seawater EOS [24].
2.2.2. Turbulence Modeling

A standard $k - \epsilon$ model, modified to include buoyancy production effects, is used in order to compute the Reynolds stresses, $\overline{u'u'}_i$, and the turbulent fluxes $\overline{u'_i}t'$ and $\overline{u'_i}s'$. The Reynolds stress and turbulent fluxes are given by

$$
-\overline{u'u'}_i = 2\nu_i S_{ij} - \frac{2}{3}k\delta_{ij},
$$

$$
-\overline{u'_it'} = \nu_i \frac{\partial T}{\partial x_i},
$$

$$
-\overline{u'_is'} = \nu_i \frac{\partial S}{\partial x_i},
$$

where $\nu_i = C_{\mu} \frac{k^2}{\epsilon}$ is the eddy viscosity and $S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$ is the mean rate of strain. The following evolution equations describe the turbulent kinetic energy $k = \frac{1}{2} (\overline{u'u'})$ and dissipation $\epsilon$:

$$
\frac{\partial k}{\partial t} + \nabla \cdot (\mathbf{u}k) = \nabla \left[ \left( v + \frac{\nu_i}{\sigma_k} \right) \nabla k \right] + P_k + P_b - \epsilon,
$$

$$
\frac{\partial \epsilon}{\partial t} + \nabla \cdot (\mathbf{u}\epsilon) = \nabla \left[ \left( v + \frac{\nu_i}{\sigma_\epsilon} \right) \nabla \epsilon \right] + C_{1\epsilon} \frac{\epsilon}{k} (P_k + C_{3\epsilon} P_b) - C_{2\epsilon} \frac{\epsilon^2}{k},
$$

$$
P_k = -\overline{u'u'}_i \frac{\partial U_i}{\partial x_j} = \nu_i S_{ij},
$$

$$
P_b = \rho' \left( \frac{\nu_i}{P_f} \right) v_i.
$$

Here, $P_k$ is the standard turbulent kinetic energy production term, $P_b$ is the turbulent energy production due to buoyancy effects, and $C_{1\epsilon}$, $C_{2\epsilon}$, $C_{3\epsilon}$, $\sigma_k$, and $\sigma_\epsilon$ are the model constants.

2.3. One-Way Coupling Approach

WRF employs a surface layer scheme that is based on the Revised Monin–Obukhov similarity theory [19]. Within WRF, the surface layer is assumed to be the first vertical layer. Following Varlas et al. [17], the air-sea fluxes of momentum, sensible heat, and latent heat can be expressed as

$$
\tau = \rho_a u_s^2 = \rho_a C_d (U - U_s)^2
$$

$$
H = -\rho_a C_p u_s \theta_a = \rho_a C_p U (\theta_s - \theta_a)
$$

$$
LH = L_s \rho_a u_s q_s = L_s \rho_a C_l U (q_s - q_a)
$$

where $\rho_a$ is the density of air in the surface layer, $u_s$ is the friction velocity, $U_s$, is the sea surface current velocity, and $U$ is the wind speed at the lower layer that is modified by convective velocity and a sub-grid velocity following Beljaars [25] and Mahrt and Sun [26], respectively. Additionally, $\theta_s$ and $q_s$ are the temperature and moisture scales, respectively, $C_p$ is the specific heat capacity at constant pressure, and $L_s$ is the latent heat of vaporization. $\theta_a$ and $q_a$ are the air and sea surface potential temperatures, respectively, and $q_a$ is the specific humidity at the sea surface. For details on the parameterization of the bulk transfer coefficients, the reader is referred to Jiménez et al. [19].

In order to couple the atmosphere and ocean domains, predictions for sea surface currents, $U_s$, $V_s$, and sea surface temperature (SST), $\theta_s$, from the ocean model are applied as the bottom surface boundary conditions and used in the surface momentum, heat, and moisture flux calculations of the atmospheric model, as given by Equations (12)–(14). For the results that are presented in this paper, the ocean domain is assumed to evolve
much more slowly in time than the atmospheric domain. Consequently, predictions of surface currents and SST from the ocean model are taken to be constant relative to the atmosphere and result in a one-way coupled system. This greatly simplifies the coupling, as no data exchange is required during execution of either the ocean or atmosphere model. Figure 1a illustrates the proposed one-way coupling algorithm and it can be summarized, as follows:

1. initialize the ocean and atmospheric models with a consistent ambient environment;
2. run the ocean model and extract relevant surface fields \((U_s, V_s, T_s)\);
3. map surface fields from the ocean domain onto the atmospheric domain;
4. overwrite initial atmospheric environment with mapped ocean fields; and,
5. run the atmospheric simulation as normal.

Figure 1. (a) Illustration of the one-way coupling algorithm. The ocean model (FOAM) is run prior to the atmospheric model to generate the required bottom boundary conditions. (b) Depiction of the possible disparate meshes that can exist between ocean and atmospheric model components. The ocean domain, drawn in blue, at a finer grid resolution, and not aligned with the underlying atmospheric domain.

2.3.1. Mapping Data Fields

In general, the atmosphere and ocean models will have different domain projections, different resolution requirements, and different reference frames. Consequently, the computational domains will often be mismatched at the air-sea interface, as illustrated in Figure 1b. The process of interpolating sea surface predictions from the ocean model onto the atmospheric domain involves four steps: (1) aligning the atmospheric and ocean domains, (2) transform the atmospheric domain geographic coordinates into Cartesian coordinates, (3) locate the atmospheric points in the ocean domain and interpolate field data from the ocean domain onto the specified interpolation points, and (4) output the new interpolated fields in an appropriate format.

In general, some amount of transformation (rotation and/or translation) is required in order to align the atmospheric and ocean reference frames. Often, the origin of the ocean domain is chosen in such a way as to simplify initialization of the model or to satisfy some other modeling consideration. For example, the surface ship wake application that is presented in Section 3 requires one coordinate (the \(x\)-coordinate, in this case) be aligned with the direction of ship motion in order to satisfy the \(2D + t\) assumption. Predictions of sea surface currents must then be transformed in order to align with the ship’s heading relative to the atmospheric domains reference frame.

For the applications under consideration in this work, the computational domain of the ocean model is much smaller than the atmospheric domain. Therefore, it is assumed
that the x-coordinate direction is parallel to lines of longitude and the y-coordinate direction is parallel to the lines of latitude. Thus, to a reasonable degree of accuracy, the geographic and Cartesian coordinates can be related via the expressions:

\[
\text{lat} = \frac{(y - y_{\text{min}})(\text{lat}_{\text{max}} - \text{lat}_{\text{min}})}{(y_{\text{max}} - y_{\text{min}})} + \text{lat}_{\text{min}}, \quad (15)
\]

\[
\text{lon} = \frac{(x - x_{\text{min}})(\text{lon}_{\text{max}} - \text{lon}_{\text{min}})}{(x_{\text{max}} - x_{\text{min}})} + \text{lon}_{\text{min}}, \quad (16)
\]

where the min and max subscripts refer domain extents [10].

After the coordinate transformations are complete, the required data field must be interpolated from the ocean domain onto the atmospheric domain. In this work, both linear and cubic two-dimensional (2-D) interpolation schemes were tested. The bi-linear interpolation scheme proved to be the most robust at minimizing errors near domain boundaries and when the resolutions were significantly different between the ocean and atmospheric domains.

Finally, the interpolated boundary data must be stored in a format that is suitable for ingestion in the atmospheric model. In this case, the WRF input files are written in NetCDF format. This step, along with the mapping approach that is described above, has been implemented in a Python-based utility, called \texttt{foamToWRF}. This utility automates the extraction of surface field data from OpenFOAM result files, the alignment of the OpenFOAM and WRF domains, the interpolation of the OpenFOAM data onto the WRF grid, and the export of the resultant bottom boundary conditions in the NetCDF format that is required by WRF. This work uses NetCDF version 4.3.3.1.

3. Results and Discussion

The following section describes two examples of the proposed one-way coupled atmosphere-ocean model. In the first example, the surface currents and SST are analytically generated without the use of an ocean model. In the second example, the ocean model is used in order to predict sea surface current and SST modifications that are caused by the passage of a surface ship. The first example does not use the ocean model and it is intended to demonstrate the ability to modify the WRF boundary conditions, while the second example is illustrative of a more realistic scenario. In both cases, the focus of the investigation is on the microscale Large Eddy Simulation (LES) domain predictions.

3.1. Application to Surface Jets

This test case was conducted as a demonstration of the one-way coupling process. In this problem, modified sea surface temperatures and currents are analytically described by Gaussian jets to represent an exaggerated surface signature. In this case, two Gaussian jets describe the initial sea surface temperature and sea surface currents:

\[
F(x, y) = \sum_i F_i(x, y), i = 1, 2, \quad (17)
\]

where each jet is given by

\[
F(x, y) = A(x) \exp \left[ -\alpha(y - y_0)^2 \right], \quad (18)
\]

and

\[
A(x) = A_0 \exp -\beta(x)x^2. \quad (19)
\]

Here, \(\beta(x)\) is given by

\[
\beta(x) = \begin{cases} 
0, & \text{if } x < 0 \\
10, & \text{if } x > 0 
\end{cases} \quad (20)
\]
where $-\frac{1}{2} \leq x \leq \frac{1}{2}$ is a normalized horizontal location. Table 2 lists the values of the Gaussian jet parameters.

### Table 2. Gaussian jet parameters that were used in this study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value for SST</th>
<th>Value for $U$</th>
<th>Value for $V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td>20 K</td>
<td>0 m/s</td>
<td>10 m/s</td>
</tr>
<tr>
<td>$y_{01}$</td>
<td>8500 m</td>
<td>-</td>
<td>8500</td>
</tr>
<tr>
<td>$y_{02}$</td>
<td>6500 m</td>
<td>-</td>
<td>6500</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$1 \times 10^{-6}$ m²</td>
<td>-</td>
<td>$1 \times 10^{-6}$ m²</td>
</tr>
</tbody>
</table>

The meteorological environment is chosen, so that surface winds are nearly perpendicular to the direction of the surface currents, as seen in Figure 2b, and the background SST is nearly uniform over the region of interest. This is constructed in such a way as to maximize the induced atmospheric perturbations. NCEP GDAS Final global analysis and forecast data provide meteorological initial and boundary conditions (0.25° × 0.25° resolution every 6 h). The total simulation length is 10 h, which includes 6 h of spin up time. The overall elevation in the atmospheric domain is approximately 20,500 m, and the simulation utilized a total of four nested grids, which are shown in Figure 2a. Table 3 lists the details of each grid.
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Table 3. The Yonsel University Planetary Boundary Layer scheme (YSU PBL) is used for mesoscale simulations [20].

<table>
<thead>
<tr>
<th>Simulation Type</th>
<th>PBL Treatment</th>
<th>$\Delta x$ (m)</th>
<th>Height of 1st Grid Point (m)</th>
<th>Grid Points</th>
<th>$\Delta t$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D01 mesoscale</td>
<td>YSU PBL</td>
<td>4500</td>
<td>5</td>
<td>$120 \times 120 \times 81$</td>
<td>27.0</td>
</tr>
<tr>
<td>D02 mesoscale</td>
<td>YSU PBL</td>
<td>900</td>
<td>5</td>
<td>$121 \times 121 \times 81$</td>
<td>5.4</td>
</tr>
<tr>
<td>D03 mesoscale</td>
<td>YSU PBL</td>
<td>300</td>
<td>5</td>
<td>$151 \times 151 \times 81$</td>
<td>1.8</td>
</tr>
<tr>
<td>D04 microscale</td>
<td>LES</td>
<td>100</td>
<td>5</td>
<td>$151 \times 151 \times 81$</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Figure 2c,d show the contours of sea surface zonal currents and SST, respectively, inside grid D04. As shown, the modified surface fields that are specified in Equations (17)–(20) are completely contained within the most refined grid (D04) in order to avoid introducing spurious behavior at the nested grid boundaries. This is consistent with the WRF published best practice recommendations, which suggest that nested grid boundaries be placed far away from regions of interest [27]. Figure 3 qualitatively shows the impact of the prescribed sea surface modifications, which show contours of the $U$-component of wind at 10 m elevation and vertical heat flux at the sea surface at the end of the 10-hour simulation time. In this case, three separate simulations are run: (1) a baseline case, in which no modification is introduced to the bottom boundary condition, (2) a SST-only case, in which the SST is modified, and (3) a current-only case, in which only the meridional currents are modified. This allows for independent evaluation of each modification on the atmospheric boundary layer. The signature of the prescribed jets is clearly visible in Figure 3, which indicates that the modified boundary conditions are being correctly ingested by the atmospheric model. However, both the 10 m wind and vertical heat flux are prognostic quantities that are computed directly from the imposed boundary conditions and are not necessarily indicative of the sensitivity of the model to the perturbations at the air-sea interface.

Figure 4 provides a more quantitative comparison, which show mean vertical profiles of potential temperature, water vapor mixing ratio, and vertical wind velocity evaluated at the center of grid D04. Again, deviations from the baseline predictions are readily apparent. Potential temperature and water vapor mixing ratio appear to be relatively insensitive to the imposed perturbations over the elevation ranges of interest. On the other hand, the vertical wind velocity that is shown in Figure 4c appears to be much more sensitive to modifications of the air-sea interface, which suggests that vertical wind measurements may be a key indicator in detecting sea surface perturbations in the atmosphere. However, a more rigorous parameter study is required before firm conclusions can be drawn.

3.2. Application to Surface Ship Wake

This section considers sea surface disturbances due to the passage of a surface ship. As the ship moves through the ocean, it generates a wake that perturbs the sea surface for many kilometers behind the traveling vessel. These perturbations propagate into the atmospheric boundary layer, although to what extent is not yet well understood.

A full, unsteady, three-dimensional simulation of the evolution of a ship wake is not computationally tractable, because of the range of length and time scales that are needed to resolve all of the relevant physics. Instead, a “two-dimensions plus time” (2D + t) approach is used, in which the problem domain is reduced to two spatial dimensions under the assumption that changes in the axial direction are negligible. Under this assumption, the wake is evolved in time, $t$, and in the ($y, z$) plane. Assuming that the ship is moving with constant speed, $U_0$, the $x$-location in the wake can be determined from the simulation time as $x = U_0 t$. 
Figure 3. Predicted contours of (a) 10 m $U$-wind and (b) Upward heat flux. The top row contains predictions for the baseline case, the middle row contains predictions for SST-only modifications, and bottom most row shows predictions for sea surface current-only modifications.
Figure 4. Mean vertical profiles of (a) potential temperature, (b) water vapor mixing ratio, and (c) vertical wind velocity. Shaded regions represent ±2σ from the mean value.

The computational domain of the ocean model has the dimensions of −500 m < y < 500 m by −500 m < z < 0 m and a nominal cell size of 0.3 m. The time step size is set
to $\Delta t = 1$ s and the total simulation duration is 1 h. The $x = 0$ m location is set to be approximately one-half ship length downstream of the stern of the vessel, so as not to violate the 2D+$t$ assumptions. In this study, the initial conditions at $t = 0$ s are generated via a semi-empirical formulation that is similar to Miner et al. [28]. Appendix A of Somero et al. [29] provides the complete details on the semi-empirical wake formulation.

Table 4 lists the details of the surface ship used in order to generate the initial conditions at $t = 0$ s. The ship’s heading was specifically chosen to be aligned with the atmospheric domain’s reference frame in order to assess relative resolution requirements of the atmospheric model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward speed (m/s)</td>
<td>13</td>
</tr>
<tr>
<td>Draft (m)</td>
<td>6.16</td>
</tr>
<tr>
<td>Beam (m)</td>
<td>18.9</td>
</tr>
<tr>
<td>Heading (deg)</td>
<td>5.52</td>
</tr>
</tbody>
</table>

Field data (e.g., currents, temperature, etc.) from the 2D + t predictions are first sampled along the free-surface ($z = 0$ m) in order to generate the bottom boundary conditions for the atmospheric model. The sampled fields are then mapped onto the atmospheric domain, as described in Section 2.3.1. Figure 5 shows contours of the sampled surface currents predicted by the ocean model and the corresponding mapped currents.

NCEP GDAS Final global analysis and forecast data provide the meteorological initial and lateral boundary conditions, as in Section 3.1. The total simulated time is 1 h and a total of five nested grid is used in this analysis in order to reach a sufficient level of refinement in the atmospheric domain in order to resolve enough of the wake. It should be noted that a simulation time of 1 h does not, in general, provide sufficient “spin up” time for a valid physical state to develop in the WRF model. As a result, specific model predictions during this time period are very likely inaccurate. Despite this limitation, this analysis is still useful for a qualitative assessment of the one-way coupled approach. Figure 6 shows the nested grids. Table 5 lists the relevant details for each grid used in this analysis.

Figure 5. Cont.
Figure 5. (a) U-component of surface currents predicted by the OpenFOAM model, (b) V-component of surface currents predicted by the OpenFOAM model, (c) U-component of surface currents mapped onto WRF domain, and (d) V-component of surface currents mapped onto WRF domain. The black arrows indicate the direction of the wind at 10 m elevation.

Table 5. The Yonsel University Planetary Boundary Layer scheme (YSU PBL) is used for mesoscale simulations [20].

<table>
<thead>
<tr>
<th>Simulation Type</th>
<th>PBL Treatment</th>
<th>Δx (m)</th>
<th>Height of 1st Grid Point (m)</th>
<th>Grid Points</th>
<th>Δt (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D01 mesoscale</td>
<td>YSU PBL</td>
<td>2500</td>
<td>5</td>
<td>120 × 120 × 81</td>
<td>13.0</td>
</tr>
<tr>
<td>D02 mesoscale</td>
<td>YSU PBL</td>
<td>450</td>
<td>5</td>
<td>121 × 121 × 81</td>
<td>2.6</td>
</tr>
<tr>
<td>D03 mesoscale</td>
<td>YSU PBL</td>
<td>90</td>
<td>5</td>
<td>151 × 151 × 81</td>
<td>0.52</td>
</tr>
<tr>
<td>D04 microscale</td>
<td>LES</td>
<td>30</td>
<td>5</td>
<td>151 × 151 × 81</td>
<td>0.17</td>
</tr>
<tr>
<td>D05 microscale</td>
<td>LES</td>
<td>10</td>
<td>5</td>
<td>151 × 151 × 81</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Figure 7 shows atmospheric model predictions of 10 m horizontal winds and sea surface vertical heat flux for the case with and without a ship wake. Larger fluctuations are predicted by the atmospheric model across the entire D05 domain for the ship wake case, and evidence of the ship wake is barely discernible in Figure 7f, around 23.79° N, 90.28125° W.

Figure 8 shows the vertical profiles of potential temperature, water vapor mixing ratio, and vertical wind taken from the center of domain D05. Predictions of potential temperature and water vapor mixing ratio are not strongly affected by the presence of the modified surface currents caused by the ship wake, as was observed in Section 3.1. Conversely, differences in vertical wind, as shown in Figure 8c, are observed much higher into the air column, consistent with the results that are presented in Section 3.1. However, it should be noted that the fluctuations in the vertical wind are approximately an order of magnitude greater than those that are observed in Figure 4, due to the influence of transient pressure waves that are present during the spin up time.
Figure 6. Overview of the atmospheric domain extents of (a) D01–D03, and (b) D03–D05 used in the surface ship wake analysis.
Figure 7. Predicted contours of upward heat flux (a,b), 10 m $U$-wind (c,d), and 10 m $V$-wind (e,f). Baseline case predictions without a ship wake are shown in the left column and the right column shows predictions with the ship wake present.
4. Summary and Conclusions

A one-way coupled atmosphere-ocean model was presented in order to study the effects of air-sea interface perturbations on the atmospheric boundary layer. A partitioned approach is used in order to solve the coupled problem, in which the atmospheric domain is modeled while using the numerical weather prediction tool WRF, while the ocean domain is modeled using an unsteady RANS finite volume method implemented in OpenFOAM. One-way coupling is achieved by treating ocean model predictions of sea surface currents and sea surface temperature as a constant bottom boundary condition in the atmospheric model.

Two demonstration cases are presented in order to illustrate the performance of the proposed one-way coupled approach. The first case employs analytical functions in order to specify the perturbed currents and temperatures at the sea surface. The second case uses a semi-empirical relationship to describe the initial conditions of a surface ship wake, which is then evolved in time while using the ocean model. Predicted surface fields from the ocean model are extracted and applied as bottom boundary conditions in the atmospheric model. The modified boundary conditions were clearly visible in contours of 10 m U-wind and vertical heat flux predicted by the WRF model. In both demonstration cases, the vertical profiles of temperature and relative humidity that were predicted by the coupled
model were relatively unaffected by the modified boundary conditions, while vertical wind velocity predictions were much more sensitive to the disturbed sea surface conditions.

It is important to note that the results that are presented herein should be considered preliminary and more work is required in order to improve and validate the proposed approach. Techniques, such as Digital Filter Initialization (DFI), need to be explored for reducing atmospheric model “spin up” time [30]. A careful grid convergence study needs to be performed in order to assess the impact of mesh resolution on the model predictions and determine appropriate resolution requirements for this application. Additionally, a parametric study should be conducted to assess which atmospheric parameters are the most sensitive to sea surface disturbances. Techniques for differentiating the relevant atmospheric fluctuations from the naturally occurring variability in the ambient environment is another key aspect of this problem that needs to be investigated. Finally, it will be important to assess whether the assumption of constant bottom boundary conditions is appropriate.
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The following abbreviations are used in this manuscript:

- **WRF** Weather Research and Forecasting model
- **FVM** Finite Volume Method
- **RANS** Reynolds Averaged Navier Stokes
- **URANS** Unsteady RANS
- **2D + t** Two dimensions plus time
- **OpenFOAM** Open Field Operation And Manipulation
- **ROMS** Regional Ocean Modeling System

**References**


