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(ABSTRACT)

In Virginia Tech’s Digital Library Research Laboratory, we support subject-matter-experts (SMEs) in their pursuit of research goals. Their goals include everything from data collection to analysis to reporting. Their research commonly involves an analysis of an extensive collection of data such as tweets or web pages. Without support – such as by our lab, developers, or data analysts/scientists – they would undertake the data analysis themselves, using available analytical tools, frameworks, and languages. Then, to extract and produce the information needed to achieve their goals, the researchers/users would need to know what sequences of functions or algorithms to run using such tools, after considering all of their extensive functionality. Our research addresses these problems directly by designing a system that lowers the information barriers. Our approach is broken down into three parts. In the first two parts, we introduce a system that supports discovery of both information and supporting services. We, firstly, describe the methodology that incorporates User eXperience (UX) research into the process of workflow design. Through the methodology, we capture (a) what are the different user roles and goals, (b) how we break down the user goals into tasks and sub-tasks, and (c) what functions and services are required to solve each (sub-)task. We, secondly, identify and describe key components of the infrastructure implementation. This implementation captures the various goals/tasks/services associations in a manner that supports information inquiry of two types: (1) Given an information goal as query, what is the workflow to derive this information? and (2) Given a data resource, what information can we derive using this data resource as input? We demonstrate both parts of the approach,
describing how we teach and apply the methodology, with three case studies. In the third part of this research, we rely on formalisms used in describing digital libraries to explain the components that make up the information system. The formal description serves as a guide to support the development of information systems that generate workflows to support SME information needs. We also specifically describe an information system meant to support information goals that relate to Twitter data.
CONTINUOUSLY EXTENSIBLE INFORMATION SYSTEMS: EXTENDING THE 5S FRAMEWORK BY INTEGRATING UX AND WORKFLOWS

Prashant Chandrasekar

(GENERAL AUDIENCE ABSTRACT)

In Virginia Tech’s Digital Library Research Laboratory, we support subject-matter-experts (SMEs) in their pursuit of research goals. This includes everything from data collection to analysis to reporting. Their research commonly involves an analysis of an extensive collection of data such as tweets or web pages. Without support – such as by our lab, developers, or data analysts/scientists – they would undertake the data analysis themselves, using available analytical tools, frameworks, and languages. Then, to extract and produce the information needed to achieve their goals, the researchers/users would need to know what sequences of functions or algorithms to run using such tools, after considering all of their extensive functionality. Further, as more algorithms are being discovered and datasets are getting larger, the information processing effort is getting more and more complicated. Our research aims to address these problems directly by attempting to lower the barriers, through a methodology that integrates the full life cycle, including the activities carried out by User eXperience (UX), analysis, development, and implementation experts. We devise a three part approach to this research. The first two parts concern building a system that supports discovery of both information and supporting services. First, we describe the methodology that introduces UX research into the process of workflow design. Second, we identify and describe key components of the infrastructure implementation. We demonstrate both parts of the approach, describing how we teach and apply the methodology, with three case studies. In the third part of this research, we extend formalisms used in describing digital libraries to encompass the components that make up our new type of extensible information system.
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Chapter 1

Introduction

Imagine a scenario where a subject-matter-expert (SME), e.g., a sociologist, wants to study how different cohorts tweet for a specific kind of event, relative to a new theory. If the SME is familiar with the process of collecting tweets and working with the raw data, then they can do so quickly, before moving on to test their theory or tackle their research goal. If not, they must adopt a different plan that starts with addressing the challenge of collecting data. To collect data, they would do one or both of:

- go through the literature to find openly accessible datasets related to their research, or
- go onto Twitter and manually scan for relevant tweets; copy the text, user details, and other information one tweet at a time; and store them in some format.

After collecting the data, they still have the task of going through the tweets, filtering out non-relevant ones, and, possibly, extracting certain semantic information or derived measures, like tweet topics or tweet sentiment, through manual effort. What if there are no datasets openly accessible? What if testing their theory requires advanced analysis? What if they have to go through millions of tweets manually? The extent to which the situation becomes complicated depends on the scope of the research problem: the number of data sources, the complexity of analysis, the amount of analysis, etc.

Researchers can take it upon themselves to scour the web, learn a new language or framework
or tool for their data collection and analytical needs, and spend a great deal of time. Given the expectation of using “big data,” and the pace at which newer methods get built, this approach is not scalable. Furthermore, in long-term studies, researchers are forced to learn new technology and methodology that relates to their work. They face serious data analysis knowledge barriers.

One hope for SMEs, to aid with these challenges, is that they can leverage analytical solutions, frameworks, and workflow-based engines that allow researchers to produce and share their solutions. Some engines and data analysis workflow repositories cater to a particular research domain. The interface for these workflow solutions assumes that the intended user knows how to break down their problem into tasks, and knows what libraries or data mining functions they need to call upon to solve each task. We cannot expect all SMEs to have this background knowledge. Without such background knowledge, and task-oriented problem solving skills, these tools may not prove to be helpful to the SMEs. However, a typical SME supervisor has a view that the primary effort exerted by SMEs should be on research work that requires their domain-specific expertise.

At the Digital Library Research Laboratory at Virginia Tech, we want to provide an opportunity for SMEs to conduct their research despite the data/text mining knowledge barriers. There are many critical technical challenges we face as we pursue this effort. Firstly, we need to build a system that scales and extends with the evolving nature of SMEs’ exploratory needs and the advancements in data mining solutions. Secondly, we need to find a way to represent the relationship between information goals/states and developer-built data mining-centric workflow services that address previously identified goals. That representation also must facilitate reasoning about, as well as generating, workflows for newer goals. Thirdly, we need to capture and identify the properties and components of a class of workflow-based information systems that help SMEs conduct their research despite their knowledge
barriers. Building this extensible system and defining it formally will help future researchers and developers build similar systems by following our research approach.

We propose and teach a methodology that introduces the User eXperience (UX) research process into the process of workflow design. The methodology makes the integration of these two design processes possible. As a result, we can identify and extract goals, (sub-)tasks, services, and, most importantly, their associations. When correctly mined and represented, we believe that these associations will help us infer relationships among information states and goals. We propose a knowledge graph built on the knowledge base of these associations, and a reasoner based on algorithms that leverage the knowledge to produce results that satisfy the SMEs’ information needs. When implemented, the knowledge graph will support generation of workflows for information goals (e.g., queries), which will produce desired results when executed by a workflow engine. The workflows represent the functionality of an information system that supports the data needs of SMEs. We showcase the power of the methodology and the use of a suitable knowledge graph for three case studies. We then formally describe a class of such information systems that should aid developers in building instances that specialize on their category of information states and workflow services.

1.1 Overview of Chapters

The rest of this document is organized as follows:

1. Chapter 2 outlines related efforts for different aspects of this research.

2. Chapter 3 outlines research questions and conjectures/hypotheses.

3. Chapter 4 describes the first part of our research solution, a methodology to design extensible information systems.
4. Chapter 5 describes the second part of our research solution, including an identification of core components of such information systems.

5. Chapter 6 employs formalisms to describe a class of workflow-based information systems.

6. Appendix A provides supplemental information on the system solution developed by students in the graduate CS5604 course taught during Fall 2020.

7. Appendix B provides supplemental information on the knowledge graph proof-of-concept built by a student team in the Spring 2021 CS4624 class.
Chapter 2

Review of Literature

In this chapter we discuss previous attempts to lowering knowledge barriers for SMEs. We then go over alternate representations of workflow-related information and why they fall short to out requirements. Following that, we discuss related efforts that one could employ to “reason” with information represented via our chosen data structure. Finally, we discuss the 5S framework that we use in the final part of our research to describe a class of information systems.

2.1 Workflow Systems and Other Efforts To Support SME Information Needs

In this section, we discuss efforts by the research community toward reducing the knowledge barrier for SMEs. We can group these efforts into the following categories:

1. publications and online notebooks, and

2. workflow management systems and repositories.

The first group of efforts is geared towards encouraging reproducibility. The second is helpful for audiences that are more familiar with technology and development processes. As you will
see below, while both sets of efforts are beneficial in their way, they do not directly address the principal pain point.

2.1.1 Related Effort Category 1: Publications and Online Notebooks

Conference proceedings, journals, and workshops provide a platform for researchers to share their work. A natural benefit of sharing each others’ work is that readers can learn from other authors’ experiments. The readers could gain enough knowledge to attempt the same experiments if they so desire. These articles serve as a useful resource for SMEs, which enables them to carry out analyses for their research. However, as is well known, there is no standard schema enforced upon the authors of these articles. Without a standard, inconsistencies arise, which are compounded by changes in environment and technology, such as software version shifts. It may also be the case that the articles might not provide all of the information the SMEs need to replicate the experiments.

Furthermore, Gil et al. observe that computational methods are getting more and more complex. Therefore, they are more difficult to explain if the intended goal is to teach others [25][23].

To bridge that gap, and to promote transparency and reproducibility, the idea of publishing code along with literary work was adopted. Electronic tools like the Jupyter notebook became a popular medium for sharing code [37]. Jupyter notebooks are executable documents that allow authors to present code, rich text, figures, tables, and overall results, all in one document. When properly written, the document can be shared such that researchers can re-run the document by themselves. However, if poorly written, the code might only execute in the presence of specific libraries. If the author does not provide a way to indicate that, or
to package it in the document, the code will not execute. If the document contains sufficient
details, it could be interpreted with ease. As is the case with traditional publications, there
are no set standards on what should or should not be included in the document. The same is
true for content presentation. While Jupyter notebooks have their merits, we still are faced
with many of the same deficiencies we saw with traditional publications.

2.1.2 Related Efforts Category 2: Workflow management systems
and frameworks to create workflows

The evolution of workflow management systems (WMSs) has been a natural consequence
of advances in computer technology, an increase in digital sensors, and as a by-product, an
increase in the volume of observational data and any data collected through automation.
When Jim Gray talks about the Fourth paradigm and the “Transformed Scientific Method,”
he notes the change in how science is conducted and the increased investment into information
management systems to support science. He calls for an effort to not only archive journals
and publications, but to build an ontology for the data and the processes. He recommends
that the scientific community foster digital data libraries for both data and literature [33].

Liew et al. reference Taylor et al., as well as Goble and De Roure and Gorlach et al., when
stating that WMSs: (a) support collaborative research, (b) construct workflows without
concern about resources and workflow execution, (c) automate steps for reproducibility and
simulation-based studies, (d) integrate resources (data and processing power) from heteroge-
neous sources, and (e) optimize workflow execution [27, 29, 38, 49]. Workflow management
systems, if built keeping the SMEs’ interests in mind, can indeed provide these benefits.

Many WMSs exist, each with varying characteristics. Pegasus is a popular WMS [12]. It
uses Wings for workflow composition and provenance tracking [22]. Pegasus takes care of
resource mapping and workflow execution. It integrates various catalogs (libraries) that all contribute in the workflow planning process. Like Pegasus, Apache Taverna is an open-source WMS [63]. It is part of a suite of tools built by the myGrid team [35]. Taverna comes with a workbench, where one could design workflows by selecting services that they want to execute, and in their preferred order. Taverna has a library of 3500-plus services to select from. Workflows are published into a popular workflow repository known as myExperiment [10]. It also comes with a player called the Taverna Player that allows one to “replay” workflows via the browser.

Similarly, there are many more powerful WMSs such as KNIME, Kepler, Galaxy, etc. [4, 5, 39]. Liew et al. built a taxonomy of architectural characteristics that one can use to evaluate and compare WMSs [38]. This taxonomy can be found in Figure 2.1. When we compare

Figure 2.1: Taxonomy of workflow management system characteristics
2.1. Workflow Systems and Other Efforts To Support SME Information Needs

In the WMSs, we find many similarities in their design. These WMSs support research in various domains such as earth science, astronomy, chemistry, and geology. The focus of the developers of these WMSs is to provide the resources for conducting their experiments. These systems empower researchers to conduct experiments that support up to a million tasks and process petabytes of data, while integrating libraries deployed on various platforms. One of the main aims of these WMSs is to help the users conduct their experiments without having knowledge of workflow execution and optimization. However, the onus is still on the user to create the workflow. That being said, it is not always the case that they have to create a workflow from scratch.

Users of these systems are provided an interface to search, download, edit, and re-run published workflows. These WMSs have a repository that showcases the workflows that have been built by developers, engineers, and scientists. The Wings platform takes it a step further by additionally sharing workflow templates. Each template is designed to run a particular task [24]. The purpose of sharing the template is two-fold: (a) It helps educate the viewer regarding the different steps required to complete a task, the constraints that these tasks impose on the input data, and the properties of the output; and (b) it provides the ability for users to create their own workflows from the templates.

Pegusus uses the Wings platform for workflow design. Wings has a repository of workflows and tasks. Taverna workflows are shared on the myExperiment platform. Kepler has a workbench that allows search in a similar fashion. WMSs address the issue of workflow creation by allowing users to search and browse through workflows, workflow templates, individual processes, and other workflow-related artifacts. Domain-specific WMSs share, and provide search on, algorithms and datasets commonly found in that domain.

However, these interfaces are not particularly helpful for an audience of SMEs who might have little to no information on the tasks and files required. That knowledge barrier is not
addressed by the WMSs mentioned above.

Note that there are similar problems found in other environments where routines of various kinds are to be integrated. There is a long list of such environments, including:

1. IDEs and other tools to build programs using selections from libraries or sets of routines (e.g., Netbeans [52], Eclipse[13]),

2. R and other combination programming language / environment systems [55],

3. no-code or low-code application development platforms with associated collections of components (e.g., Mendix, Outsystems)[41],

4. Docker and other tools that facilitate the creation, deployment, and execution of applications using containers,

5. mashup enablers and similar tools that connect resources (e.g., Presto, Convertigo, and Caspio Bridge),

6. mobile operating system app stores (e.g., Google Play, Apple Store), and

7. integrators or connectors (e.g., Zapier) that work with APIs or separate WWW services.

While in the following we use the term “workflow” to refer to a connected collection of components, and the integration to be done by WMSs, the approach described can apply as well in all such environments.

This situation provides the motivation and basis for our research and our approach.
2.2 Workflow Representations

In our research effort, we design a hypergraph-based representation (component of the workflow-based information system) that stores the associations between workflow services and connects information states. In this section, we discuss the constraints of using alternate workflow representations.

The end goal of the information system is to provide a workflow for every information goal requested by the SME. One way we could do that is to represent the goal <-> <sequence of workflow services> association as a record in a data structure like a dictionary. In the dictionary, we would have a record for each goal, where the “key” would be the goal, and the “value” would be the sequence of services. The Common Workflow Language (CWL) and Workflow Description Language (WDL) are the most commonly used workflow representations in all of the workflow management systems that we have discussed before [1, 36].

Both of these languages or representations require that workflows are defined or “declared” as
Figure 2.3: Example workflow defined using Common Workflow Language. [1]
2.3 Reasoner Algorithms / Implementations

In our research effort, we design a context-free-grammar-based Reasoner (component of the workflow-based information system) that generates workflows based on SME information
needs. In this section, we look at alternative reasoners that one could adopt in their efforts to mine and derive associations between information states.

There are Semantic Web-based reasoners that might derive connections between services and information states represented in a knowledge graph \[61\]. RDF knowledge stores like Apache Jena provide a set of default reasoners \[51\]. For instance, you have the “transitive reasoner” that traverses classes and properties such as “rdfs:subPropertyOf” and “rdfs:subClassof.” Additionally, Jena and other RDF stores or knowledge graph databases provide rule-based reasoners. These are like the reasoner that we have implemented (implementation described in Appendix B) \[56\]. The reasoner can then traverse the graph and form associations. Then, using a graph querying language, an SME or user can find links between information states and links between services.

There also have been instances of AI planning-based reasoning used for workflow generation. In the early stages of the development of the Pegasus workflow management system, the developers used AI planning for grid computing \[11, 26\]. The focus was to address the challenge of providing distributed computation. The scientists and developers first construct an abstract workflow. Their description of the abstract workflow includes metadata and constraints for files and operations, respectively. Pegasus generates a workflow by selecting appropriate application components, assigning the required computing resources, and overseeing the successful execution, optimized based on the estimated run-time. The preconditions include constraints on feasible hosts and data dependencies on input files. The “plan”, which is the output of the AI planner, represents an executable workflow. Their system utilized an existing planner, Prodigy, and represented their concrete workflow construction, with resource mapping, as a planning instance problem \[57\]. As a result of their efforts, they have supported scientists conducting experiments in various settings \[53, 54\]. The Pegasus approach is closest to our approach, regarding using AI planning to generate
a workflow. However, they operate at a lower level. They work with the Workflow Manager and generate a concrete workflow plan based on computing resources, data flow, etc. This coordination is how they claim that they can support and optimize workflows of over 100 tasks. It could be beneficial, in the long term, to build scalable information systems to integrate with a system like Pegasus. In the near future, it would be most beneficial to explore AI-planning-based reasoning. We could represent our planning domain and problem using PDDL (Planning Domain Definition Language) [32]. AI Planning uses state-space and searching algorithms such as BFS, A*, Dijkstra's, etc., to search solution plans to solve planning problems. There has been some recent work in building an alternative “planning graph” that improves the complexity of the search algorithm by reducing the state space [44]. The authors of [44] state that this addresses the expressiveness and complexity issues raised in the AI planning book “Automated Planning: Theory and Practice” [21]. Future implementations of the reasoner could optimize the information system’s inner workings, thereby improving the support provided to SMEs.

2.4 Formal Descriptions of Digital Libraries: 5S

In our research, we aim to develop a formal description of a workflow-based information system. The formal description of a workflow-based information system or digital library will help capture all the components and the processes connecting them. We use the 5S formal framework to create this description [19]. In this section, we describe aspects of the 5S framework.

5S stands for five constructs – Streams, Structures, Spaces, Scenarios, and Societies – that, when described, help us capture all aspects of a digital library system. With Streams, we can capture all of the information that passes through the system. With Structures, we
Chapter 2. Review of Literature

capture organizational aspects of the data, the library as a whole, and everything in between. Spaces help us identify and define any stored or presented information in n-dimensional space, using any mathematical space. Scenarios represent every opportunity of interaction between components within the library framework or interaction with any entity external to the library framework. The “actors” that participate in the interactions, both internal and external, are identified in Societies, as are their relationships. “Digital Library Applications” showcases the use of 5S in five different areas of information needs. As noted by the authors, 5S can describe information systems in general, thereby having broader applicability [18].

Figure 2.4: Constructs that together make a minimal digital library.

Figure 2.4 identifies the constructs that, in combination, help define a “minimal” digital library. A minimal digital library is “the minimal set of components that make a digital library, without which, in our view, a system/application cannot be considered a digital library”. The formal definition of a minimal digital library and its constructs has allowed researchers to extend or instantiate minimal versions of digital libraries for various domains [19]. They have been able to do so by defining new constructs and/or instantiating existing
constructs to apply to the domain in question. Over the years, researchers have described many such (extensions of) minimal digital libraries. In my view, these could function as “design patterns” as described in the software engineering world [43, 45]. In the same manner that design patterns serve as a solution template for a class of problems, these minimal digital library descriptions guide developers looking to build digital library solutions to solve a class of problems.

2.4.1 Minimal Digital Library: Specific components/concepts

The definitions for specific components of the minimal digital library description are, as found in [19]:

1. State: A state is a function, from labels $L$ to values $V$. A state set $S$ consists of a set of state functions $s : L \rightarrow V$.

2. Transition Event: A transition event (or simply event) on a state set $S$ is an element $e = (s_i, s_j) \in (S \times S)$ of a binary relation on state set $S$ that signifies the transition from one state to another.

3. Scenario: A scenario is a sequence of related transition events $< e_1, e_2, ..., e_n >$ on state set $S$ such that $e_k = (s_k, s_{(k+1)})$, for $1 \leq k \leq n$.

4. Service: A service, activity, task, or procedure is a set of scenarios.

5. Descriptive Metadata Specification: Let $L = \bigcup D_k$ be a set of literals defined as the union of domains $D_k$ of simple datatypes (e.g., strings, numbers, dates, etc.). Let also $R$ and $P$ represent sets of labels for resources and properties, respectively. A descriptive metadata specification is a structure $(G, R \cup L \cup P, F)$, where:
(a) $F : (V \cup E) \rightarrow (R \cup L \cup P)$ can assign general labels $R \cup P$ and literals from $L$ to nodes of the graph structure;

(b) for each directed edge $e = (v_i, v_j)$ of $G$, $F(v_i) \in R \cup L$, $F(v_j) \in R \cup L$ and $F(e) \in P$;

(c) $F(v_k) \in L$ if and only if node $v_k$ has outdegree 0.

6. Metadata Catalog: Let $C$ be a collection (which are a set of digital objects) with $k$ handles in $H$. A metadata catalog $DM_C$ for $C$ is a set of pairs $(h, dm_1, \ldots, dm_{kh})$, where $h \in H$ and the $dm_i$ are descriptive metadata specifications.

Our 5S-based description, outlined in Chapter 6, will be built using these constructs. The description should aid developers looking to build a workflow-based digital library or information system.
Chapter 3

Research Overview

Our research derives from considerations of digital libraries, but can readily be generalized to a broad range of types of information systems. Further, though to many the scope of “information discovery” is confined to content external to an information system, i.e., that it manages, we view an even broader scope, indeed a recursive one, where the system itself – including artifacts that guide its construction, and its various services, service integrations, data, knowledge, and components – also can be explored.

3.1 Research Questions and Conjectures

To complete our research, we need to find solutions to many questions. Our solutions will be shown effective through three case studies, to highlight their generality. Accordingly, the scope of our hypotheses is assumed to be relative to those three situations, ensuring they are falsifiable, though we conjecture their scope is over a much larger class of information systems, at least including digital libraries. The central research questions and related conjectures are as follows:

**R1:** How do we improve the process of designing an information system to facilitate information discovery by engaging SME, UX, and DevOps personnel in a collaborative co-design effort?
1. **R1.1:** How do we identify (a) information that SMEs are looking for, and (b) background information such as output format desired and input files they might have?

2. **R1.2:** How do we associate the SME goals with steps that would form a workflow?

**C1:** Students\(^1\), taking up the roles of UX researchers and developers, trained in our methodology, will be able to build a workflow-based information system that SMEs could use to answer their goals.

**R2:** How do we implement such an information system, using knowledge graphs supported by a query language and capability?

**C2:** If we develop an exhaustive knowledge graph, based in part on workflows, then a reasoner can translate any previously identified SME goals in that domain into workflows that when executed yield appropriate results for each goal/query.

**R3:** How do we describe, so as to facilitate its implementation, such information systems?

**C3:** We conjecture that it suffices when devising such an information system for a particular domain for it to include:

1. what constitutes a minimal digital library;

2. three additional components defined according to the 5S framework \([19]\) – specifically a knowledge graph infrastructure, services registry, and reasoner; and

3. a services pool and knowledge graph instance constructed through our collaborative methodology involving UX, SME, and DevOps experts.

We hypothesize this is the case for the 3 case study domains chosen.

---

\(^{1}\)We refer specifically to majors in computer science, who are seniors or graduate students.
Input and collaboration between SMEs, UX researchers, and DevOps personnel informs our discovery for research questions 1 and 2.

### 3.2 Overall Research Contributions

Through our research, we devise the following:

1. A methodology that identifies and extracts user goals and workflow services to support the (sub-)tasks that make up the goal;

2. A knowledge graph built to generate a set of workflows designed to provide the answer for information queries;

3. A demonstration of the methodology and the building of a knowledge graph by way of case studies;

4. A working prototype of components of a workflow-based extensible information system; and

5. A 5S-based description of such information systems, that include a set of workflows supporting SME information needs.

### 3.3 Research Plan Overview

We break the research into three parts. In the first part, we describe the methodology that captures the SME needs, and through collaboration with developers and UX-researchers, breaks down their information goals into smaller units. The developers identify these units as being sub-goals, for which they can build services. We have applied the methodology in
various case studies. We also taught the methodology to student teams in undergraduate and graduate courses. In the second part, we describe a knowledge graph-based representation that organizes the information from the artifacts (produced from the methodology) and a reasoner for that graph that supports the SMEs’ queries for information. Through student teams’ efforts from CS5604: Information Storage and Retrieval, a proof-of-concept of the knowledge graph and the reasoner was built. We report on feedback provided by student teams and by a class of SMEs. Finally, in the third part, we describe the digital library using 5S (Streams, Structures, Spaces, Scenarios, and Societies) formalisms [17, 18, 19, 46]. We identify and define the digital objects and the components of a workflow-system-based digital library. Part 1 of the research is discussed in Chapter 4, part 2 in Chapter 5, and part 3 in Chapter 6.
This chapter describes the first part of our effort to build a workflow-based information system solution that supports SMEs. We discuss the methodology that will help design a set of workflows built to answer specific SME needs.

Figure 4.1 provides an overview of the steps of the methodology along with the information that is produced (and described) through each step. The outcome of executing each step brings us closer to provide a complete description of the workflows that define the information system. We can use the 5S framework to capture this information [19]. 5S stands for five constructs – Streams, Structures, Spaces, Scenarios, and Societies – that, when described, help us capture all aspects of a digital library. We address the formal descriptions of the digital library to support this methodology and the description of the workflow-based information system, produced through this methodology, in the third part of the research (see Chapter 6).

In the first step of the methodology, we identify the SME goals using the expertise of a UX researcher. In the second step, we consult with the developer, analyst, or scientist, and break down the goal into specific tasks. In the third step, using the experience of the developer, and the information captured in the previous steps, we describe all implementation-specific functions and entities that are requisite for solving each task. Using all of the information, we construct a model of the workflow. We should store these workflows in a knowledge base.

1 Background information on 5S can be found in Section 2.4 of Chapter 2.
Figure 4.1: Methodology that describes workflows. The color indicates the step of the methodology when we produce or extract the artifacts. Blue indicates artifacts produced from step 1 of the methodology. Similarly, orange is for step 2 and green for step 3.
4.1. STEP 1: Identify User Roles, Corresponding Goals and, if Available, Tasks to Achieve Them

with a schema that facilitates search. The SMEs will be able to search and thereby benefit from the outcome of the methodology after we capture all of the information and store it in the appropriate data structure/schema.

In the remaining sections of the chapter, we go through each step in detail. We additionally report on our efforts to teach the methodology to students in three classroom settings and the application of the methodology for various case studies.

4.1  STEP 1: Identify User Roles, Corresponding Goals and, if Available, Tasks to Achieve Them

Our methodology begins with the process of UX research [? ]. A UX researcher conducts the User eXperience research process and is tasked with studying users, their habits, and behaviors, as well as forming design-informing models using various standard practices and procedures. These include contextual inquiry and analysis, persona building, and usability testing. Everything begins with understanding the user, their role, and goals. The design process does not end after this. A UX researcher might then work with a UX designer, a User Interface (UI) designer, a product designer, and the development team, as a part of an exhaustive, but elegant, process that ensures sound product design. In our case, the “product” that we are building is a set of workflows and workflow-related information that we forward to the workflow engine. The designers, mentioned above, come into play primarily when building an interactive system that allows a user to interact with an interface. In an interactive system, the design of the user interface plays a significant role in designing and developing every other part of the system. For our research, we do not focus on how we present the set of workflows or how the SME might interact with an interface that would
The UX research process is conducted to specifically answer the following questions.

1. Who is the user who will be using the system?

2. What are the goals they are looking to accomplish via the system?

3. How do they currently accomplish those goals?

With the user-related information, we can construct what is known as a “user persona.” In a persona, we can list the user’s role. The user role we focus on for all of our users is that of an “SME in their area of research.”\(^2\) We can further enrich the details of the persona by identifying research interests, datasets they frequently work with, and other information related to their research. Defining a persona gives the implementation team a point of reference when building a solution.

While it might not be essential to capture a rich persona for the sake of building the workflow, capturing the research goals (or problems), on the other hand, is very important. In some cases, an SME might even provide some restrictions and require us to follow a set of steps to achieve the goal.

We can map the persona-related information to the Society aspect of our description. A “state,” as defined in 5S, can be used to represent goals. These states are then later connected based on the developer-built services that move them between states. We describe these in detail in Chapter 6.

Once we have identified specific research goals that are of interest to the different user personas, we need to come up with a plan to solve them. We address this in Step 2 of the

\(^2\) The methodology can work with a variety of other types of users too, but “SME” will be used to represent all such. Other types of users of particular interest in digital libraries include: curator/collection manager, cataloger, system manager, system operator, harvester, explorer, anonymous guest, and data scientist.
4.2 STEP 2: Break Down Research Goals Into Tasks and Tasks Into Sub-Tasks

In this step, we break the goal down into units known as tasks. Tasks can be further broken down into sub-tasks. As defined by Hartson and Pyla in their UX book, a task or a sub-task refers to things that the user does in order to achieve their goal [31]. A sub-task can be thought of as a task by itself. We can produce this breakdown through the expertise of engineers and developers who are familiar with solving such goals and tasks. The UX researchers represent the SME in their discussions with the developers. The goals extracted through Step 1 of the methodology are described, by the UX researcher, in a manner that can be understood by developers and engineers. As a result, a developer and engineer familiar with solving a goal or task, can break down the goal into tasks and sub-tasks. In some cases, the identified goal needn’t be broken down further. For example, if one of the goals of an SME is to collect tweets about an event, and they provide the UX researcher with an immediately usable search query, the developer may decide that this goal can be solved without breaking it down into smaller units. In that case, we treat the goal as a task and move on to the next step of the process. So, when and to what extent do we break down the goals?

When the developer identifies that the goal requires multiple steps to solve, they break down the goal into a set of tasks. The primary purpose of identifying the tasks is to guide the overall design such that the final design of the workflow should support the task and sub-tasks identified.
A hierarchical relationship is formed between goals, tasks, and sub-tasks. The meaning of the latter relationship is this: doing a sub-task is a part of doing a task.

Prior to this step, we were provided with SME goals that might not have been described to an extent such that we could facilitate support. The process of breaking down goals into tasks is not straightforward. Through the expertise of the developers, we were able to process the goals and produce a set of “solve-able” units (or tasks). We now have to find a way to solve these user tasks. We do that in Step 3 of our methodology.

4.3 STEP 3: Identify Functions To Solve Each (Sub-) Task and Model Workflow

At this stage, we have identified all aspects of the workflow that need support from functions. It is in this step that we decide what set of functions we want to employ to complete each (sub-)task. We again borrow the definition of a function from [31], as a thing that the system does. This step requires the most active collaboration between the UX researchers and the developers. To design a solution for a task, the developer has many options of functions or algorithms from which they could choose.

The UX researcher interacts with the developer to exchange user expectations on output and the available information on inputs. One of two things happens:

1. The SME has briefed the UX researcher on their requirements, and the information is in the UX-er’s possession. In this case, this information is passed on to the developer, and the developer makes a decision accordingly.

2. Alternatively, the UX researcher gets limited information due to the unfamiliarity of
the SME with the various stages of implementation.

Based on the discussion, the developer might have to include an Input/Output service as a part of the workflow to solicit input from the SME regarding the implementation. During this period, the developer also identifies other implementation-specific parameters. Finally, the developer designs a set of services, each of which encapsulates an algorithm or function that is requisite for the specific task to be complete.

Figure 4.2: Example template showing the implementation specific information that is captured in Step 3 of the methodology.

In the end, the developer combines all of the services to form a workflow based on what they have learned, and on the representation of the structure of the decomposition of the goal into tasks and sub-tasks. We can derive the workflow sequence by doing a topological ordering
of the graph structure. Through this step of the methodology, workflows are specified that represent the combined execution of all of the sub-tasks and tasks that make up the goal.

4.4 Summary

We have (1) a process to take the user goals and produce a solution that is built specifically for them, and (2) a unified representation of SME goals, workflows that support those goals, and all the mappings in between. Representing user goals and workflows in this manner removes the knowledge barrier and terminology mismatch generally experienced when using standard workflow management systems. The workflows can address specific SME information goals. From the SME’s point-of-view, they only need to request the desired information, and the information system implementation should generate a workflow. This generated workflow, when executed, will produce the information that they requested.\(^3\) The information supported by the information system workflows is dependent on the stakeholder/research community and its problems/needs. As SME needs evolve over time, new services/workflows can be designed and incorporated, making the information system extensible.\(^4\)

4.5 Teaching of Methodology

We have been able to apply the methodology in the context of a classroom. The opportunity allowed us to teach the methodology to students / student teams so that they can apply it to their process of building system solutions.

\(^3\)The user interface and execution of the workflow by the workflow engine are out of the scope of this document.

\(^4\)This can be done by making incremental changes to the unified representation, rather than building something new and independent of prior work.
4.5. Teaching of Methodology

4.5.1 CS4624: Multimedia, Hypertext, and Information Access

CS4624 is a capstone Virginia Tech Computer Science class where undergraduate students work on a term-long project defined and managed by a client. The clients represent SMEs from different fields with problems ranging from app-building to data wrangling, to data analysis and visualization. This class provided us with another opportunity to showcase how the methodology can be applied to build information systems for various contexts. More importantly, it allowed us to see if someone (or in this case, a team of students) other than myself could employ the methodology effectively. It was an opportunity for us to see if we could teach the methodology.

We introduced the methodology for two iterations of the class: CS4624 Spring 2020 and CS4624 Spring 2021. We used the Spring 2020 iteration of the class as a pilot study. Our experiences from the Spring 2020 iteration impacted how we administered the methodology for Spring 2021.

CS4624 Spring 2020: Pilot Study

For the Spring 2020 iteration of the class, we introduced the methodology part way into the semester. At this stage, the teams were already building parts of their solution. We aimed for the teams to use the methodology to help them in their development process. We taught the methodology through a presentation during a class session. Following the presentation, each of the seventeen teams had to complete and submit an assignment. In the assignment, they had to implement and produce artifacts from each step of the methodology. They identified their project goals, broke them down to tasks and sub-tasks, and identified the services they would need to build for their information system solutions. The student teams completed a set of surveys. Through the surveys, we learned that many of the students
understood the methodology. Through this class and this exercise, we observed how the student teams applied the methodology. We additionally learned that it would be beneficial if we had introduced the methodology sooner in the course.

**CS4624 Spring 2021: Study**

Accordingly, in the Spring 2021 offering of CS4624 we introduced the methodology at the end of week 2 of the course, right after the students’ selections of term projects had completed. As in the case of the previous iteration of the class, the student teams in Spring 2021 CS4624 were each building solutions that varied in scope and theme. Therefore, our motivation to teach the students the methodology was so that they could use the steps of the methodology to experience a “lite” form of user empathy and organize their development efforts. We wanted the student teams to focus on executing Steps 1 and 2 of the methodology. Due to some teams building mobile apps or databases or conducting data mining, we understood that they would find it hard to describe services (Step 3 of the methodology) involved in their development. Eighteen teams instrumented steps of the methodology to learn about the SME/user requirements and break down the user goals they identified into tasks and sub-tasks. At the end of the class, we asked the students to evaluate the methodology for its usability, learn-ability, and impact in their development effort.

**Evaluation by student teams**

We constructed our evaluation to assess the following aspects of the methodology:

1. Is the methodology easy to use?
2. Is it easy to learn?
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To learn (1) and (2), we employed an adapted version of the System Usability Scale (SUS) that was created to learn about user experiences when using a system [6].

---

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Please briefly explain the methodology as best as you can.</td>
</tr>
<tr>
<td>2. What did you learn from the methodology?</td>
</tr>
<tr>
<td>3. How did you use the methodology in making decisions about your team’s approach? How did it influence your solution?</td>
</tr>
<tr>
<td>4. If you did not use the methodology, how different would your approach and/or solution have been?</td>
</tr>
<tr>
<td>5. Write one thing you would change to improve the methodology.</td>
</tr>
<tr>
<td>6. If you could implement this methodology over, what would you do differently?</td>
</tr>
</tbody>
</table>

Table 4.1: Qualitative Questions on Methodology

---

We additionally asked the students to rate the overall solution’s quality, and through qualitative, open-ended questions, assess the degree to which the methodology contributed to their design decisions. Table 4.1 lists the sets of qualitative questions of the survey that we administered at the end of the class.

Figures 4.3, 4.4, 4.5, and 4.6 provide a breakdown of the responses to selected survey questions. As shown in these figures, the student teams gave us favorable feedback regarding their experience using the methodology. For future iterations of the class, we aim to get higher ratings from the students.
This methodology is helpful for doing the project

![Bar chart showing responses from participants for the question: The methodology was helpful for doing the project.](chart.png)

Figure 4.3: Responses from participants for the question: The methodology was helpful for doing the project.
I understand this methodology

Figure 4.4: Responses from participants for the question: I understand this methodology.
Figure 4.5: Responses from participants for the question: I thought the methodology was easy to use.
Figure 4.6: Responses from participants for the question: If it turns out that I often am building systems or doing projects like for this course, then I think that I would like to use this methodology frequently.
4.5.2 CS5604: Information Storage and Retrieval

Like CS4624, CS5604 is a problem-based learning course. As described in the course catalog, students in the course are tasked with “analyzing, indexing, representing, storing, searching, retrieving, processing and presenting information and documents using fully automatic systems.” They are to collectively build a state-of-the-art information storage, retrieval, and analysis system that supports searching, browsing, and analyses of three types of large collections of documents: (1) tweet (TWT) collections, (2) web page (WP) corpora, and (3) the local collection of electronic theses and dissertations (ETDs). The information needs of the subject-matter-experts (SMEs) would determine the range of search queries supported.

Setup

Figure 4.7 provides an overview of the components of the prospective system.

The figure also shows five different sets of team efforts that fit together to build the components of the system. These include three types of “content” teams, one front-end interface team, and one integration team. It is the responsibility of each of the “content” teams to communicate with the SME who works with their type of content. The members of each content team execute the steps of the methodology. Through that process they identify SME information goals, expectations regarding output formats, and the formats of available inputs. They forward this information to the front-end and integration teams. They translate this information into design and development requirements. We shared this figure with the class during the second week of the course.

The course was set up like a flipped classroom. The problem structure and the solution approach encouraged intra- and inter-team collaboration and learning.
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Figure 4.7: Class IR System Architecture
Execution of Methodology

Each of the three teams working on their respective content played the role of UX researchers. They then interviewed their respective SMEs (i.e., one SME for each team). As mentioned previously, the content teams shared this information with the front-end team. The front-end team was responsible for building what would support the user experience. So they needed to be aware of the SME preferences and expectations on output. Afterward, the content teams played the role of the developers. They broke down the user goals into tasks and sub-tasks. For the final part of the methodology (identifying services), the content teams collaborated with the integration team. The integration team was responsible for building the infrastructure for all of the development efforts to be deployed as services. The integration team also built a CFG-based reasoner and a service registry to support SME exploration. They communicated with the front-end team and built APIs that provided a response to SME queries from the UI. Appendix A provides a more detailed description of the components of the final workflow-based information system.

Outcome

The three teams working on their respective content identified 17 (five from the ETD SME, four from the WP SME, and eight from the TWT SME) information goals. They developed a total of 22 (eight from the ETD team, four from the WP team, and ten from the TWT SME team) services, which they containerized and deployed in collaboration with the integration team. The integration team registered the services and connected them based on the relationship between information goals. The front-end team built an interface for users for two types of functions: (1) browse and search through the collections, and (2) request an information goal. Requests were routed and served and the reasoner determined the se-
quence of services to execute to satisfy the user requirements. The reasoner generated the workflow and represented it via an executable document. This document was then passed on to the workflow manager to execute. The response was sent back to the SME via the interface that the front-end team built.

**Evaluation by student teams**

As was the case with the CS4624 case studies, we constructed our evaluation to assess three aspects of the methodology:

1. Is the methodology easy to use?

2. Is it easy to learn?

3. Does it help produce a good solution?

To learn (1) and (2), we employed an adapted version of the System Usability Scale (SUS) [6], same as before. For (3), we asked the students to rate the overall solution’s quality, and through qualitative, open-ended questions, assess the degree to which the methodology contributed to their design decisions.

As for the CS4624 study, Table 4.1 lists the sets of questions of the survey that we administered at the end of the class.
Figure 4.8: Responses from participants for the question: I thought the methodology was easy to use.
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Figure 4.9: Responses from participants for the question: I understand this methodology.

Figure 4.10: Responses from participants for the question: How would you rate the quality of the overall system solution?
Discussion

Figure 4.11: Responses from participants for the question: How important was the methodology in influencing your project solution?

Figures 4.8, 4.9, 4.10, and 4.11 provide a breakdown of the responses to selected survey questions. The feedback shows a favourable response from the students about the methodology that we employed as an engine for them to learn about building modern information retrieval systems.

Table 4.2 showcases a subset of textual responses to the question “How did you use the methodology in making decisions about your team’s approach? How did it influence your solution?” The textual responses convey that the methodology significantly contributed to each team’s design and implementation. Given that, and looking at the student’s self reporting of the quality of the solution, we can conclude that the students believed that through the methodology, they were able to build a good quality solution. More specifically, it conveys that the methodology positively impacted their decision making process.
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Textual Feedback

1. “The methodology helped a lot when we were creating our services. We developed services in such a way that it could be integrated into the system and work along with services that were developed by other teams. We made sure that the output file for each of our services would be in a format that would support airflow.”
2. “It influenced our solution by providing an ultimate goal and leaving the details to the developer which encouraged creativity and research.”
3. “The methodology was most useful in the beginning for finding out the scope of the project and defining separation of tasks. Creating the table of goals and tasks influenced how we separated our workflow, but I think this that should be communicated better is how our goals relate to the infrastructure. I think the main place where this approach breaks downs was the teams’ understanding of the infrastructure. Since the infrastructure tools were being learned/setup as we were building, it was difficult to get a clear sense of how all the pieces would finally fit together. I think this will be less of a problem next semester if you continue using Airflow, or switch to a similar workflow manager.”
4. “It very heavily influenced our initial design and how we designed our services (small, compact, do exactly 1 task).”
5. “We used the methodology to keep everyone on track with end points so the data is in the correct format for each service. The major influence it had was the integration of each service was well defined and everyone had to curate their services to deliver for the next service.”
6. “Using the methodology influenced the design of services, thus division of work. As we understood the architecture more, we fleshed out the workflow artifacts and adjusted to microservices.”

Table 4.2: Qualitative Feedback on Methodology
Evaluation by SME

We also needed to evaluate the SME’s perspective on the solution.

Figure 4.12: Two types of SMEs for the ETD part of the CS5604 class project. The goals for the student teams were from the developer SME. The developer SME goals were based on the researcher SME goals.

Figure 4.12 shows two types of SMEs for the ETD-specific part of the class project. We interviewed both the developer SME and the researcher SME to gather their information goals. The student team working on ETDs built workflows for the goals identified by the developer SME. It is important to note that the information goals for the student team, provided by the developer SME, were based on what the developer wanted to build. The developer SME goals were dependent on the information goals of the researcher SME.

The breakdown of the developer SME goals to task and then services, built by the student team.

We interviewed the two types of SMEs to understand the following:
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Figure 4.13: Data processing pipeline constructed by the ETD team in the CS5604 course. The rectangles with rounded edges represent the workflow services that the team successfully deployed on the graph-based service registry. [15]

1. From developer SME: Validation and Influence - Did the workflows built by the student team work as expected, and were they helpful for their (developer SME) development effort?

2. From researcher/end user SME: Influence: Does the existence of the workflow and services make it possible for a class of SMEs to use the system? Without these services, how does the way you address the goals change?

The following subsections give answers to these questions.

Developer SME

I provided the developer SME with the figure of the set of workflows that the student team built (Figure 4.13). I asked them to identify the workflows that work and those that don’t.
### Question

1. Best entry point chapter for reading an ETD, based on a concept.
2. Literature review on a topic
3. Enable experimental analysis of the corpus of ETDs
4. Determine where an ETD was downloaded from
5. Return a set of ETDs containing keywords in generated chapter summaries
6. Search/Sort/Group ETDs by descriptive metadata elements (e.g., return a set of ETDs from the same university)

<table>
<thead>
<tr>
<th>Table 4.3: Researcher/End user Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>All but one workflow worked as per their requirement. Next, I asked them how they would use the workflow for their work.</td>
</tr>
</tbody>
</table>

Figures 4.14 and 4.15 shows a set of workflows that the SME is developing (or could potentially develop in the future) that uses the information produced from workflows built by the student team. The design of the student team workflows informed the development efforts of the developer SME.

**Researcher/End user SME**

Table 4.3 lists the information goals for a class of researchers or end users who want to work with ETDs. I provided the SME with a list of workflows. I shared the input for each workflow and the output produced. We went through every information goal listed in the table. The researcher SME shared if the current set of workflows could extract the information goal. When applicable, they shared what workflows were missing. From my discussion with the researcher SME, we learned that except for having a user interface that would organize the information, all but one of the information goals could be satisfied with the combination of workflows built by the student team and the workflows that the developer SME would build on top of them. For goal 3, the researcher required a Jupyter notebook-style interface, for
Figure 4.14: A set of workflows that the Developer SME is working on (or planning to work on) that uses the information produced (“Chapter text”) by the workflows created by the student teams. This particular set of workflows generate chapter-level summaries and chapter labels, as well as extract data from tables and figures.
Figure 4.15: Another workflow that the developer SME identified as a future work that would generate a citation graph based on the References section of an ETD.
which a workflow service did not exist.

In conclusion, the researcher SME noted that for some of these goals, without the workflows, it would be close to impossible or highly tedious to extract information from long documents such as ETDs.

4.6 Methodology Instrumented via Case Studies

One of the many functions of Virginia Tech’s Digital Library Research Laboratory is to serve as data and information consultants for SMEs. Through various research efforts, we have provided to SMEs solutions such as dataset preparation, advanced analysis, and visualization. It is through our interaction, over the years, that we have noticed a pattern in SME needs and tasks that we have had to support. The patterns are regarding the type of data or the type of analyses that are of interest to SMEs. These experiences have inspired and motivated this research, so they serve as compelling examples to showcase the power of the research solution. Each case study description provides insight into the users’ characteristics and information needs that the desired system should support.

4.6.1 Tourism Project

Led by principal investigator Dr. Florian Zach, an assistant professor in the Department of Hospitality and Tourism Management at Virginia Tech, this project focuses on studying state tourism websites. The dataset is monthly snapshots of all US state tourism websites (managed at the state level by its tourism office) from the beginning of their existence. As explained by Dr. Zach, “The website is a representation of how the state tourism office thought it could best attract visitors at the time of the snapshot. These websites essentially
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Figure 4.16: User roles and goals identified for the Tourism project

tell us how the tourism offices interpreted potential visitors’ search and information consumption behavior.” We interviewed Dr. Zach as a subject matter expert. Putting on the hat of the UX researcher, we were able to identify his roles and goals. This can be seen in Figure 4.16.

The student team for the Spring 2020 undergraduate capstone class, CS4624: Multimedia, Hypertext, and Information Access, took on the role of the analyst and developers to instrument Step 2 and Step 3 of the methodology [47]. An essential task of all the goals was data ingestion. Without the data being stored in a format that would allow for mining, none of the questions posed by the SME would be answerable. This effort was the team’s focus. They were able to ingest and store the data in a workable format.

**Current Status:** While the student team was unable to directly address the goals identified in Step 1 of the methodology, they helped by making the data accessible. A team (USstateTourism) in the Spring 2021 class CS4624 has extended this work [58]. They also have followed the methodology, guided by explanatory materials I provided, as well as repeated discussions with them regarding how to proceed. Future teams will be able to make progress from this point.
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4.6.2 CBAR-tpd Project

The CRISP-funded project\(^5\) is staffed by a group with research interests spanning from environmental policy, planning, and management; to transportation resilience and evacuation modeling; to critical infrastructure resilience and disaster risk assessment; to studying behaviors on Twitter during natural disasters. Each researcher has goals that relate to their domain. However, all of it converges to the goal (for the project as a whole) to obtain ALL parameters to accurately model and simulate the behavior of systems, families, individuals, EMT teams, etc. before, during, and after a (hurricane) disaster event.

One of the main contributions comes from looking at how essential services, vulnerable populations, and first responders behave.

Our first step was to understand specifically what the researchers or SMEs wanted to learn. After interviewing the SMEs, we identified their information goals; these are shown at the top of Figure 4.17. The SMEs for the CRISP-funded project additionally provided us with information on how they planned to solve the goals, which we identified as tasks.

---

\(^5\)CRISP Type 2/Collaborative Research: Coordinated, Behaviorally-Aware Recovery for Transportation and Power Disruptions, CBAR-tpd, NSF CMMI-1638207, PI Dr. Murray-Tuite.
Figure 4.18: CRISP-funded project related Tasks and Sub-Tasks
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Figure 4.19: CRISP-funded project - Graph showing how the goals are broken down
The analysts and developers in the project were familiar with the mining of tweets related to natural disasters. They broke down every task into sub-tasks. Figure 4.18 showcases these sub-tasks. They were also able to capture the hierarchical relationship between the sub-tasks and tasks and goals. Figure 4.19 shows the associations.

Then, the team developers worked on devising programs, models, and visualizations as they constructed components to support the tasks and sub-tasks that they identified in Step 1 and Step 2 of the methodology.

**Current Status:** The developers have completed the building of components. As a part of the development effort, student teams in CS4624 built models and visualizations. Their efforts were presented in ISCRAM 2021 as a poster [48, 50]. For the SMEs to query their information goals we would need to create containers for these services and represent the information goals and services in the knowledge graph. This would represent the scope for future work by the developers of the project.

### 4.6.3 IMLS-funded ETD Project

The IMLS-funded project on Electronic Theses and Dissertations (ETDs) is an effort to provide various societies with the ability to mine and search through an extensive collection of ETDs. The funded period of this project is from 8/1/2019 through 7/31/2022. The final system will include an interface that will allow users to navigate through ETD documents that are typically long, and will retrieve precise answers [62]. The system will also provide an infrastructure of state-of-the-art models explicitly built to analyze ETDs and extract information such as ETD chapters, definitions, figures, tables, etc. For the CS5604 (Information Storage and Retrieval) course, the student team working with the ETD collection completed instrumenting the different steps of the methodology. They subsequently developed the
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Workflow services in a knowledge graph-based service registry.

They built a total of 8 services (shown in the rectangle in Figure 4.13 with rounded edges).

**Current Status:** Currently, the developers are developing workflow services to support newer goals. They will similarly register their newer ETD-mining-services into the service registry.
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Research - Part 2: Implementation

In this chapter, we describe our efforts to conceptualize two key components of workflow-based information systems. As a result of the methodology we have: (a) a set of information goals for each type of user, (b) a breakdown of goals into a structured sequence of tasks, and (c) a set of services that support each task.

In this section of the research description, we address Research Question 2: How do we implement such an information system, using knowledge graphs supported by a query language and capability?

Moving forward from the previous chapter, how do we facilitate information discovery of what we have extracted in a manner that is accessible to SMEs?

More specifically, we want the system solution implementation to support the following types of SME queries:

1. Q1: Given an information goal as a query, what is the workflow to derive this information?

2. Q2: Given a data resource as input, what information can we derive using this data resource?

For Q1, our system solution should generate a workflow that would produce the desired result when executed by a workflow engine.
5.1 Hypergraph-based Knowledge Graph

For Q2, our system solution should leverage the goal-task-workflow services relationships and produce a list detailing the information that can be derived\(^1\).

5.1 Hypergraph-based Knowledge Graph

To be able to support the two types of information queries, we need:

1. to build a knowledge base to capture and store the artifacts/information,

2. a representation that organizes them in a manner that maintains the various associations (goals to tasks, tasks to services),

3. a processing component or an engine to compile these associations and deduce relationships between information goals as well as intermediate states of information, and

4. a system solution that should scale to more goals and more tasks.

We are describing the characteristics and components of a knowledge graph [14], and of a service and a system that leverage that knowledge graph.

The SMEs would view the knowledge graph where the nodes represent the end “state” of information they want to obtain. The relationships between the nodes represent events / operations. Thus, we define a workflow as a sequence of events / operations that changes the state of information. From the SME’s point-of-view, all they need to do is select the node representing their interest. Under the hood, the *very same representation* enables generating a set of paths that represent data analysis-based workflows, which, when executed, deliver

\(^1\)In the future, one could add a functionality to the system that would execute the workflows in the background and not only store what information one could derive, but additionally store the derived information (from the workflow execution). If the information were stored in a filesystem, we could maintain the mapping of the information state to the location in the filesystem for easy access.
the information requested by the SMEs. The representation of the knowledge eliminates
the need for the SME to know the details of the operations. Additionally, the structure’s
flexibility allows us to represent data analysis workflows of any form, eliminating the need for
an additional knowledge base and a middle layer to translate user queries to workflows. We
can capture and represent both the SME information needs and workflows together. The
scope of information supported by the graph is flexible and is dependent on the research
community and problems the knowledge graph-based system is looking to support.

This research proposes to model the SME goals and workflows using a hypergraph-based
knowledge graph [20].

Unlike other abstractions, a hypergraph allows us to specify n-ary relations or “hyperedges”
within a graph. This property allows us to represent multiple data dependencies of a task
with just one (hyper)edge. As a result, every edge incident to a node of interest to an SME
represents a different path (or workflow) to achieve that state of information. It would be
very cumbersome to capture this relationship using only traditional “binary” edges.

Figure 5.1 and Figure 5.2 are examples of two hypergraph representations of information
goals and their relationship to one another via services.

Let us consider a toy example as shown in Figure 5.1. This is a graph representation of
information goals / states of information (shown as alphabets) connected to one another
by services (shown as numbers). All of this is identified from the methodology. From this
representation, we can observe that there are three different workflows to derive information
goal “a”. All three workflows can derive that information goal. Based on the input provided,
a workflow is selected.

The structure for the hypergraph shown in Figure 5.2 was similarly identified through steps
of the methodology. We describe this particular case study in detail in Section 4.6.2. The
5.1. Hypergraph-based Knowledge Graph

Figure 5.1: Toy example of workflow services connecting the various states of information. Nodes represent information goals. (Hyper-)Edges represent the workflow services that perform the transformations.

Figure 5.2: A graph representation of one of the workflows from the CRISP-funded project case study. The workflow is to produce a comparison of tweets that report outages, against tweets that report restoration of services, during a hurricane. As in the prior figure, the nodes represent the information goals and the edges represent the workflow services to produce that information.
SME wanted to know about outages reported on Twitter during a hurricane. Based on the developer’s expertise on data mining of Twitter data, this information goal was broken down into steps that involved text mining. Figure 5.3 shows the information that the developer derived and used in the process of extraction related to the information goal of the SME.

With our proposed representation of the hypergraph, we can provide the two types of information of interest to the SME via algorithms that we discuss in the following sections.

### 5.2 Algorithm for Workflow Generation

We next consider how to generate workflows, using the knowledge graph. We use the term “reasoner” to describe the generator, since in some cases, an inference process, possibly aided by an optimizer, may be needed to produce a “best” workflow that supports a particular information goal.

Let us again consider the toy graph in Figure 5.1.

Let us say the SME wants the information goal “a”. There are three possible workflows,
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broken down as:

1. \( a = \text{Service 1}, \) or

2. \( a = \text{Service 2}, \) or

3. \( a = \text{Service 3} + \text{Service 4} + \text{Service 5} + \text{Service 6} \)

We can achieve this breakdown if we go down the three different “paths” leading up to the information goal “a”. When these workflows, or sequences of services, are executed by any workflow engine, we can send the generated information back to the SME. We can similarly construct workflows to generate any of the goals in the graph. To generate a sequence, we recursively go “up” the graph starting with the node representing the information requested by the SME. The recursion continues until we reach nodes with no parent. Since there are three hyperedges incident to the information goal “a”, there are three possible “paths” one could take, and therefore three different workflow sequences (as we have highlighted above).

This process of generating a workflow is similar to the recursive replacement traversal of a context-free grammar for generating sentences \([8, 9]\).

A context-free grammar is a type of formal grammar that consists of a set of rules known as “production rules.” We can use these rules to generate and describe all patterns of strings in a context-free language \([8]\). A CFG has the following components:

1. Terminal Symbol: Characters or letters that appear in the strings of the language.

2. Non-terminal Symbol: Variables that are placeholders for terminal symbols.

We start with a string with non-terminal symbols, and based on the rules, we generate a string that only has terminal symbols. Let us consider an example that is shown in Wikipedia [60].

In this example, we want to construct a language, where each string has only two characters from the alphabet: $\alpha$ and $\beta$. The production rules are:

$S \rightarrow \{AA\}$

$A \rightarrow \alpha$

$A \rightarrow \beta$

Terminal Symbols = $\alpha, \beta$

Non-Terminal Symbol = $A$ (S is a special type of non-terminal symbol that only appears in the initial string.)

To generate a two alphabetic character string, we begin with the rule that has the $S$ symbol. So currently, our string is: AA

We have two replacement rules. Therefore, valid strings in the language can be any of [“$\alpha\alpha$”, “$\alpha\beta$”, “$\beta\alpha$”, “$\beta\beta$”].

To summarize, to generate a sentence from a CFG, we begin with the start symbol. We then successively expand each leftmost non-terminal until we replace all non-terminals. This recursive replacement of non-terminals is similar to the traversal of the directed hypergraph. Thus a CFG sentence is like a workflow. Algorithm 1 describes the algorithm.

As highlighted by Mckenzie et al., this solution has two specific limitations [40]:

1. The recursive process might fail to halt.

2. The process does not uniformly generate a sentence at random.

Thus, normally, this algorithm would be considered naïve.
The first problem would occur if the grammar has a production of the form: \( S \rightarrow S \ S \ | \ a \). However, this situation does not arise for our productions because the workflows are not cyclic. There will never be a circumstance where a non-terminal in the left-hand side of the production (which in our case is an output produced from a service) appears in the right-hand side of the production (which in our case represents an input to the service).

The second problem does not apply to us either. We are looking to generate all “sentences” (or workflows) beginning with the particular “start symbol” (or information goal). Thus, because we generate all possible workflows, random generation is not needed.

Accordingly, we can use this simple process to generate a workflow based on the information goal requested by SMEs. As a valid string produced by the CFG is a workflow, a set of workflows for each case study could be considered as a “language” for that case study.

### 5.2.1 Scalability

In the introductory chapter of this dissertation, Chapter 1, we talked about the (lack of) scalability in SME current practices to solve their information goals and keep up with the
latest developments in data mining-related research.

Fortunately, our workflow-based information system architecture can support crowd-sourcing efforts involving UX researchers, developers, and other SMEs. This ensures scalability. As more and more contributions occur, the knowledge graph grows, and the range of problems that SMEs can solve grows even faster. This is how the system scales.

In terms of system performance, we can refer to [20]. When the reasoner is called upon to generate a workflow for an SME goal, it has to generate a path in the hypergraph. In the solution given above, the path is generated using breadth-first traversal. Given the non-recursive nature of the productions, the algorithm should scale linearly with the size of the graph \( (V + E) \) where \( V \) = the number of information goals and \( E \) = number of services). In short, the cost of each traversal is linear relative to the size of the graph.

5.3 Algorithm for Related Information Identification

A second interest of SMEs would be to know “What information can I derive from my data?” Through our experiences interviewing SMEs, we found this question commonly occurring. Often, an SME has curated a large collection that is of interest to them and others. However, they do not know what to do with the data. They are unsure what information can be extracted or inferred as it is not their job to keep track of state-of-the-art data-mining efforts. For instance, in the CRISP-funded project, the SME had an initial set of goals. These goals evolved, based on what data we extracted, and conversations with the developer about what one can extract from Twitter data.

We want a data structure, like a dictionary, where we would store, for every node/information goal, all of the nodes that we can reach. We would need to update this as newer hyperedges
(or workflow services) are added to the graph. Having a graph structure helps to provide an answer to this question. Let us say that we add a new workflow service, or hyperedge, to a graph. We would need to update our records to include the new information goal that we can reach through this new hyperedge. A directed hyperedge consists of vertices/nodes $V$ and a set of hyperarcs $H$, where a hyperarc is represented as the pair $<S, v>$, where $S$ is a non-empty subset of $V$ and $v \in V$ $[3]$. So if a node $u$ is “reachable” to all elements of $S$, then it is reachable to $v$. For an entry in the dictionary or table, we update to include node/information goal $v$. This process is how we will store and maintain the connections between information goals. Please refer to Algorithm 2 to see how we use a dictionary to maintain the connection between information goals.

**Algorithm 2** Maintain a dictionary where key = information goal; value = list of information goals you can reach from it

1: `procedure` `MaintainGoalReachableDict(NewGoal, INP = listofinputs), currentDictionary)
2:     for each inputGoal in INP do
3:         for goal, reacheableGoals in currentDictionary.items(): do
4:             if inputGoal in reacheableGoals: then
5:                 reacheableGoals.append(NewGoal)
6:                 currentDictionary[goal] = reacheableGoals ▷ Update dictionary
7:             end if
8:         end for
9:     end for
10: `end procedure`

### 5.4 Summary

Through part two of the research, we have been able to take user information needs, and construct hypergraph-based knowledge graphs that can be used to generate workflows. We propose representing the hypergraph as productions of a CFG. Based on the recursive rules of a CFG, we can answer two fundamental questions that an SME would have about their
information needs. We developed algorithms to (a) generate a workflow for an information need, and (b) provide a list of information one can derive from data at hand (Algorithms 1 and 2). Through this effort, we have provided the data structure and set of algorithms that allow SMEs to get the information they want without having to familiarize themselves with libraries or tools. Appendices A and B provide descriptions of efforts by student teams that built the various components of the workflow-based information system across two different classes. Appendix A describes the first effort to build the components of a workflow-based information system. It includes the construction of the knowledge graph, the services registry, and the CFG-based reasoner. The main shortcoming of the implementation is that the service registry and, as a result, the graph, are manually populated. This shortcoming is addressed in the effort described in Appendix B. In Appendix B, the student team constructs a set of APIs that includes the API to add nodes and edges to the graph.
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Research Part 3: Description

Figure 6.1 showcases what we have learned from Part 1 and Part 2 of the research. The top of the figure outlines the artifacts produced from Part 1 of the methodology. The bottom of the figure highlights the system architecture and components of the workflow-based information system that we built in Part 2 of the research.

In this chapter, we detail our research efforts to formally describe a class of information systems or digital libraries that capture the solution space for the problem of supporting SME information needs. A formal description of a digital library is beneficial in guiding and organizing system-building efforts and building interoperable systems [18]. The goal of expressing a formal description for this class of workflow-based information systems is to have the same effect. We believe that future efforts to build such systems (that are workflow-based and that capture SME goals and workflow relationships) will reap benefits from having this description.

Figure 6.1 has the knowledge graph (a graph-based representation of artifacts produced from the methodology) and the reasoner at the center. When an SME requests some state as their information goal, the reasoner analyzes the knowledge graph and generates a workflow for the set of services or transformations that will produce the requested information. The reasoner forwards this information to the Workflow Manager or Workflow Management System (WMS). The WMS is responsible for orchestrating and executing the workflow, which consists of individual services. This component will connect with a Services Registry. The
registry will index and store all of the services built by developers. The range of information support from this Digital Library will be dynamic and based on the domains of the (a) ever-changing needs of the SME or researchers, (b) the advances in models/algorithms deployed as services by the developers, and (c) the type and quality of content created by the curators.

Figure 6.1: The artifacts produced from the different steps of the methodology are shown at the top. They lead to the components of the new Digital Library, shown at the bottom.
6.1 Key Concepts and Components

The components of a workflow-based system operate on two specific concepts:

1. Information state, and
2. Transition event

An information state is a set of functions or predicates. The domain of a function is a set of digital objects. If \( Q \) is a finite set of functions or predicates, then a state \( s \in 2^Q \). A transition event is an operation that transforms a state to the next. An “input” to the workflow-based information system or WDL is an SME goal. A goal is a state of information desired by an SME. In response to the information goal, the WDL generates a set of workflows, each of which represents a sequence of transition events or operations. When the workflow is executed, the WDL produces the information requested by the SME.

The components of the WDL that operate on these concepts are:

1. A service registry or catalog that stores descriptions of the list of operations or transition events;
2. A knowledge graph that serves as a knowledge base that maintains the relationships between information states;
3. A reasoner that analyses the “conditions” wherein the operations or events, stored in the registry, are to operate on the states of the knowledge graph and returns a workflow representing a sequence of such events; and
4. A workflow manager that executes the operations to produce the output.
6.2 Minimal Workflow-based Digital Library (WDL)

Figure 6.2: The concepts in black are what make a minimal digital library. The concepts in red are those that are specific and requisite when defining a workflow digital library. Arrows indicate that a concept is formally defined in terms of previously defined concepts that point to it.

Figure 6.2 showcases the essential components that, together, make a minimal workflow-based digital library.

6.2.1 WDL Components/Constructs

Please find below the set of formal descriptions of the components of the workflow-based digital library.

1. Service Descriptive Metadata Specification:

   A Service Specification is a descriptive metadata specification for Services. A descriptive metadata specification is a structure that emphasizes the semantic relationships.

   A Service Specification is a structure \((G, R \cup L \cup P, F)\), where:
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(a) $R$ represents a set of labels for resources.

(b) $L = \bigcup D_k$ is the set of literals defined as the union of domains of simple data types (e.g., strings, numbers, dates, etc.).

(c) For each directed edge $e = (v_i, v_j)$ of $G$, $F(v_i) \in R \cup L, F(v_j) \in R \cup L$ and $F(e) \in P \in \{\text{name}', \text{precondition}', \text{postcondition}', \text{APIEndpoint}'\}$

Here: IF $F(e) = \{\text{precondition}', \text{postcondition}'\}$, THEN $F(v_j) \in$ information state, $s \in 2^Q$, (where $Q =$ finite set of functions or predicates). IF $F(e) = \{\text{name}', \text{APIEndpoint}'\}$, THEN $F(v_j) \in L$.

Let us consider a service (called “Sort Column Service”). Its function is to take a dataframe as input and produce a dataframe with one of the columns sorted in ascending order. Figure 6.3 shows a metadata description for the service. The description includes a precondition and a postcondition as well as the other properties mentioned in the formal definition. All services included in the digital library will have a description with these fields populated.

2. Service Catalog/Registry:

(a) Let $C$ be a collection of Services with $k$ handles in $H$.
Figure 6.4: Example entries for the Service Catalog/Registry

(b) A Service Catalog or Registry for the collection $C$ is a set of pairs $(h, dm_1, dm_2, ..., dm_i, ...)$, where $h \in H$ and each $dm_i$ is a service descriptive metadata specification.

Figure 6.4 provides an example for a tabular form of the catalog/registry. The table has two entries, each a Service Descriptive Metadata Spec. for a Service.

3. Knowledge Graph: A Knowledge Graph is a repository with a graph structure $G = (V, E)$, where:

(a) $V$ is a set of information states,

(b) $E$ is an edge between $(v_i, v_j)$, where $v_i, v_j \in V$ if there exists a Service with handle, $h_i$, with a precondition state set, $t$, such that $t \subseteq v_i$ and with a post-condition state set, $u$, such that $u \subseteq v_j$.

4. Workflow: A workflow is a structured stream representing a sequence of Services. The definition of a structured stream is that of a function that assigns sub-sequences to the stream, $S$.

5. Reasoner:

A Reasoner is a Service that takes as input a Planning instance, $\Pi$, and produces a workflow, $W$, that is a solution that achieves goal state, $g$. 
Figure 6.5: Example workflow sequence derived by the Reasoner, given the initial state and the goal state, based on the Knowledge Graph and the Service Catalog
(a) A planning instance or a planning problem is represented by a tuple \( \Pi = (\text{KG, } i, g) \), in which KG= the knowledge graph, which specifies the domain knowledge; \( i \subseteq 2^Q \) is the initial state specification; and \( g \subseteq 2^Q \) is the goal state. Here \( Q \) = finite set of state functions.

(b) A workflow is a sequence of Services \( w = \langle s_1, s_2, ..., s_n \rangle \) which, when executed by a workflow engine, transform from the initial state to achieve the goal state.

Figure 6.5 shows an example of two possible workflows for a given initial state and goal state and the Knowledge Graph based on the Service Catalog.

6. Workflow Manager: A workflow manager is a Society that implements a sequence of Services or a Workflow. As a reminder, a society is a set of entities and the relationships between them. The entities include humans actors as well as hardware and software components, which either use or support digital library services.

7. Workflow-based Digital Library: A Workflow-based Digital Library is a tuple \( \text{(WDL)} = (\text{SC, RE, WM, KG, Serv, Soc}) \), where:

   (a) Reasoner (RE) is a service in the WDL that generates a workflow;

   (b) Service Catalog (SC) is a catalog of workflow services;

   (c) Knowledge Graph (KG) is a graph-based repository of information states;

   (d) Workflow Manager (WM) is a service manager that executes workflows;

   (e) Serv is a set of services containing at least indexing, searching, and browsing; and

   (f) Soc = \( (SM \cup Ac, R) \), where SM is a set of service managers responsible for running DL services, Ac is a set of actors that use those services, and R is a set of relationships among \( SM \cup Ac \).
In the next section, we showcase how to build an example of an instance of a WDL. One could follow the same process to build a specialization from WDL.

6.3 Twitter-centric Workflow-based Digital Library

Several of our case studies (described earlier) involve supporting information needs that relate to Twitter data. Therefore, we describe a Twitter-centric workflow-based digital library (TWDL) as an instance of WDL and define characteristics that pertain to digital objects defined in terms of tweet data.

To describe a Twitter-centric workflow-based DL (TWDL), we need to first formally describe the information in Twitter. We borrow a suitable definition from [65]. The authors define the information in Twitter as a “Twitter Heterogeneous Information Network” because “Twitter data contains heterogeneous entities and multiple types of relationships”.

**Twitter Heterogeneous Information Network**: A Twitter heterogeneous information network is defined as an un-directed graph $G = (V, E, W, S)$, where $V = T \cup F$.

$T$ refers to a set of tweet nodes, and $F = F_1...F_M$ refers to $M$ other types (e.g., term, user, and hashtag) of nodes, called feature nodes. $E \subseteq V \times V$ represents the set of edges, which are all undirected. $W$ denotes the set of weights of nodes and edges. $S = \{l(v) | v \in T\}$ refers to a set of geographic locations of tweet nodes, where $l(v) \in R^2$ represents a tuple consisting of the latitude and longitude of tweet node $v$.

Each of the un-directed edges in $E$ describes a relationship between tweet nodes and feature/tweet nodes. For instance, a tweet node could be a “reply” to another tweet node. Similarly, a user node (which is a feature node) would have an “authorship” relationship with the tweet node.
As mentioned above, a Twitter-centric workflow-based DL (TWDL) is a workflow-based DL that operates in the domain of the Twitter Heterogeneous Information Network (THIN). Therefore, we can define it as such.

The formal definition of TWDL has the following criteria/constraints on the definitions used to define workflow-based DL:

1. State Functions: A state set in a digital library is defined as a set of functions that operate on digital objects. The functions in a TWDL operate on “statements.” Statements are triples (source node, edge, target node) representing the edge relationship between tweet nodes and/or feature nodes from the Twitter Heterogeneous Information Network (THIN).

2. States: Given a finite set of edges/functions, Q, representing THIN, a state s (as defined for WDL) is $\in 2^Q$. This state is a sub-graph or “sub-THIN”.

![Figure 6.6: Example of a set of nodes in the Twitter Heterogeneous Information Network (THIN)](image)
Example state $S = \{
\(T, \text{id}, 0505\),
\(T, \text{username,}@cfc\)
\(T, \text{hashtag, } \#\text{ucl}\)
\(T, \text{term1, } \text{“all”}\)
\(T, \text{term2, } \text{“english”}\)
\(T, \text{term3, } \text{“final”}\)
...
\}

Figure 6.7: Example of a state describing a node in THIN
Figure 6.6 shows an example of nodes in the network. Figure 6.7 shows an example of an “information state” that describe a sub-graph in the network.

We can define the digital objects for TWDL from this information. The set of services for TWDL is constrained by services that operate on THIN. These include, but are not limited to, services that perform network generation/mining and image and text mining.

The contents of the Knowledge Graph and the Service Catalog are based on THIN-centric digital objects and services. Regarding the formal description of a minimal TWDL, we can borrow the descriptions of the Knowledge Graph, Reasoner, and Service Catalog from WDL. To similarly describe a minimal workflow-based digital library for ETDs and web pages, we can follow the same process. We first need to define the relevant types of digital object formally. Then we can identify the different state functions that operate on the ETD- or web page-based digital objects. That would allow us to build components of the information system or digital library specific to them.
Chapter 7

Conclusion

7.1 Summary

Our research began with the goal of supporting subject-matter experts (SMEs) in their research initiatives. More specifically, we considered facets of their research that require data analysis-centric tasks that can be automated. We have designed, implemented, and formally described a new type of extensible workflow-based information system (called WDL) to support such SMEs, as well as a broad range of other users. We devised a teaching methodology wherein UX researchers, SMEs (including end users, curators, data scientists, DL researchers, etc.), and developers work together to build a set of workflow artifacts such as workflow goals, workflow tasks, and services to support each task. This methodology helps integrate UX research efforts into the workflow design efforts to make the latter more useful.

To evaluate the usability and learnability of the methodology, we conducted one pilot study and two user studies, each of which involved students in a course centered around problem-based learning. In one case study, a set of student teams coordinated their efforts to build a service-centric information retrieval system. The methodology guided the teams to build services to support (sub-)tasks that, when applied in sequence, would yield a workflow that would address the SME goals. The teams also helped implement/integrate key parts of the WDL infrastructure: a service registry, a reasoner, and a workflow manager. We describe
these efforts in detail in Appendix A.

In another case study, student teams applied the methodology to their respective projects. They built user personas and identified goals early on in the course. Our motivation to introduce the methodology for this course was to organize the student teams’ development efforts as they built features to support the (sub-)tasks they identified. We hoped that the student teams would find the methodology to be easy-to-learn and easy-to-use. Evaluation results confirmed this.

In another case study that involved teams collaborating to build an information retrieval system, we found that the students did indeed find the methodology easy to learn and use. Moreover, through qualitative feedback, the students reported that the methodology significantly impacted their solution’s design and their development efforts. In the other case study, some students reported that the methodology was easy to learn and easy to use. However, it was hard for us to evaluate the impact of the methodology on the solution design since each team in the class was working on individual projects with different scopes and types of implementation. Through these case studies we were able to validate our conjecture as students took up the roles of UX researchers and developers, instrumented our methodology, and were able to build a workflow-based information system that SMEs could use to answer their goals.

Our next effort was to design two essential components that allowed SMEs to find information without learning the data mining effort executed by the workflows required to produce it: (1) a reasoner and (2) a knowledge graph-based goal-task-workflow representation. We devised a hypergraph-based representation of the knowledge. Hypergraphs allowed us to capture multiple ways to derive information and while maintaining an association between information goals. The graph was extensible in that as developers built more workflow services, there would be multiple ways to obtain or “reach” a particular information goal. Appendix
A presents an implementation of the hypergraph using a combination of PostgreSQL tables. Appendix B presents an alternative system built using GRAKN’s knowledge graph. Once constructed, we needed a way for an SME to explore this graph and for the graph representation to enable discovery for workflows that generate SME goals. We built upon a notion that SME goals and workflow services should be linked the same way entities in a sentence (in a language) are connected to one another. We built a context-free-grammar-based reasoner where the hyperedges represent the grammar productions, and a “workflow” would be a sentence. From a representation standpoint, the benefits of this approach are that CFG engines are relatively common, and it would be reasonably easy to translate productions in the grammar to other workflow languages if required. Additionally, we can conceivably create a “language” for each case study or represent each SME/researcher line of inquiry as a language. This would allow for easier sharing of information. As a result, the SMEs can query their information goal, and the CFG-based reasoner will generate a “sentence” or a workflow that would satisfy their goal when executed. Our design of the Knowledge Graph and Reasoner and its implementation confirmed our second conjecture that these two components help translate any previously identified SME goals in that domain into workflows that, when executed, yield relevant results for each goal/query.

Finally, our research looks to take what we have learned and experienced via the different case studies and the solution we have built earlier to define a formal model to represent a (sub-)class of digital libraries to support information exploration via workflows. The model represents characteristics of the system and unambiguously defines components of a workflow-based information system. As per our conjecture for the third and final research question, we were able to identify components that make up a minimal workflow-based digital library. We employ the 5S framework that provides formalisms to define digital library components. Our model will guide development teams and help them build consistent and
interoperable solutions.

We have published an article that describes the design process of building a digital library that supports information exploration [16]. We have filed a provisional patent application that focuses on the workflow design methodology. We aim to convert it to a utility patent within the period allowed.

### 7.2 Future Work

In terms of future work, we plan to introduce the methodology for future iterations of the CS4624 course. Before teaching the student teams the methodology, we plan to gather information on students’ current knowledge and exposure to UX research and build workflow services for a service-oriented architecture. We would like to see how prior exposure impacted the student’s understanding and instrumentation of the methodology. Additionally, we would evaluate if the methodology reinforced or complemented their existing workflow building and UX research experiences.

When we do introduce the methodology in upcoming semesters, an area of optimization would be to scale the SME interview process. This optimization would aid the UX researchers in building consistent personas and identify goals. An approach I am considering is designing and employing a conversational AI-based chatbot to elicit information from SMEs. AI-powered chatbots have shown the ability to frame survey questions in a more personalized manner, which improves response quality [64]. We can also compare the information we learn via the chatbot against traditional interviewing by UX researchers.

We also plan to publish the lessons we have learned (via student evaluation) from our experience teaching the methodology.
7.2. Future Work

We can stitch together the efforts from the student teams from the two classes (as described in Appendices A and B). First, we need to build a user interface that would allow developers to add and define services to the service registry by calling the previously mentioned API. We need to integrate the infrastructures as well. Once that is done, we can improve upon specific information system components, such as the reasoning (or workflow generation) aspect of the information system.
Bibliography


[34] Hicks, Alexander and Thazhath, Mohit and Gupta, Suraj and Long, Xingyu and Poland,


Appendices
Appendix A

Airflow, Registry, UI, and Other Development Aspects

During Fall 2020, the CS5604 graduate course built components of a workflow-based information system. This chapter describes tools, frameworks, and the implementation of concepts/components that are at the core of a workflow-based information system.

Figure A.1: Information System Architecture built by CS5604 team

Figure A.1 shows the architecture and the components of the workflow-based information system.
Figure A.2: CS5604: Teams and how they interacted with one another
Figure A.2 showcases how the teams from CS5604 collaborated to build the information system. The Content teams identified SME information goals and built a set of services that they deployed using Docker. The Integration team used a container cluster to host these services. They additionally stored information on how these services connected with one another (please see the Services and Service Registry (bullet number 3) below for more details). Finally, they developed APIs that would allow for querying user goals and executing workflow services. The UI researcher interface built by the Front-end team called these APIs.

We will go through each component that the student teams built.

1. User Interface (UI): The CS5604 class had a team of students working on building the front-end interface for the system. The system would have two types of interfaces. One type of interface would support the search of documents indexed via ElasticSearch. The other was for curators and researchers to execute data-mining workflows. In this chapter, we focus on the interface built for curators and researchers.

![Curation Services](image)

**Figure A.3**: UI Interface dropdown showing the list of SME goals that the researchers can select. [7]

The researcher interface starts with a dropdown box (as shown in Figure A.3). The UI forwards the researcher’s selection and displays the generated workflow to the user (Figure A.4). From then on, the UI allows SMEs to either execute the entire workflow or steps of it. The team built this interface in React.js. The next component, the Reasoner, is responsible for supporting all UI requests.
Figure A.4: UI Interface showing the workflow generated based on the user selection. [7]
2. Reasoner: The Reasoner serves as a middle-ware component for this information system.

![Diagram of components of the information system](image)

**Figure A.5**: Components of the information system and how they communicate with one another when responding to the UI. [34]

Figure A.5 shows how the Reasoner service connects with the UI and the rest of the components of the information system. The Reasoner provides two APIs:

(a) `/generateGrammar`: This is an internal API called upon whenever any new service is registered. Services and the tables for services are explained below. A new context-free grammar is generated every time a new service is registered. The second Reasoner API then uses this generated grammar to generate a workflow.

(b) `/generateWorkflow`: This API endpoint takes in the SME/researcher information goal as input and generates a workflow based on the production rules generated using the previous endpoint. It also generates an “Airflow document” which repre-
sents the sequences of services to execute by the workflow manager. The workflow manager, Apache Airflow, takes this document and executes the sequence of services. The response is saved in a location in file storage, which is shared with the UI for the SME/researcher to locate and download.

3. Services and Service Registry: The Content teams interviewed the SMEs and broke down the goals into tasks and sub-tasks via Steps 1 and 2 of the methodology. They then built a service to support each task and package it via Docker. Following that, the Content teams uploaded the images to a container registry. Finally, they provide details of the images that were stored in PostgreSQL tables representing the Service Registry.

Figure A.6 shows the three tables that hold the information about the services and the (sub-)goals they each support. The Reasoner uses these tables when generating the grammar and, as a result, when generating a workflow. You can find examples of entries to these tables in the report done by one of the teams [15] (Tables 7, 8, and 9).

The ContainerCluster team in the Spring 2021 class was responsible for moving the containers created as a part of the CS5604 team efforts (in the VT CS cluster) to the container cluster in the DLRL and to be managed there via Kubernetes. Figure A.7 shows the final structure of the DLRL cluster. The migration involved two steps: First, run the images in the VTCS cloud locally, and secondly, migrate them to DLRL cluster. The effort also included creating and providing access to persistent volumes for the containers to safely access and store data. You can find details of their effort in their class report [30].

4. Apache Airflow (Workflow Manager): As mentioned previously, the Reasoner constructs workflows and represents them in an “Airflow document.”
Figure A.6: ER-schema describing the Service Registry [34]
Figure A.7: DLRL Container Cluster build by CS4624 ContainerCluster team. [30]
Figure A.8: Document produced by the Reasoner after generating a workflow. This document is passed on to Apache Airflow for execution. [34]
The document is executed, and the workflow is scheduled and monitored using Apache Airflow. Apache Airflow is an open-source platform built using Python to schedule, manage, create, and run workflows [2]. Workflows are represented as Directed Acyclic Graphs (DAGs). Each node in the graph represents a task to be performed in the workflow. You can learn more about the core components of Airflow in the report by the CS5604 team at [34] (Figure 4). Figure A.8 shows an example Airflow Document generated by the Reasoner. The information in the document contains all the information that Airflow needs to spawn containers to initiate execution [28].
Appendix B

Appendix B: GRAKN.AI Knowledge Graph and Visualization

As described in Appendix A, the students’ efforts in CS5604 helped build a workflow-based information system. But, there was still some work remaining. More specifically, the system built in CS5604 did not allow developers to automatically register the services they have created and uploaded to a Service registry. One could only manually add new services and information into the Service Registry. We needed to ensure that we can update the Service Registry and the Knowledge Graph. The main focus of the efforts for the Spring 2021 CS4624 Knowledge Graph team was the following:

1. Build a knowledge graph that represents the relationship between information goals and services;

2. Build a search API for users to be able to search the entities in the Knowledge Graph;

3. Build an API that generates a path between two information states; this path would represent a workflow or a sequence of transformations or services; and

4. Build an API for users to add information goals and for developers to add services connecting them.

The student team used GRAKN.AI to build the knowledge graph database [56]. GRAKN.AI
is a scalable knowledge graph that allows us to express hyperedges and thereby helps us build a hypergraph, as we conceived in our research.

Figure B.1 shows the schema for the knowledge graph. GRAKN.AI allows its users to create two types of nodes: an entity node and a relationship node. As shown in the schema, an information goal or a “file” node is an entity node. A service or a “task” node is a relationship node. GRAKN.AI allows us to assign two “roles” for the file nodes: an “inputfile” and an “outputfile.” Following that, in the schema definition of the task node, we relate both the inputfile and the outputfile. It is as simple as that. With that definition, we can establish connections between information states and services that transform one state to the next.

The schema is a little light when it comes to the metadata of a file and a service. This schema is flexible and will be modified in the future to have all the fields that were present in the Service Registry built by the CS5604 team. With this schema, the students loaded the knowledge graph database with tasks and files that the CS4624 Spring 2020 team had identified after mining the efforts from the GETAR project [42]. The team was able to load this data using an API that they made available as a part of the deliverable. They built a search API that would return a set of files and tasks that matches the query string. Given the scenario that an SME researcher wants to derive an output file given a specific input, the team built an API that would take these criteria and generate a path of services or tasks that connect the two information files.

As mentioned previously, the team had built an API for developers to add new tasks or services to the knowledge graph. But, given that it is a graph, the developers would need to know if they are adding a task to an existing component of a graph or a disconnected component altogether. For that purpose, they would need a visualization of the graph in its current state. The development of this visualization defined the second half of the team’s effort. The team explored various graph visualization packages and ways to represent
Figure B.1: Schema for the GRAKN knowledge graph database. [59]
Appendix B: Appendix B: GRAKN.AI Knowledge Graph and Visualization

hypergraphs. They finally employed the HyperNetX library that provides the classes and methods for visualization of complex network data.

Figure B.2: Visualization of the hypergraph knowledge graph via HyperNetX library. [59]

Figure B.2 shows us a hypergraph visualization. More specifically, it shows us the nodes and hyperedges of the GRAKN.AI knowledge graph database. Typically, a developer would come in and look at the graph and then use an interface to add their task or service to be a part of the graph.

Currently, the visualization does not have an interface for the developer to add their task or service. That is where the connection between the visualization and the knowledge graph is missing. In terms of future work, the first step would be to connect the two and build a form-based interface for developers to add services to the graph.