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ABSTRACT

With the increasing number of wireless devices and the phenomenal amount of data that is being generated by them, there is a growing interest in the wireless communications community to complement the traditional model-driven design approaches with data-driven machine learning (ML)-based solutions. However, managing the large-scale multi-dimensional data to maintain the efficiency and scalability of the ML algorithms has obviously been a challenge. Tensors provide a useful framework to represent multi-dimensional data in an integrated manner by preserving relationships in data across different dimensions. This thesis studies two new applications of tensors to ML for wireless communications where the tensor structure of the concerned data is exploited in novel ways.

The first contribution of this thesis is a tensor learning-based low-complexity precoder codebook design technique for a full-dimension multiple-input multiple-output (FD-MIMO) system with a uniform planar antenna (UPA) array at the transmitter (Tx) whose channel distribution is available through a dataset. Represented as a tensor, the FD-MIMO channel is further decomposed using a tensor decomposition technique to obtain an optimal precoder which is a function of Kronecker-Product (KP) of two low-dimensional precoders, each corresponding to the horizontal and vertical dimensions of the UPA, thus significantly reducing the complexity of precoder codebook construction when compared to the existing codebook learning techniques.
The second contribution of this thesis is a tensor-based bandwidth-efficient gradient communication technique for federated learning (FL) with convolutional neural networks (CNNs). Concisely, FL is a decentralized ML approach that allows to jointly train an ML model at the server using the data generated by the distributed users coordinated by a server, by sharing only the local gradients with the server and not the raw data. Here, we focus on efficient compression and reconstruction of convolutional gradients at the users and the server, respectively. To reduce the gradient communication overhead, we compress the sparse gradients at the users to obtain their low-dimensional estimates using compressive sensing (CS)-based technique and transmit to the server for joint training of the CNN. We exploit a natural tensor structure offered by the convolutional gradients to demonstrate the correlation of a gradient element with its neighbors. We propose a novel prior for the convolutional gradients that captures the described spatial consistency along with its sparse nature in an appropriate way. We further propose a novel Bayesian reconstruction algorithm based on the Generalized Approximate Message Passing (GAMP) framework that exploits this prior information about the gradients. Through the numerical simulations, we demonstrate that the developed gradient reconstruction method improves the convergence of the CNN model.
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GENERAL AUDIENCE ABSTRACT

The increase in the number of wireless and mobile devices have led to the generation of massive amounts of multi-modal data at the users in various real-world applications including wireless communications. This has led to an increasing interest in machine learning (ML)-based data-driven techniques for communication system design. The native setting of ML is centralized where all the data is available on a single device. However, the distributed nature of the users and their data has also motivated the development of distributed ML techniques. Since the success of ML techniques is grounded in their data-based nature, there is a need to maintain the efficiency and scalability of the algorithms to manage the large-scale data.

Tensors are multi-dimensional arrays that provide an integrated way of representing multi-modal data. Tensor algebra and tensor decompositions have enabled the extension of several classical ML techniques to tensors-based ML techniques in various application domains such as computer vision, data-mining, image processing, and wireless communications. Tensors-based ML techniques have shown to improve the performance of the ML models because of their ability to leverage the underlying structural information in the data.

In this thesis, we present two new applications of tensors to ML for wireless applications and show how the tensor structure of the concerned data can be exploited and incorporated in different ways. The first contribution is a tensor learning-based precoder codebook design technique for full-dimension multiple-input multiple-output (FD-MIMO) systems where we develop a scheme for designing low-complexity product precoder codebooks by identifying and leveraging a tensor representation of the FD-MIMO channel. The second contribution is a tensor-based gradient communication scheme for a decentralized ML technique known as federated learning (FL) with convolutional neural networks (CNNs), where we design a novel bandwidth-efficient gradient compression-reconstruction algorithm that leverages a tensor structure of the convolutional gradients. The numerical simulations in both applications demonstrate that exploiting the underlying tensor structure in the data provides significant gains in their respective performance criteria.
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Introduction

With the massive amounts of multi-dimensional data that is being generated by a massive number of distributed devices in various real-world applications, such as computer vision, data-mining, wireless communications, bioinformatics, and neuroscience, there is an increasing need to maintain the efficiency and scalability of the data analysis, signal processing, and ML algorithms. Tensors are multi-dimensional arrays that provide a natural and concise representation of high-dimensional multi-modal data occurring in such applications. As an example, matrices are two-dimensional arrays or second-order tensors. However, while processing the data, the multi-dimensional data is converted to a matrix or a vector form for various learning and inference tasks like feature extraction, classification, or clustering. When the multi-dimensional input data is rearranged into a vector or matrix, the inherent correlation of the data among different dimensions is discarded, making it harder for the learning or inference techniques to exploit the neighborhood relationship between entries of the data. Tensor representation of data respects the multi-dimensional structure and hence retains the structural spatial information which can offer efficient feature extraction from the data. Another issue is that the size of the vectorized data could easily become prohibitively large. The large size of the vector may lead to high computational complexity, huge memory requirements, and the curse of dimensionality. Hence, the algorithms that rely on the tensor representation of data are of significant importance. We can leverage the hidden structure within tensor data if the analysis tools account for the multi-dimensional patterns.

Tensor algebra and tensor decompositions [3–6] provide useful tools for representing and analyzing multi-dimensional data in a compact way. A tensor decomposition decomposes a given tensor into a sequence of simpler elementary tensors. Some of the well exploited tensor decomposition techniques in various research communities are Tucker [7], CP [8], and Tensor Train (TT) [9] decompositions. Historically, tensor decompositions have been introduced
for applications in Psychometrics [10] and Chemometrics [11], which have been followed by diverse applications in engineering, science, mathematics, and many more. Tensor algebra enabled natural generalizations of some commonly used signal processing algorithms such as linear regression [12], logistic regression [13], classification [14], CS [15] to tensors. Avoiding multi-dimensional data structure loss, tensor computation has been shown to bring enhancement in a number of classical signal processing techniques. The signal processing paradigms designed for tensors are versatile, which have been known to form the basis for many applications (see [16–19] and references therein) in domains like image, audio and video processing, wireless communications, ML, data mining, and computer vision.

The observed signals in the above examples are often multi-dimensional in nature. In particular, tensor modeling appears in several existing wireless communication studies where the received signal or the channel is multi-dimensional in nature. For signals that occur in wireless communications, the dimensions of the signal usually correspond to frequency, space, time or users. For instance, the channel in a multi-carrier MIMO systems such as Orthogonal Frequency Division Multiplexing (OFDM) systems can be modeled as a 3D tensor with transmit antenna, receive antenna, and delay (time) as the dimensions. This tensor channel model along with its sparse nature has been exploited to develop a tensor-CS-based channel estimation technique in [20]. Space-time coding is a common diversity scheme in MIMO systems which allows to build a third-order tensor model for the received signal, where the third dimension is spreading, which appears due to the use of a direct sequence spreading at the transmitter along with the common space and time dimensions. For other applications of tensors in wireless communications, we advise readers to refer [21–23] and references therein.

Tensors have garnered attention in data-intensive fields which often require an efficient representation of data. Data structures for conventional learning methods are usually restricted to vectors. Recently, various supervised (regression [13, 24, 25], classification [26]) and unsupervised learning (subspace learning [27], clustering [28, 29], dimensionality reduction [30]) methods that are usually designed for vectors or matrices are extended to tensors using tensor algebra and tensor decompositions. Tensor representation of data not only helps in designing the learning algorithms, but it may also motivate tensor-based data preprocessing or feature extraction [31] that aid the existing learning algorithms.
The above works have been presented as examples to demonstrate few ways to exploit the tensor structure of the data to develop tensor-based techniques but are not meant to be exhaustive. A reason for the success of tensor-based techniques is their very appealing property to efficiently leverage the underlying structural information in the data. From the various examples provided, it is clear that there is no established set of rules on how to identify the structure in the data. This thesis lies at the confluence of tensor representation of data and ML for wireless communications. We demonstrate two applications of ML for wireless communications where the inclusion of tensors gives a new perspective to the corresponding existing problems. Concisely, the first application deals with the channel state information (CSI) quantization of FD-MIMO systems for precoder codebook design, and the second application deals with bandwidth-efficient communication (compression-reconstruction) of gradients in a distributed ML system. The motivation behind both the applications is that the data of interest in each case naturally admits a tensor representation whereas the existing works vectorize or matricize the data and ignore the tensor structure which damages its inherent structure. In the rest of the chapter, we discuss the two applications in detail.

1.1 Background and contributions

In this section we describe the motivation behind the applications and present the respective contributions.

1.1.1 Precoder codebooks for FD-MIMO systems

Background

In frequency division duplexing (FDD) MIMO systems equipped with a limited feedback channel for CSI feedback to the transmitter (Tx), quantization of CSI is necessary. The most well-known approach for CSI quantization in FDD systems is to construct a dictionary of candidate precoders, called precoder codebook, that is known to both the Tx and receiver (Rx). The design of precoder codebooks for MIMO systems has been studied extensively under various design criteria, such as rate maximization or bit-error minimization [32], and statistical channel model assumptions, such as independently and identically distributed (i.i.d.) [33] or correlated Rayleigh channel [34] (see [35] for a comprehensive review). Although there exist
well-engineered codebook design methods, the efficiency of these codebooks is partially due
to the simplifying assumptions on the channel model and its statistics, which offer analytical
tractability in the codebook design. It may not always be possible to model a real propa-
gation environment or expect the analytical tractability of the model. Therefore, there is a
need to learn the underlying channel distribution from the observations of the propagation
environment. With the advent of ML, there is a paradigm shift from model-driven to data-

driven MIMO techniques. The precoder codebook design problem has also gained attention
from this perspective. A foundational data-driven precoder codebook design method was
proposed in [1] which involves vector quantization (VQ) of the space of optimal precoders
i.e. right singular matrices of the channel instantiations in the available training dataset. As
the number of antennas increase (i.e., for massive MIMO), the dimensionality of the channel
increases and introduces quantization or clustering in large dimensions which is not very
efficient due to the curse of dimensionality [36]. Due to the feature extraction ability of
convolutional layers, CNNs have been used to construct autoencoders [37,38], which demon-
strate the ability to learn an unknown low-dimensional feature space of the CSI using an
encoder at the Rx and the corresponding decoder at the Tx. However, for MIMO precod-
ing, the feature space is shown to be a GM in some cases [33]. Given that the underlying
feature space of the precoders is known, NNs could be an overkill to this CSI quantiza-
tion problem because of the complexity of their implementation. Therefore, we resort to a
“shallow” learning technique that exploits the algebraic properties of optimal precoders, and
FD-MIMO channel for efficient CSI quantization even for a large number of Tx antennas.

Contributions

In Chapter 2, we develop an efficient learning procedure for designing low-complexity
precoder codebooks for FD-MIMO systems with a UPA antenna at Tx using tensor learning.
In particular, instead of using statistical channel models, we utilize a model-free data-driven
approach with foundations in ML to generate codebooks that adapt to the surrounding prop-
agation conditions. We identify a natural tensor representation for the FD-MIMO channel
and exploit its properties to design a quantized version of the channel precoders. We find
the best representation of the optimal precoder as a function of KP of two low-dimensional
1.1. Background and contributions

precoders, respectively, corresponding to the horizontal and vertical dimensions of the UPA obtained from the tensor decomposition of the channel. We then quantize this precoder to design product codebooks such that an average loss in mutual information due to the quantization of CSI is minimized. The key technical contribution lies in exploiting the constraints on the precoders to reduce the product codebook design problem to an unsupervised clustering problem on a CPM, where the cluster centroids form a finite-sized precoder codebook. This codebook can be found efficiently by running a $K$-means clustering on the CPM. With a suitable induced distance metric on the CPM, we show that the construction of product codebooks is equivalent to finding the optimal set of centroids on the factor manifolds corresponding to the horizontal and vertical dimensions. We also present the simulation results that demonstrate the capability of the proposed design criterion in learning the codebooks and their attractive performance that stems from the tensor representation of the FD-MIMO channel.

1.1.2 Communication-efficient FL

Background

While most of the conventional ML approaches rely on the assumption of having the data and processing heads in a central entity, this is not always feasible in applications with distributed users because of the privacy issues in sharing user-generated data and large communication overhead required to transmit raw data to central ML processors. As a result, decentralized ML approaches such as FL [39], that allows the server to collectively reap the benefits of the distributed data without the need to centrally store the data are much more appealing. However, exchanging the information necessary for FL training, such as model gradients consumes significant bandwidth, and thus, there is a need for communication-efficient techniques to perform distributed training.

Numerous studies have focused on communication-efficient FL schemes, where there are two main approaches: gradient quantization and gradient sparsification. To reduce the communication cost, the most intuitive idea is to transmit gradients with reduced precision by using a limited number of bits to represent the gradients efficiently by exploiting their stochastic properties. For instance, TernGrad [40] quantizes each element of a gradient vector
to either of the three values \{-1, 0, 1\}, signSGD \[41\] quantizes each element of gradient to \{-1, 1\} according to its sign, Quantized SGD (QSGD) \[42\] scales the gradient vector by its norm and quantizes each entry of the scaled gradient. Recently, an adaptive gradient quantization technique \[43\], which automatically adapts the number of quantization levels used to represent a model update has been proposed. Gradient sparsification is another lossy compression technique that reduces the dimension of the gradient by retaining only a few important entries and sets all the remaining entries of the gradient to zero. Despite being lossy, gradient sparsification has demonstrated significant compression in gradients (and hence reduction in communication bandwidth) without drastic loss in performance of the models. Gradient sparsification has been widely combined with error accumulation \[44\] to accumulate the residual during sparsification and add them to the next gradient to reduce the loss in gradient information.

The gradient communication to the server takes place over the wireless channel between the devices and the server. However, most of the quantization and sparsification approaches assume reliable links and ignore the wireless nature of the communication medium. Therefore, one of the key challenges in designing communication-efficient gradient compression techniques is to incorporate the physical properties of the wireless medium such as fading, noise impairments, interference from multiple users. Motivated by the multi-user scenario in FL, \[45\] proposed a noisy Gaussian MAC to model the shared wireless channel between the users and the server and incorporate the interference from the users, and channel noise. The authors exploited the MAC property of the channel and proposed an analog-distributed stochastic gradient descent (A-DSGD) algorithm in which the server is not interested in the individual local gradients, but only in their average. In Chapter 3, we assume an FL system where the distributed users with local datasets implement DSGD with the help of a central server to collaboratively train a CNN model for a learning task. We adopt the Gaussian MAC model from \[45\] for modeling the wireless channel between the users and the server for communicating the local gradient estimates to the server. Most of the quantization techniques exploit the statistical properties of the gradients and sparsification exploits the sparsity of the gradients. However, both techniques vectorize the gradients of a model irrespective of its original structure. CNNs are popularly applied to images that are represented as 2D or
1.2. Organization

3D tensors. Therefore, the convolutional gradients offer a natural 4D tensor representation that stems from the 4D tensor structure of the convolutional kernel that transforms a 3D input tensor into a 3D output tensor. We demonstrate a gradient communication technique that leverages the structural properties of a convolutional gradient to further reduce the communication overhead.

Contributions

We propose a novel gradient compression-reconstruction scheme for convolutional gradient communication for FL. The convolutional gradients are also known to be sparse (approximately) in nature. We apply gradient sparsification on the gradients and use a linear transformation with a random projection matrix to compress the gradients as in CS to low-dimensional gradient estimates. We exploit the 4D tensor structure of the convolutional gradients to identify and demonstrate a strong spatial domain consistency between a gradient element and its neighboring elements corresponding to different dimensions of the tensor. We propose a novel prior formulation, a spike and slab prior for modeling the convolutional gradients that allow incorporating this prior knowledge about the spatial correlation along with the sparsity. We use the well-known GAMP algorithm for designing the Bayesian gradient reconstruction algorithm that integrates the proposed prior on the convolutional gradients. The numerical results show that the considered FL system using the proposed gradient reconstruction algorithm for convolutional gradient recovery at the server achieves faster convergence than the existing technique that is oblivious of the aforementioned spatial consistency.

1.2 Organization

The technical contributions of the thesis are provided in Chapters 2 and 3. Specifically, Chapter 2 develops a procedure for data-driven low-complexity product precoder codebooks for an FD-MIMO system. The design criterion and the corresponding algorithm for obtaining the optimal product precoder codebooks that exploit the underlying tensor representation of the FD-MIMO channel are provided. Chapter 3 provides a framework for FL to collaboratively train a CNN which employs gradient compression for efficient gradient communication.
to the server. A Bayesian reconstruction algorithm for convolutional gradient recovery at the server is developed by imposing a novel prior that captures the properties pertinent to the convolutional gradients. Finally, Chapter 4 summarizes the key contributions of this thesis and provides some potential directions for the extension of this research.
Tensor Learning-based Precoder Codebooks for FD-MIMO Systems

With the availability of an unprecendented amount of data, there is a significant interest in applying ML to a variety of problems in communications and signal processing [46,47]. Many of these problems also have a rich history of research that has led to key insights about their general structures and properties, which are collectively referred to domain knowledge. It is well-acknowledged in the ML community that incorporating this domain knowledge in learning algorithms results in efficient solutions, which has generated significant interest around the general idea of theory-guided ML [48]. The use of domain knowledge, such as the topological manifold on which the data is lying, often reduces the complexity of the ML models.

In this chapter, we explore the merger of domain knowledge and learning algorithm for the codebook design problem for limited feedback FDD MIMO systems. It is a classical problem in MIMO systems, where the CSI at the Rx needs to be quantized before sending over the limited capacity feedback channel to the Tx for precoding [49]. This codebook design problem has been studied extensively under several statistical channel models (see [35] for a comprehensive survey on model-based codebooks) but recently gained attention from the perspective of ML. The reason is that this problem can be viewed as a clustering problem where the set of optimal cluster centers represent the CSI whose distribution is available as a training set. Since the fundamental difficulty in this problem is the dimensionality of the channel, the natural tendency is to think in terms of obtaining a low dimensional representation of the channel using deep learning (DL) techniques, such as autoencoders, and use it for codebook construction [37,38]. An autoencoder operates on the hypothesis
that the data possesses a representation on a lower-dimensional manifold (referred to as feature space), albeit unknown, and tries to learn the embedded manifold by training over the dataset [50, Chapter 14]. In contrast, for MIMO beamforming and precoding, the underlying manifold is known to be a GM in some cases [33]. This removes the requirement of “learning” the manifold from the dataset which oftentimes can be extremely complicated. Once the manifold is known, we can leverage the shallow learning techniques like the clustering algorithms on the manifold to find the precoder codebook.

2.1 Related work

In a limited feedback FDD-MIMO system, the assumption is that the Tx and Rx agree upon a common precoder codebook. The Rx, after the channel estimation, finds a precoder from this codebook and transmits the corresponding index over the feedback channel to Tx. There are various kinds of codebook design methods based on the above described two philosophies.

*Model-based Approach.* For i.i.d Rayleigh fading channels, the codebook design problem for precoding is equivalent to packing the subspaces in a GM of appropriate dimensions [33,51]. For correlated channels, the Grassmann codebook can be modified by applying a channel correlation matrix [34,52]. The basis of this modification is the assumption that the channel matrix is assumed to be factored into the square-root channel correlation matrix (or the long-term statistics of the channel) and the i.i.d. Rayleigh fading channel (or the instantaneous CSI) [53]. Apart from the Rayleigh fading assumption, another widely used channel model is the spatial channel model (SCM) [54], which has led to the design of discrete Fourier transform (DFT) structured codebooks. The principle of DFT codebooks is to quantize the direction of arrival of the dominant radio path of the channel. Based on the same principle, more advanced hierarchical DFT codebooks were developed. One prominent example of hierarchical codebooks is the so-called double DFT codebooks, where the two codebooks are designed for quantizing the long-term and instantaneous components of the precoder [55]. While the codebooks were primarily developed for linear antenna arrays at Tx and Rx, for FD-MIMO systems these codebooks can be extended by the formulation of product codebooks. The product codebook is simply a product (such as KP) of two codebooks.
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corresponding to the antenna arrays across the horizontal and vertical dimensions. The basis of this design is the Kronecker correlation model that approximates the channel correlation matrix with the KP of channel correlation matrices of horizontal and vertical dimensions. The decomposition of the channel correlation matrix of UPA enables the natural extension of the existing codebooks, e.g. Grassmannian codebooks [56] and DFT codebooks [57–60] for FD-MIMO systems.

Data-driven Approach. Unlike the model-based approach, a more direct approach for codebook design is to learn the codebooks from the channel datasets available through extensive channel measurements. The first comprehensive work in this direction is [1], where designing precoder codebooks is shown to be equivalent to a problem of VQ on the space of optimal precoders i.e., right singular matrices of the channel matrices in the training dataset. However, this technique is not useful when the number of antennas increases due to the curse of dimensionality. As an alternate approach, the CSI compression has been cast as an autoencoder problem, where the encoder residing at the receiver compresses and quantizes CSI and the decoder at Tx reconstructs the CSI. The extent of CSI compression of MIMO channels of arbitrary channel statistics and correlation properties in this scheme can be significantly enhanced by using NN-based (more precisely, CNN) structures for the encoder and decoder [37,38,61,62]. Although these DL-based approaches have shown promising results compared to the state-of-the-art CSI compression techniques, their practical importance is questionable. The reason is that the performance is achieved only after using significantly complex architectures of NNs which is prone to a complicated hyperparameter tuning for any particular propagation environment. While the CNN-based techniques were designed to operate on datasets that have natural interpretations in the Euclidean domain (such as images), we can extend CNNs to build autoencoders that operate on topological manifolds. However, it can be very challenging to design such models and is still vastly considered as an open problem in ML. Therefore, in this chapter, we propose an alternate formulation for the data-driven precoder design for FD-MIMO channels by building on the ideas of Grassmannian K-means clustering developed in the sequel. However, as we discussed before, extending this method for higher dimensions of channels is not straightforward. Interestingly, the FD-MIMO systems naturally admit a tensor representation of the channel [63–65]. This enables
us to leverage tools from a more classical form of ML, known as tensor learning [17,66,67], along with ideas from theory-guided ML to constrain the outputs to a topological manifold, to formulate computationally efficient product codebooks for precoding even for a large number of Tx antennas.

2.2 Contributions and novelty

In this chapter, we propose a data-driven precoder codebook design method by exploiting a tensor representation of the FD-MIMO channel. We reduce the dimensionality of the channel tensor by decomposing it into low-dimensional orthonormal factors using the low-rank Tucker decomposition (TD). This operation simplifies the codebook design explained as follows.

First, the Rx computes the unquantized precoder from the channel tensor as a function of KP of the two low-rank TD factors corresponding to the horizontal and vertical dimensions of the UPA at the Tx. We adopt this KP structure of the unquantized precoders to the quantized precoders as well. We show that this KP structure of the precoders admits a representation on a Tensor Product Grassmann Manifold (TPM), where each factor is a GM corresponding to horizontal and vertical dimensions of the UPA at the Tx. We define a measure of loss in mutual information associated with an arbitrary precoder and use it to define the average mutual information loss due to the limited feedback, leading to a new codebook design criterion. With the rotational invariance property of the precoders and the induced chordal distance metric on a GM, we show that the obtained codebook design criterion is equivalent to minimizing the average distortion in representing the optimal unquantized precoders with quantized precoders on a TPM.

Second, we exploit the diffeomorphism between a TPM and a CPM to approximate the described quantization loss as the average distortion between the representations of the optimal unquantized and quantized precoder on the CPM. We show that the optimal product precoder codebook minimizing the defined average distortion due to quantization is equivalent to the set of optimal centroids given by the $K$-means clustering algorithm on the CPM. The induced chordal distance metric is inherited from the factor GMs to define the chordal distance on a CPM. This provides a natural extension of the $K$-means
2.3. System overview

We consider a narrow-band point-to-point MIMO communication system, where the Tx and Rx are equipped with $M_t$ and $M_r$ antennas, respectively. We assume a block fading channel model and represent the channel between Tx and Rx as $H \in \mathbb{C}^{M_r \times M_t}$. Throughout this chapter, we assume that $M_r \leq M_t$ and let the rank of the channel matrix $H$ be $r_o \leq M_r$. The Tx is equipped with a UPA antenna with $M_v$ and $M_h$ antennas in the vertical and horizontal dimensions, respectively with $M_t = M_v M_h$ and the Rx is equipped with a ULA antenna with $M_r$ antennas. The discrete-time baseband input-output relation for this system can be expressed as $y = Hx + n$, where $x \in \mathbb{C}^{M_t \times 1}$ is the transmitted signal, $y \in \mathbb{C}^{M_r \times 1}$ is the received signal and $n \in \mathbb{C}^{M_r \times 1}$ is the additive white Gaussian noise distributed as $CN(0, N_o I_{M_r})$. The average total transmit power is denoted as $\mathcal{E}_s$ where $\mathcal{E}_s = \mathbb{E}[x^H x]$. The

cluster algorithm on a GM to a CPM. With this induced chordal distance metric, we show that the $K$-means clustering problem on a CPM is reduced to separate $K$-means clustering problems on its factor manifolds. This simplifies the product precoder codebook construction to finding the optimal set of centroids using the $K$-means clustering on its factor manifolds corresponding to the horizontal and vertical dimensions of the UPA at the Tx. We also formally show that the proposed tensor-based product codebook design is computationally more efficient than its VQ counterpart which does not use the tensor representation of the FD-MIMO channel, proposed in [1], in terms of asymptotic complexity.

Notations. We use $a \in \mathbb{C}^{M \times 1}$, $A \in \mathbb{C}^{M \times N}$, to designate complex column vectors, matrices, respectively, $A(:,i)$ or $a_i$ to denote the $i$-th column, $A(:,i:j)$ to represent an $M \times (j-i+1)$ matrix, formed by $i$-th to $j$-th columns of $A$ for $1 \leq i \leq j \leq N$. If $\mathcal{I} = \{i_1, \ldots, i_n\}$ denotes a set of indices where $1 \leq i_1 < \cdots < i_n \leq N$, then $A(:,\mathcal{I})$ or $A_{\mathcal{I}}$ represents an $M \times |\mathcal{I}|$ matrix formed by the columns of $A$ whose indices are given by $\mathcal{I}$. We use $\mathcal{U}(M,N)$, $\mathcal{U}_M$ to represent the set of all $M \times N$ complex orthonormal matrices, $M \times M$ unitary matrices, respectively. Further, $a^*(a^*)$ denotes the complex conjugate of $a \in \mathbb{C}$ ($a \in \mathbb{C}^{M \times 1}$), $A^T$, $A^H$ denote transpose, Hermitian, vec($A$) denotes the vectorization of $A$, $\mathbb{E}_A$ denotes expectation over the distribution of $A$ where $A$ is a random matrix or vector. Also, $|\cdot|$, $\|\cdot\|_F$ denote the absolute value, the Frobenius norm and $j = \sqrt{-1}$.

2.3 System overview
SVD of $H$ is given by $H = U \Sigma V^H$, where $U \in \mathcal{U}_{M_r}$, $V \in \mathcal{U}_{M_t}$, and $\Sigma$ is the $M_r \times M_t$ rectangular diagonal matrix with $i$-th largest singular value $\sigma_i$ at the entry $(i, i)$.

### 2.3.1 Beamforming

For the simplicity of exposition, we first consider a multiple-input single-output (MISO) system, where the Rx is equipped with a single antenna i.e., $M_r = 1$. In order to improve the received SNR, the Tx performs beamforming. For this case, the received signal $y$ simplifies to $y = Hf s + n$, where $s \in \mathbb{C}$ is the transmitted symbol with average power $\mathbb{E}[s^* s] = \mathcal{E}_s$, $f \in \mathbb{C}^{M_t \times 1}$ is the beamformer. Assuming that the Rx employs maximal ratio combining (MRC) [51], the Rx uses $z = \frac{Hf s}{\|Hf\|_2}$ to estimate the transmitted symbol $\hat{s}$ which is simplified as $\hat{s} = z^H y = y$. This gives the receive SNR $\rho_r$ as $\rho_r = \mathcal{E}_s \frac{\|Hf\|_2^2}{\|Hf\|_2^2} = \frac{\mathcal{E}_s}{N_o} \frac{\|Hf\|_2^2}{\|Hf\|_2^2} = \rho_t \frac{\|Hf\|_2^2}{\|f\|_2^2}$ where $\mathcal{E}_s/N_o$ is the transmit SNR $\rho_t$. The total transmit power $\mathbb{E}[x^H x] = \mathbb{E}[\|f s\|_2^2] = \mathcal{E}_s$ is assumed to be fixed. Because of this, we have the unit norm constraint on the beamformer, i.e., $\|f\|_2^2 = 1$ and thus $f \in \mathcal{U}(M_t, 1)$. Following this constraint, the beamforming gain $\Gamma(H, f)$ is obtained as $\Gamma(H, f) := \frac{\rho_r}{\rho_t} = \frac{\|Hf\|_2^2}{\|f\|_2^2}$. The problem of transmit beamforming is to maximize $\Gamma(H, f)$ i.e., $\hat{f} = \arg \max_{f \in \mathcal{U}(M_t, 1)} \Gamma(H, f) = \arg \max_{f \in \mathcal{U}(M_t, 1)} \|Hf\|_2^2$. One possible solution for the optimal beamformer $\hat{f}$ is the right singular vector that is associated with the maximum singular value of $H$ i.e., $\hat{f} = v_1 = V(:, 1)$ [68]. The corresponding beamforming gain is $\Gamma_{max} = \max_{f \in \mathcal{U}(M_t, 1)} \Gamma(H, f) = \Gamma(H, v_1) = \|H v_1\|_2^2 = \sigma_1^2$. For transmit beamforming, it has been shown that the beamformer that maximizes the receive SNR $\rho_r$ also maximizes the mutual information between $s$ and $y$ and minimizes the average probability of symbol error [69,70].

### 2.3.2 Precoding

Let us now consider a general MIMO system with $M_r > 1$. Since $M_r > 1$, the system can support upto rank $- r$ ($1 \leq r \leq M_r$) transmission or the transmission of $r$ independent streams. For this scheme, we assume transmit precoding, i.e., the Tx transmits $s \in \mathbb{C}^{r \times 1}$, a symbol vector of $r$ independent data streams, which is precoded with a precoder matrix $F \in \mathbb{C}^{M_t \times r}$. The transmitted signal $x$ is obtained as $x = Fs$ resulting in the received signal $y = HF s + n$. We assume equal power allocation strategy at the Tx where the total transmit power $\mathcal{E}_s$ is split equally among the $r$ transmitted symbols i.e., $\mathbb{E}[s_i^* s_i] = \frac{\mathcal{E}_s}{r}$ and
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Figure 2.1: Block diagram of an FDD-MIMO system with limited feedback channel of capacity $B$ bits per channel use.

Figure 2.2: Illustration of the tensor representation of FD-MIMO channel and its relation with the matrix channel representation.

also assume that $s$ is generated by an uncorrelated zero-mean jointly Gaussian symbol source. Thus, $s \sim \mathcal{N}(0, \frac{\epsilon_s}{r} I_r)$. When the Tx precodes $s$ with $F$, the equivalent channel is $H_{eq} = HF$ and the transmit SNR per spatial stream is $\rho_t = \frac{\epsilon_s}{N_{ax}}$. The Rx uses a linear minimum mean square error (MMSE) combiner to estimate the transmitted symbol vector as $\hat{s} = Z_{MMSE}^H y$ where $Z_{MMSE} = H_{eq}^H (H_{eq}^H H_{eq} + \rho_t^{-1} I)^{-1}$. Under these assumptions, the mutual information $R(H, F)$ between $s$ and $y$ for a given channel $H$ and a precoder $F$ is given by

$$R(H, F) = \log \det \left( I + \rho_t H_{eq}^H H_{eq} \right) = \log \det \left( I + \rho_t F^H H^H H F \right).$$

With full CSI at the Tx (CSIT), the strategy that maximizes the mutual information $R(H, F)$ is to employ water-filling based optimal power allocation on the $r$ independent data streams [32, 71]. This necessitates the knowledge of $\bar{V} = V(:, 1 : r)$ and additionally $\Sigma$, truncated upto $r$ dominant singular values, to ensure optimal power splitting across the spatial streams at the Tx for precoding.

For the optimal beamforming (precoding), the Tx needs to know $v_1 (\bar{V}, \Sigma)$. In an FDD system, the Rx estimates the channel $H$ and sends $v_1 (\bar{V}, \Sigma)$ back to the Tx over a feedback channel. Thus the feedback overhead increases as $M_t$ increases. Since the feedback channel is typically assumed to be a low-rate, zero-delay, and error-free, with a limited capacity of $B$ bits per channel use, it is not always possible to transmit $v_1 (\bar{V}, \Sigma)$ over this channel without any data compression, especially when the number of antennas is large [49]. Thus, it is necessary to introduce some method to quantize $v_1 (\bar{V}, \Sigma)$. The available $B$ feedback bits per each channel use have to be utilized to convey the channel information to the Tx and maximize
the performance of the MIMO system. The most well-known approach for the quantization is to construct a finite-sized dictionary of beamformers (precoders) \[49\], also known as the codebook. In particular, for beamforming, the Tx and Rx agree upon a beamformer codebook, say \(\mathcal{F} = \{\mathbf{f}_1, \ldots, \mathbf{f}_{2^B}\}, \mathbf{f}_i \in \mathcal{U}(M_t, 1)\). While there are multiple ways to define a precoder codebook for quantizing \(\bar{\mathbf{V}}\), we focus on the most common approach of orthonormal precoder codebook where the precoders are always constrained to be orthonormal matrices\[33,72\]. The orthonormality constraint follows from the form of the optimal precoders derived with the maximum eigenvalue constraint on \(\mathbf{F}\) under the presence of full CSIT \[32\]. Under the equal power allocation strategy and the orthonormality constraints on \(\mathbf{F}\), an optimal rank \(-r\) precoder over \(\mathcal{U}(M_t, r)\) that maximizes the mutual information \(R(\mathbf{H}, \mathbf{F})\) is \(\mathbf{F}_{\text{opt}} = \bar{\mathbf{V}}\) which is formed by the \(r\) dominant columns of \(\mathbf{V}\) \[32\]. Thus a codebook \(\mathcal{F}\) of cardinality \(2^B\) with candidate precoder matrices is given as \(\mathcal{F} = \{\mathbf{F}_1, \ldots, \mathbf{F}_{2^B}\}\), where \(\mathbf{F}_i \in \mathcal{U}(M_t, r)\) and is assumed to be known to the Tx and Rx. The Rx chooses the appropriate beamformer \(\mathbf{f} \in \mathcal{F}\) (precoder \(\mathbf{P} \in \mathcal{F}\)) that maximizes \(\Gamma(\mathbf{H}, \mathbf{f}) (R(\mathbf{H}, \mathbf{F}))\) and feeds the index of the codeword back to the Tx. For a given beamformer codebook \(\mathcal{F}\), the criterion for choosing the optimal beamformer can be stated as \(\mathbf{f} = \arg \max_{\mathbf{f}_i \in \mathcal{F}} \Gamma(\mathbf{H}, \mathbf{f}_i) = \arg \max_{\mathbf{f}_i \in \mathcal{F}} \|\mathbf{Hf}_i\|_2^2\). Similarly, for a given precoder codebook \(\mathcal{F}\), the criterion for choosing the optimal precoder is \(\mathbf{F} = \arg \max_{\mathbf{F}_i \in \mathcal{F}} R(\mathbf{H}, \mathbf{F}_i)\). The system-level diagram of a limited feedback FDD-MIMO system is provided in Fig. 2.1.

### 2.4 Preliminaries

In this section, we briefly review the background of the topics including a few useful results that are used in developing the codebook design scheme proposed in the sequel.

#### 2.4.1 Tensors

A tensor is a multi-dimensional array and the number of dimensions of the array is defined as the order of the tensor. A matrix, for instance is a two-dimensional array or second-order tensor. We denote an \(N\)-th order tensor complex tensor as \(\mathbf{X} \in \mathbb{C}^{I_1 \times \cdots \times I_n \times \cdots \times I_N}\) whose

---

1 With limited feedback bits available, we focus first on representing \(\bar{\mathbf{V}}\) and do not allocate any bits for power allocation information i.e., \(\mathbf{\Sigma}\), thus assuming equal power allocation strategy.
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(i_1, \cdots, i_n, \cdots, i_N)-th element is represented as \(x_{i_1i_2\cdots i_N}\) or \([\mathcal{X}]_{i_1i_2\cdots i_N}\), where \(1 \leq i_n \leq I_n\) for \(n = (1, \cdots, N)\). The Frobenius norm of a tensor \(\mathcal{X}\) is denoted as \(\|\mathcal{X}\|_F\) and defined as the square root of the sum of the squares of absolute values of its elements i.e., \(\|\mathcal{X}\|_F := \sqrt{\sum_{i_1=1}^{I_1} \cdots \sum_{i_N=N}^{I_N} |x_{i_1\cdots i_N}|^2}\).

A tensor can be represented by a set of matrices which is possible through unfolding the tensor. The rows and columns of a matrix are generalized as mode-\(n\) fibers of a tensor. A mode-\(n\) fiber is formed by the set of elements of the tensor where \(i_n = (1, \cdots, I_n)\) for a chosen \(i_1, \cdots, i_{n-1}, i_{n+1}, \cdots, i_N\). The unfolding of a tensor \(\mathcal{X}\) along its \(n\)-th dimension is called mode-\(n\) unfolding and the resultant matrix is denoted as \(\mathbf{X}_{(n)} \in \mathbb{C}^{I_n \times J_n}\) where \(J_n = \prod_{k=1, k \neq n}^{N} I_k\). The matrix \(\mathbf{X}_{(n)}\) is formed by arranging the mode-\(n\) fibers of \(\mathcal{X}\) as its columns. An element \(x_{i_1i_2\cdots i_N}\) of \(\mathcal{X}\) is mapped to \((i_n, j)\)-th element of \(\mathbf{X}_{(n)}\) where \(j = 1 + \sum_{k=1, k \neq n}^{N} (i_k - 1)J_k\). The product of a tensor and a matrix along the \(n\)-th dimension is represented as \(\times_n\) and known as \(n\)-mode product. The \(n\)-mode product of a tensor \(\mathcal{X}\) and a matrix \(\mathbf{U} \in \mathbb{C}^{J \times I_n}\) is represented as \(\mathbf{Y} = \mathcal{X} \times_n \mathbf{U}\) where \(\mathbf{Y} \in \mathbb{C}^{I_1 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N}\) whose mode-\(n\) unfolding is given by \(\mathbf{Y}_{(n)} = \mathbf{U} \mathbf{X}_{(n)}\).

**Tucker decomposition of a tensor.** TD decomposes a tensor into a core tensor and a set of orthonormal matrices corresponding to each mode of the tensor. It is also a form of higher-order principal component analysis [73] and TD of a tensor \(\mathcal{X}\) is expressed as \(\mathcal{X} = \mathcal{G} \times_1 \mathbf{A}^{(1)} \times_2 \mathbf{A}^{(2)} \cdots \times_N \mathbf{A}^{(N)}\), for \(i_n = (1, \cdots, I_n)\), \(n = (1, \cdots, N)\). The tensor \(\mathcal{G} \in \mathbb{C}^{I_1 \times \cdots \times I_n \times \cdots \times I_N}\) is called the core tensor and the factor matrices \(\mathbf{A}_{(n)} \in \mathcal{U}_{I_n}\). Let \(\mathbf{G}_{(n)}\) be the mode-\(n\) unfolding of \(\mathcal{G}\), then, from the TD of \(\mathcal{X}\) we have, \(\mathbf{X}_{(n)} = \mathbf{A}_{(n)} \mathbf{G}_{(n)} \left(\mathbf{A}^{(N)} \otimes \cdots \otimes \mathbf{A}^{(n+1)} \otimes \mathbf{A}^{(n-1)} \otimes \cdots \otimes \mathbf{A}^{(1)}\right)^T\).

The matrices \(\mathbf{A}_{(n)}\) can be thought of as the principal components in each mode and are analogous to principal components of a matrix. The core tensor \(\mathcal{G}\) represents the interaction between different principal components of \(\mathcal{X}\) and generally not a diagonal matrix as it is in the SVD of matrices.

**Low-rank representation.** A tensor \(\mathcal{X} \in \mathbb{C}^{I_1 \times \cdots \times I_N}\) can be approximated with a rank \(-\) \((r_1, \cdots, r_N)\) tensor \(\tilde{\mathcal{X}}\) as \(\mathcal{X} \approx \tilde{\mathcal{X}} = \mathcal{G} \times_1 \mathbf{A}_{r_1}^{(1)} \times_2 \mathbf{A}_{r_2}^{(2)} \cdots \times_N \mathbf{A}_{r_N}^{(N)}\) where \(\mathcal{G} \in \mathbb{C}^{r_1 \times \cdots \times r_n \times \cdots \times r_N}\), \(r_n \leq I_n\) for \(n = (1, \cdots, N)\) and \(\mathbf{A}_{r_n}^{(n)} \in \mathcal{U}(I_n, r_n)\) is a rank \(- r_n\) orthonormal matrix. The
best rank $-(r_1, \cdots, r_N)$ approximation $\bar{X}$ of $X$ is obtained as

$$
(\bar{G}, A_{r_1}^{(1)}, \cdots, A_{r_N}^{(N)}) = \arg \min_{\bar{G}, A_i^{(j)} \in \mathcal{U}(I_i, r_i)} \|X - \bar{G} \times_1 A_{r_1}^{(1)} \times_2 A_{r_2}^{(2)} \cdots \times_N A_{r_N}^{(N)}\|_F.
$$

(2.1)

In the case of matrices, the principal components of the best low-rank approximation are obtained directly from its SVD [74], whereas for tensors, the above minimization problem has to be solved for obtaining the principal components of the tensor. One of the algorithms utilized for solving (2.1) is the Higher-Order Orthogonal Iteration (HOOI), which will be used in the sequel [3].

### 2.4.2 Overview of GMs

The complex GM $\mathcal{G}(n, k)$ [33] is defined as the set of all $k$ dimensional linear subspaces spanned by orthonormal matrices $\mathcal{U}(n, k)$ i.e., $\mathcal{G}(n, k) := \{\text{span}(F) : F \in \mathcal{U}(n, k)\}$, where \text{span}(F) is the $k$ dimensional subspace in $\mathbb{C}^n$ spanned by the columns of the orthonormal basis $F$. For any $Q \in \mathcal{U}_k$, $\text{span}(FQ) = \text{span}(F)$, i.e., the subspaces spanned by the columns of $F$ and $FQ$ are the same and are represented by an equivalence relation $F \sim FQ$. Therefore the matrix representation of a point in $\mathcal{G}(n, k)$ is not unique. We use the notation $F \in \mathcal{G}(n, k)$ to represent the subspace $\text{span}(F)$. Let $F_1, F_2 \in \mathcal{G}(n, k)$, then the distance between the subspaces spanned by them is characterized by the principal angles between $\text{span}(F_1), \text{span}(F_2)$. A number of different geodesic distances between the subspaces can be defined. In this chapter, we will be using the chordal distance. The chordal distance ($d_c$) between two subspaces which are spanned by $F_1, F_2 \in \mathcal{U}(n, k)$ is defined as

$$
d_c^2(F_1, F_2) := \frac{1}{2} \left\| F_1 F_1^H - F_2 F_2^H \right\|_F^2 = \left(k - \|F_1^H F_2\|_F^2\right) = \|\sin \Theta\|_2^2,
$$

where $\Theta = [\theta_1, \cdots, \theta_k]$ and $\theta_i$ is the $i$-th principal angle between $\text{span}(F_1)$ and $\text{span}(F_2)$. Any element on a GM is invariant to rotations i.e., $F \equiv FQ$ for $Q \in \mathcal{U}_k$. Therefore the chordal distance $d_c(F_1, F_2)$ is invariant under various representations of the subspaces, i.e., $d_c(F_1, F_2) = d_c(F_1 Q_1, F_2 Q_2) \forall Q_1, Q_2 \in \mathcal{U}_k$. 

18
2.4. Preliminaries

Product GM

The $m$-fold CPM $\mathcal{G}^\times(n, k)$ is defined as the space $\mathcal{G}(n_1, k_1) \times \cdots \times \mathcal{G}(n_m, k_m)$. A point in $\mathcal{G}^\times(n, k)$ is represented as the collection of the points $F_i \in \mathcal{G}(n_i, k_i)$, $\forall i = 1, \cdots, m$. Thus,

$$\mathcal{G}^\times(n, k) := \{ [F] = (F_1, \cdots, F_m) | F_i \in \mathcal{G}(n_i, k_i), i = 1, \cdots, m \},$$

(2.2)

where $(n, k) := ((n_1, k_1), (n_2, k_2), \cdots, (n_m, k_m))$. Just as different notions of distances on a GM [75], a distance metric on a CPM can be defined in different ways. We extend the chordal distance metric $d_c$ on a GM to define the following distance metric to measure the distance between two points $[F], [F'] \in \mathcal{G}^\times(n, k)$:

$$d_c([F], [F']) := \| \sin \Theta \|_2,$$

where $\Theta = (\theta_1, \cdots, \theta_m)$, $\theta_i$ is the set of principal angles between the $i$-th factor GM of $[F]$ and $[F']$, i.e., $F_i$ and $F'_i$ respectively. Using this expression, the chordal distance on a CPM can also be written as

$$d_c^2([F], [F']) = d_e^2((F_1, \cdots, F_m), (F'_1, \cdots, F'_m)) = \sum_{i=1}^{m} d_e^2(F_i, F'_i).$$

(2.3)

It implies that the squared chordal distance between two points on a CPM is equivalent to the sum of squares of distance between the points on the factor GMs that form the product space. This property will be particularly useful in the proposed product codebook construction. In the sequel, we will introduce another type of product GM, termed TPM, while designing the product codebook.

$K$-means clustering on a GM

The $K$-means clustering on a given metric space is a method of VQ to partition a set of $N$ data points into $K$ non-overlapping clusters, in which each data point belongs to the cluster with the nearest cluster centroid. The centroids are the quantized representations of the data points that belong to the respective clusters. A quantizer on the given metric space maps the data points to one of the $K$ centroids. The $K$ centroids are chosen such that the average distortion due to quantization is minimized. Before we formally introduce the main steps of the clustering algorithm on $\mathcal{G}(n, k)$, we first define the notion of a distortion measure and a quantizer as follows.
Definition 2.1 (Distortion measure). The distortion caused by representing \( F \in \mathcal{G}(n,k) \) with \( F' \in \mathcal{G}(n,k) \) is defined as the distortion measure \( d_o \) which is given by \( d_o(F, F') = d_c^2(F, F') \).

Definition 2.2 (Grassmann quantizer). Let \( \mathcal{F} \subseteq \mathcal{G}(n,k) \) be a \( B \)-bit codebook such that \( \mathcal{F} = \{ F_1, \ldots, F_{2^B} \} \), then a Grassmann quantizer \( Q_F \) is defined as a function mapping elements of \( \mathcal{G}(n,k) \) to elements of \( \mathcal{F} \) i.e., \( Q_F : \mathcal{G}(n,k) \mapsto \mathcal{F} \).

A performance measure of a Grassmann quantizer is the average distortion \( D(Q_F) \), where \( D(Q_F) := \mathbb{E}_X[d_o(X, Q_F(X))] = \mathbb{E}_X[d_c^2(X, Q_F(X))] \). In most practical settings, we may have access to a set of \( N \) data points \( \mathcal{X} = \{ X \} \subseteq \mathcal{G}(n,k) \) in lieu of the probability distribution \( p(X) \). Then the expectation w.r.t \( X \) in \( D(Q_F) \) means averaging over the set \( \mathcal{X} \). Therefore the objective of \( K \)-means clustering with \( K = 2^B \) is to find the set of \( K \) centroids, i.e., \( \mathcal{F}^K \), that minimizes \( D(Q_F) \) and can be expressed as

\[
\mathcal{F}^K = \arg \min_{\mathcal{F} \subseteq \mathcal{G}(n,k), |\mathcal{F}|=2^B} D(Q_F) = \arg \min_{\mathcal{F} \subseteq \mathcal{G}(n,k), |\mathcal{F}|=2^B} \mathbb{E}_X[d_c^2(X, Q_F(X))] \tag{2.4}
\]

and the associated quantizer is \( Q_{\mathcal{F}^K}(X) = \arg \min_{F_i \in \mathcal{F}} d_o(X, F_i) = \arg \min_{F_i \in \mathcal{F}} d_c^2(X, F_i) \). However, finding the optimal solution for \( K \)-means clustering is an NP-hard problem. Therefore, we use the Linde-Buzo-Gray algorithm [76] (outlined in Alg. 1) which is a heuristic algorithm that iterates between updating the cluster centroids and mapping a data point to the corresponding centroid that guarantees convergence to a local optimum. In Alg. 1, the only non-trivial step is the centroid calculation for a set of points. In contrast to the squared distortion measure in the Euclidean domain, the centroid of a set of elements in a general manifold with respect to an arbitrary distortion measure does not necessarily exist in a closed form. However, the centroid computation on \( \mathcal{G}(n,k) \) is feasible because of the following lemma [77].

Lemma 2.3 (Centroid computation). For a set of points \( \mathcal{S}_i = \{ X_j \}_{j=1}^{N_k} \), \( X_j \in \mathcal{G}(n,k) \), that form the \( i \)-th Voronoi partition, the centroid \( F_i \) is \( F_i = \arg \min_{F \in \mathcal{G}(n,k)} \sum_{j=1}^{N_k} d_c^2(X_j, F) = \text{eig}_r \left( \sum_{j=1}^{N_k} X_j X_j^H \right) \), where the columns of \( \text{eig}_r(Y) \) are chosen to be the \( r \) dominant eigenvectors of the \( Y \).
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2.4.3 Submodular optimization

We now introduce a special form of optimization of set functions which will be a necessary building block of our proposed codebook design scheme. Consider a set function \( f : 2^\mathcal{V} \to \mathbb{R} \) which assign a real value to any subset \( \mathcal{P} \) of a finite ground set \( \mathcal{V} \neq \emptyset \). Then a function \( f \) is called monotone if \( f(\mathcal{P} \cup \{a\}) - f(\mathcal{P}) \geq 0 \) for all \( \mathcal{P} \subseteq \mathcal{U} \), \( a \notin \mathcal{P} \) and \( a \in \mathcal{V} \). Further, a set function \( f \) is submodular if \( f(\mathcal{P} \cup \{a\}) - f(\mathcal{P}) \geq f(\mathcal{T} \cup \{a\}) - f(\mathcal{T}) \) for all possible pairs of subsets \( \mathcal{P} \subseteq \mathcal{T} \subseteq \mathcal{V} \) and all elements \( a \in \mathcal{V} \), \( a \notin \mathcal{T} \). Intuitively, submodularity refers to the law of diminishing return: the marginal gain of \( f(\mathcal{P}) \) by adding an element \( a \) to \( \mathcal{P} \) diminishes as the size of \( \mathcal{P} \) increases for all \( \mathcal{P} \). The submodular maximization problem subjected to the cardinality constraint can be formulated as follows: \( \mathcal{P}^* = \arg \max_{\mathcal{P} \subseteq \mathcal{U}, |\mathcal{P}|=n} f(\mathcal{P}) \). Submodular optimization problems are known to be NP-hard [78]. However, there exist greedy algorithms with a linear complexity \( O(|\mathcal{U}||\mathcal{P}|) \) [79], which achieve at least a \((1 - 1/e)\)-factor approximation of the optimal solution.

2.5 Product codebook design for beamforming

To enable the CSIT for beamforming (precoding) through codebooks, a quantization scheme for quantizing the optimal beamformer (precoder) and a design criterion for constructing the respective codebooks are necessary. An efficient iterative beamformer (precoder) codebook design method based on vector quantization of the space \( \mathbb{C}^{M_t \times 1} (\mathbb{C}^{M_t \times r}) \) is proposed in [80], [1]. The complexity of the VQ algorithm increases (exact complexity analysis is shown in Sec. 2.7) with increasing Tx antennas that makes the design algorithm impractical in massive MIMO regime.

In this section, we focus on designing beamformer codebooks for the system model described in 2.3.1 i.e., \( M_r = 1 \) and rank \(-1\) transmission. The UPA structure of the Tx antenna naturally allows us to represent the channel \( \mathbf{H} \in \mathbb{C}^{1 \times M_t} \) as a matrix channel \( \tilde{\mathbf{H}} \in \mathbb{C}^{M_v \times M_h} \) whose \((i, j)\)-th element corresponds to the channel between the antenna element at the \( i \)-th row and \( j \)-th column of the UPA and the receive antenna. We first describe the design of unquantized beamformer for a given \( \mathbf{H} \) and then provide a design method to construct the product codebooks for beamformer.
2.5.1 Unquantized beamformer design

The relation between the UPA matrix channel $\tilde{H} \in \mathbb{C}^{M_h \times M_h}$ and $H \in \mathbb{C}^{1 \times M_t}$ is $H^T = \text{vec}(\tilde{H}^T)$. The SVD of $\tilde{H}$ is $\tilde{H} = \tilde{U}\Sigma\tilde{V}^H$, where $\tilde{U} \in \mathcal{U}_{M_h}$, $\tilde{V} \in \mathcal{U}_{M_h}$, $\Sigma$ is the $M_v \times M_h$ rectangular diagonal matrix with $i$-th largest singular value $\tilde{\sigma}_i$ at the entry $(i, i)$. Then we have

$$H^T = \text{vec}(H^T) = \text{vec}(\tilde{V}^*\tilde{\Sigma}\tilde{U}^T) = \text{vec} \left( \sum_{i=1}^{\text{rank}(H)} \tilde{\sigma}_i \tilde{v}_i^* \tilde{u}_i^T \right) = \sum_{i=1}^{\text{rank}(H)} \tilde{\sigma}_i \tilde{u}_i \otimes \tilde{v}_i. \quad (2.5)$$

Thus, we can represent $H$ as the linear combination of $\tilde{u}_i^T \otimes \tilde{v}_i^H$ scaled with $\tilde{\sigma}_i$ as

$$H = \sum_{i=1}^{\text{rank}(H)} \tilde{\sigma}_i \tilde{u}_i^T \otimes \tilde{v}_i^H. \quad \text{In order to facilitate product beamformer codebook construction, we approximate the channel} \ H \ \text{with its dominant direction, i.e.,} \ \tilde{u}_1^T \otimes \tilde{v}_1^H, \ \text{which is called the} \ \text{rank} - 1 \ \text{approximation. The approximated channel} \ \tilde{H} \ \text{is given as} \ \tilde{H} \approx H = \tilde{\sigma}_1 \tilde{u}_1^T \otimes \tilde{v}_1^H. \quad \text{Let} \ f \in \mathcal{U}(M_t, 1) \ \text{be a beamformer for} \ \tilde{H}, \ \text{then the KP form of} \ \tilde{H} \ \text{naturally leads us to the idea of using} \ f \ \text{of the form} \ f = f_v \otimes f_h \ \text{where} \ f_v \in \mathcal{U}(M_v, 1), f_h \in \mathcal{U}(M_h, 1). \ \text{The beamforming gain} \ \Gamma(\tilde{H}, f) \ \text{can now be simplified as} \ \Gamma(\tilde{H}, f) = \|\tilde{H}f\|_2^2 = \|\tilde{\sigma}_1(\tilde{u}_1^T \otimes \tilde{v}_1^H)(f_v \otimes f_h)\|_2^2 = \tilde{\sigma}_1^2 \|\tilde{u}_1^T f_v\|_2^2 \|\tilde{v}_1^H f_h\|_2^2 = \tilde{\sigma}_1^2 \|\tilde{u}_1^T f_v\|^2 \|\tilde{v}_1^H f_h\|^2. \ \text{The optimal beamformer} \ \hat{f} \ \text{for} \ \tilde{H} \ \text{that maximizes} \ \Gamma(\tilde{H}, f) \ \text{can be simplified as}$$

$$\hat{f} = \arg \max_{f \in \mathcal{U}(M_t, 1)} \Gamma(\tilde{H}, f) = \arg \max_{f_v \in \mathcal{U}(M_v, 1)} \arg \max_{f_h \in \mathcal{U}(M_h, 1)} |\tilde{u}_1^T f_v|^2 |\tilde{v}_1^H f_h|^2$$

$$= \hat{f}_v \otimes \hat{f}_h, \quad (2.6)$$

where $\hat{f}_v = \arg \max_{f_v \in \mathcal{U}(M_v, 1)} |\tilde{u}_1^T f_v|^2$, $\hat{f}_h = \arg \max_{f_h \in \mathcal{U}(M_h, 1)} |\tilde{v}_1^H f_h|^2$ and the maximum beamforming gain is $\Gamma(\tilde{H}, \hat{f}) = \tilde{\sigma}_1^2$. Clearly, a solution for the optimal beamformer $\hat{f} = \hat{f}_v \otimes \hat{f}_h$ in (2.6) is given by the dominant singular vectors of the approximated channel $\tilde{H}$, i.e., $\hat{f}_v = \tilde{u}_1^*$, $\hat{f}_h = \tilde{v}_1$ and thus $\hat{f} = \tilde{u}_1^* \otimes \tilde{v}_1$.\n
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2.5.2 Quantized beamformer design

We define the normalized beamforming gain $\Gamma_n(\mathbf{H}, f)$ and the loss in $\Gamma_n(\mathbf{H}, f)$, i.e., $L(\mathbf{H}, f)$ obtained with an arbitrary KP beamformer $f = f_v \otimes f_h$ as

$$
\Gamma_n(\mathbf{H}, f) := \frac{\Gamma(\mathbf{H}, f)}{\Gamma(\bar{\mathbf{H}}, f)} = \frac{\Gamma(\mathbf{H}, f)}{\sigma_f^2} \geq |\tilde{u}_1^T f_v|^2 |\tilde{v}_1^H f_h|^2, 
$$

$L(\mathbf{H}, f) := 1 - \Gamma_n(\mathbf{H}, f)$,

where $\hat{f}$ is the optimal unquantized KP beamformer for a given $\mathbf{H}$, $(a)$ comes from (2.6). The KP structure of the beamformer $f$ motivates to employ separate codebooks $\mathcal{F}_v \subseteq \mathcal{U}(M_v, 1)$, $\mathcal{F}_h \subseteq \mathcal{U}(M_h, 1)$ for horizontal and vertical dimensions which enables to design product codebooks by clustering in lower dimensional spaces. The product codebook for the KP beamformer $f = f_v \otimes f_h$ formed by the codebooks $\mathcal{F}_v$, $\mathcal{F}_h$ is represented as $\mathcal{F} = \mathcal{F}_v \times \mathcal{F}_h$. The loss in normalized beamforming gain with $f$ can be bounded as $L(\mathbf{H}, f) = 1 - \Gamma_n(\mathbf{H}, f) = 1 - |(\hat{u}_1^T \otimes \hat{v}_1^H)(f_v \otimes f_h)|^2 \leq$

$$
2 \left(1 - |(\hat{u}_1^T \otimes \hat{v}_1^H)(f_v \otimes f_h)|\right) \leq 2 \min_{\beta, \phi} \left(\| (e^{j\phi} \hat{u}_1^T \otimes e^{j\phi} \hat{v}_1) - (f_v \otimes f_h) \| \right)
$$

$$
\leq 2 \min_{\beta, \phi} (\| e^{j\phi} \hat{u}_1^T \otimes e^{j\phi} \hat{v}_1 - f_v \|_2 + \| e^{j\phi} \hat{u}_1^T - f_h \|_2 \| e^{j\phi} f_h \|_2)
$$

$$
= 2 \min_{\beta, \phi} (\| e^{j\phi} \hat{v}_1 - f_h \|_2 + \| e^{j\phi} \hat{u}_1^T - f_v \|_2) = 2 \left(1 - |\hat{v}_1^H f_h|^{1/2} + 1 - |\hat{u}_1^T f_v|^{1/2}\right)
$$

$$
\leq 2 \left(1 - |\hat{v}_1^H f_h|^2 + 1 - |\hat{u}_1^T f_v|^2\right) := L_{ub}(\mathbf{H}, f).
$$

In $L_{ub}(\mathbf{H}, f)$ defined above, for any angles $\alpha, \beta \in [0, 2\pi)$, we have $|1 - |\hat{v}_1^H f_h|^2 + 1 - |\hat{u}_1^T f_v|^2\| = 1 - |\hat{v}_1^H f_h e^{j\alpha}|^2 + (1 - |\hat{u}_1^T f_v e^{j\beta}|^2)$. The rotational invariance of $L_{ub}(\mathbf{H}, f)$ from the above equation implies that $f_v, f_h$ are points on a GM i.e., $f_v \in \mathcal{G}(M_v, 1)$, $f_h \in \mathcal{G}(M_h, 1)$ and thus the respective codebooks $\mathcal{F}_v \subseteq \mathcal{G}(M_v, 1)$, $\mathcal{F}_h \subseteq \mathcal{G}(M_h, 1)$. From the definition of chordal distance $d_c(\cdot)$, the upper bound of $L(\mathbf{H}, f)$ can also be written as

$$
L_{ub}(\mathbf{H}, f) = (1 - |\hat{v}_1^H f_h|^2) + (1 - |\hat{u}_1^T f_v|^2) = d_c^2(\hat{u}_1^*, f_v) + d_c^2(\hat{v}_1, f_h).
$$

Remark 2.4. The upper bound of the loss in normalized beamforming gain i.e., $L_{ub}(\mathbf{H}, f)$ obtained by beamforming with $f = f_v \otimes f_h$ instead of the optimal unquantized beamformer
\[ \hat{f} = \hat{u}_1^* \otimes \hat{v}_1 \] for a given \( H \) is equivalent to the squared distance between the points \((\hat{u}_1^*, \hat{v}_1)\) and \((f_v, f_h)\) on the CPM \( G^\times ((M_v, M_h), (1, 1)) \) i.e., \[ L_{ub}(\hat{H}, \hat{f}) = d_c^2(\hat{u}_1^*, f_v) + d_c^2(\hat{v}_1, f_h) = d_c^2((\hat{u}_1^*, \hat{v}_1), (f_v, f_h)). \]

### 2.5.3 Product codebook design criterion

To measure the average distortion introduced by the quantization with the codebook \( F = F_v \times F_h \), we use the upper bound of the average loss in normalized beamforming gain \( L_{ub}(\bar{H}, \hat{f}) \) and define \( L_{ub}(F) \) as

\[ L_{ub}(F) := \mathbb{E}_{\bar{H}} \left[ L_{ub}(\bar{H}, \hat{f}) \right] = \mathbb{E}_{\hat{u}_1, \hat{v}_1} \left[ L_{ub}(\bar{H}, \hat{f}) \right]. \]

**Definition 2.5** (Grassmann product codebook for beamforming). Under rank \(-1\) approximation of the channel, \( H \approx \bar{H} = \hat{\sigma}_1 \hat{u}_1^T \otimes \hat{v}_1^H \), the Grassmann product codebook \( \hat{F} = \hat{F}_v \times \hat{F}_h \) for beamforming is the one that minimizes \( L_{ub}(F) \) for a given feedback bit allocation \([B_v, B_h]\) where \( |\hat{F}_v| = 2^{B_v}, |\hat{F}_h| = 2^{B_h} \).

We will now state the method to construct the Grassmann product codebook \( \hat{F} \) as follows.

**Lemma 2.6.** The Grassmann product codebook \( \hat{F} = \hat{F}_v \times \hat{F}_h \) as defined in Def. 2.5 can be constructed using the set of centroids \( F^K_v, F^K_h \) obtained from the independent K-means clustering of the optimal K-sigma beamformers \( \hat{u}_1^*, \hat{v}_1 \) on \( G(M_v, 1), G(M_h, 1) \) with \( K = 2^{B_v}, 2^{B_h} \), respectively.

**Proof.** From Def. 2.5,

\[
\hat{F} = \hat{F}_v \times \hat{F}_h = \arg \min_{\hat{F}_v, \hat{F}_h} L_{ub}(F)
\]

\[
= \arg \min_{\hat{F}_v, \hat{F}_h} \mathbb{E}_{\hat{u}_1, \hat{v}_1} \left[ \min_{f_v \in \hat{F}_v} \left( d_c^2(\hat{u}_1^*, f_v) + d_c^2(\hat{v}_1, f_h) \right) \right]
\]

\[
= \arg \min_{\hat{F}_v, \hat{F}_h} \mathbb{E}_{\hat{u}_1} \left[ \min_{f_v \in \hat{F}_v} d_c^2(\hat{u}_1^*, f_v) \right] + \mathbb{E}_{\hat{v}_1} \left[ \min_{f_h \in \hat{F}_h} d_c^2(\hat{v}_1, f_h) \right].
\]

This objective can be minimized if both the terms in the summation are independently minimized. Therefore the codebooks \( \hat{F}_v, \hat{F}_h \) that form the Grassmann product codebook \( \hat{F} \).
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are given as

\begin{align}
\hat{\mathcal{F}}_v &= \arg \min_{\mathcal{F}_v \subseteq \mathcal{G}(M_v,1)} \left\{ \min_{f_v \in \mathcal{F}_v} d_c^2(\tilde{u}_1^*, f_v) \right\}, \\
\hat{\mathcal{F}}_h &= \arg \min_{\mathcal{F}_h \subseteq \mathcal{G}(M_h,1)} \left\{ \min_{f_h \in \mathcal{F}_h} d_c^2(\tilde{v}_1, f_h) \right\}.
\end{align}

Comparing the general Grassmannian \(K\)-means objective in (2.4) in Sec. 2.4.2 and the above codebook design criteria, \(\hat{\mathcal{F}}_h, \hat{\mathcal{F}}_v\) can be found by the \(K\)-means clustering algorithm for \([K,n,k] = [2^{B_h}, M_h, 1], [2^{B_v}, M_v, 1]\) respectively, in Alg. 1. Therefore we have \(\hat{\mathcal{F}}_h = \mathcal{F}_h^K, \hat{\mathcal{F}}_v = \mathcal{F}_v^K\), and \(\hat{\mathcal{F}} = \hat{\mathcal{F}}_v \times \hat{\mathcal{F}}_h = \mathcal{F}_v^K \times \mathcal{F}_h^K\) and the criteria for the choosing the optimal beamformer \(\hat{f}\) from \(\hat{\mathcal{F}}_v, \hat{\mathcal{F}}_h\) for a given \(H\) as \(\hat{f}_v = \arg \min_{f_v \in \hat{\mathcal{F}}_v} d_c^2(\tilde{u}_1^*, f_v), \hat{f}_h = \arg \min_{f_h \in \hat{\mathcal{F}}_h} d_c^2(\tilde{v}_1, f_h), \hat{f} = \hat{f}_v \otimes \hat{f}_h\).

2.5.4 Codebook construction

From Lem. 2.6, it is possible to perform \(K\)-means clustering independently on \(\mathcal{G}(M_v,1), \mathcal{G}(M_h,1)\) and construct the product codebook with reduced complexity. We assume a stationary distribution of the channel for a given coverage area of a Tx. In order to construct the Grassmann product codebook for beamforming as defined in Def. 2.5, we construct \(\mathcal{H} = \{H\}\), a set of channel realizations sampled for different user locations. The available channel dataset \(\mathcal{H}\) is split into training and testing datasets, \(\mathcal{H}_{\text{train}}\) and \(\mathcal{H}_{\text{test}}\) for generating beamformer codebooks and evaluating their performance respectively. We assume that the size of the training set is large enough so that the sampling distribution closely approximates the original distribution. The training procedure yields the optimal product codebook whose performance is evaluated by measuring the average normalized beamforming gain for the channel realizations in the test set \(\mathcal{H}_{\text{test}}\). The training and testing procedure of the proposed product codebook design for a given set of channel realizations is summarized in the following remark.

Remark 2.7. For a given \(\mathcal{H}_{\text{train}}\) and \(\mathcal{H}_{\text{test}}\), the Grassmann product codebook for beamforming \(\hat{\mathcal{F}} = \hat{\mathcal{F}}_v \times \hat{\mathcal{F}}_h\) is obtained by the procedure \(\text{BFTrain}(\mathcal{H}_{\text{train}}, [B_v, B_h])\) and the performance of the codebook \(\hat{\mathcal{F}}\) is evaluated by the procedure \(\text{BFTest}(\mathcal{H}_{\text{test}}, [\hat{\mathcal{F}}_v, \hat{\mathcal{F}}_h])\) as outlined in Alg. 2, where \(B_v, B_h\) are the number of bits used to encode \(\tilde{u}_1^*, \tilde{v}_1\) respectively.

25
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In this section, we present a product codebook design method for rank $r$ transmission in a MIMO system with $M_r > r$, $M_h > r$, $M_v > r$ as described in Sec. 2.3.2. Similar to the beamformer codebook design, we explore the UPA structure of the Tx antenna and tensor representation of the channel to find reduced complexity precoder codebooks. We introduce this scheme as follows.

2.6.1 HOOI-based unquantized precoder design

Tucker decomposition of the channel

The uniform planar structure of the Tx antenna permits a natural representation of the matrix channel $H$ as tensor $\mathcal{H}$ where $\mathcal{H} \in \mathbb{C}^{M_r \times M_h \times M_v}$ (as demonstrated in Fig. 2.2) and $\mathcal{H}_{ijk}$ represents the channel between the antenna element at $k$-th row and $j$-th column of the UPA at the Tx and the $i$-th antenna at the Rx. Although one can rearrange $H$ in tensors of arbitrary dimensions, in the rest of this chapter, we will be focusing on the tensors of dimensions $M_r \times M_h \times M_v$. From the tensor representation of channel $H$ as $\mathcal{H}$, we have that $H$ is equivalent to the mode-1 unfolding of $\mathcal{H}$ i.e., $H = H(1)$ and TD of $\mathcal{H}$ is expressed as

$$\mathcal{H} = \mathcal{G} \times_1 B \times_2 A^{(1)} \times_3 A^{(2)},$$

where $\mathcal{G} \in \mathbb{C}^{M_r \times M_h \times M_v}$ is the core tensor, $B \in \mathcal{U}_{M_r}$, $A^{(1)} \in \mathcal{U}_{M_h}$, $A^{(2)} \in \mathcal{U}_{M_v}$, $A = (A^{(2)} \otimes A^{(1)})^*$. The best rank $- (M_r, r, r)$ approximation of $\mathcal{H}$ i.e., $\bar{\mathcal{H}}$ obtained as described in Sec. 2.4.1 is

$$\mathcal{H} \approx \bar{\mathcal{H}} = \bar{\mathcal{G}} \times_1 \bar{B} \times_2 \bar{A}^{(1)} \times_3 \bar{A}^{(2)},$$

where $\bar{\mathcal{G}} \in \mathbb{C}^{M_r \times M_h \times M_v}$ is the core tensor, $\bar{B} \in \mathcal{U}_{M_r}$, $\bar{A}^{(1)} \in \mathcal{U}(M_h, r)$, $\bar{A}^{(2)} \in \mathcal{U}(M_v, r)$, $\bar{A} = (\bar{A}^{(2)} \otimes \bar{A}^{(1)})^*$. Here, $\bar{H}$ is the mode-1 unfolding of the $\bar{\mathcal{H}}$ and $\bar{A}^{(1)}$, $\bar{A}^{(2)}$ are the principal components of $\bar{\mathcal{H}}$ in the horizontal, vertical dimensions, respectively.

From the SVD of channel $H$, the eigenvalue $\sigma_i^2$ represents the power of the channel along the corresponding eigen-direction $v_i$. We recall that in SVD-based precoding, an
optimal precoder for rank – \( r \) transmission is formed by dominant \( r \) columns of \( \mathbf{V} \) i.e., the columns of \( \mathbf{V} \) corresponding to the dominant \( r \) singular values. The basic principle of the proposed HOOI-based precoder design technique is also to identify the dominant \( r \) columns of \( \bar{\mathbf{A}} = (\bar{\mathbf{A}}^{(2)} \otimes \bar{\mathbf{A}}^{(1)})^* \) in (2.8) that maximize the mutual information when the rank – \( r \) matrix formed by the \( r \) columns is used as precoder for transmission. However, identifying the dominant \( r \) columns of \( \bar{\mathbf{A}} \) out of \( r^2 \) columns is not immediately clear, since unlike the singular matrix \( \mathbf{\Sigma} \), \( \mathbf{G}_{(1)} \) is not a diagonal matrix. Let \( \mathcal{C} \subset \{1, \ldots , r^2\} \) with \( |\mathcal{C}| = r \) be a set of column indices and \( \mathcal{C}_o \) be the set of column indices of dominant \( r \) columns of \( \bar{\mathbf{A}} \) and \( \bar{\mathbf{A}}_c = \bar{\mathbf{A}}(:, \mathcal{C}) \). The construction of \( \mathcal{C}_o \) and the proposed unquantized precoder for a given \( \mathbf{H} \) are outlined as follows.

**Proposition 2.8.** For a given \( \mathbf{H} \), the proposed unquantized precoder for rank – \( r \) transmission is formed by the dominant \( r \) columns of \( \bar{\mathbf{A}} \) i.e., \( \bar{\mathbf{A}}_{c_o} \), where \( \mathcal{C}_o \) is the set of column indices of dominant \( r \) columns of \( \bar{\mathbf{A}} \) that maximizes the mutual information \( R(\mathbf{H}, \bar{\mathbf{A}}_{c_o}) \).

The mutual information obtained with the precoder \( \bar{\mathbf{A}}_c \) for a given \( \mathbf{H} \) is \( R(\mathbf{H}, \bar{\mathbf{A}}_c) = \log \det (\mathbf{I} + \rho_t \bar{\mathbf{A}}_c^H \mathbf{H}^H \mathbf{H} \bar{\mathbf{A}}_c) \). Then, \( \mathcal{C}_o \) is obtained from the following optimization problem:

\[
\mathcal{C}_o = \arg \max_{\mathcal{C} \subset \{1, \ldots , r^2\}, |\mathcal{C}| = r} R(\mathbf{H}, \bar{\mathbf{A}}_c) = \arg \max_{\mathcal{C} \subset \{1, \ldots , r^2\}, |\mathcal{C}| = r} \log \det (\mathbf{I} + \rho_t \bar{\mathbf{A}}_c^H \mathbf{H}^H \mathbf{H} \bar{\mathbf{A}}_c) = \arg \max_{\mathcal{C} \subset \{1, \ldots , r^2\}, |\mathcal{C}| = r} \log \det (\mathbf{I} + \rho_t (\mathbf{H} \bar{\mathbf{A}}_c)^H (\mathbf{H} \bar{\mathbf{A}}_c)) . \tag{2.9}
\]

The above optimization is equivalent to choosing the appropriate \( r \) columns out of \( r^2 \) columns of \( \mathbf{H} \mathbf{A} \) and the exact solution \( \mathcal{C}_o \) is obtained by maximizing \( R(\mathbf{H}, \bar{\mathbf{A}}_c) \) over all the possible \( r \) element sets for \( \mathcal{C} \). Interestingly, \( R(\mathbf{H}, \bar{\mathbf{A}}_c) \) is a monotone submodular function [81] and hence (2.9) is a monotone submodular maximization problem with cardinality constraints (see Sec. 2.4.3). Since this problem is NP hard [81], we provide a greedy algorithm in Alg. 3 for the design of \( \mathcal{C}_o \).

**Lemma 2.9.** The mutual information obtained with the proposed unquantized precoder \( \bar{\mathbf{A}}_{c_o} \) is \( R(\mathbf{H}, \bar{\mathbf{A}}_{c_o}) = R(\mathbf{H}, \bar{\mathbf{A}}_{c_o}) = \log \det \left( \mathbf{I} + \rho_t \mathbf{G}^{(1)}_{(1)} \mathbf{G}^H_{(1)} \right) \).

**Proof:** Consider the equivalent channel \( \mathbf{H}_{eq} \) associated with the precoder \( \bar{\mathbf{A}}_c \) and \( \mathbf{H} \). Then, we have \( \mathbf{H}^H_{eq} \mathbf{H}_{eq} = \bar{\mathbf{A}}_c^H \mathbf{H}^H_{(1)} \mathbf{H}_{(1)} \bar{\mathbf{A}}_c = \bar{\mathbf{A}}_c^H \bar{\mathbf{A}} \mathbf{G}^H_{(1)} \mathbf{G}^H_{(1)} \bar{\mathbf{A}}^H \bar{\mathbf{A}} = \mathbf{H}^H_{eq} \mathbf{H}_{eq} \).
\( \mathcal{G}_c^{H(1),c} \mathcal{G}_c^{(1),c} \). From Alg. 3, the proposed unquantized precoder can be expressed as \( \mathbf{A}_{c_o} = \text{DOMCOL}( \mathbf{A}, \mathbf{H}, \mathbf{r} ) \) and thus the mutual information is \( R(\mathbf{H}, \mathbf{A}_{c_o}) = \max_{\mathbf{C} \subseteq \{1, \ldots, \mathbf{r} \}, |\mathbf{C}| = \mathbf{r}} R(\mathbf{H}, \mathbf{A}_{\mathbf{C}}) = \log \det \left( \mathbf{I} + \rho_t \mathbf{A}_{c_o}^{H(H)} \mathbf{H}^H \mathbf{H} \mathbf{A}_{c_o} \right) = \log \det \left( \mathbf{I} + \rho_t \mathbf{G}_c^{H(1),c} \mathbf{G}_c^{(1),c} \right) = R(\mathbf{H}, \mathbf{A}_{c_o}) \). 

In optimal precoding, the Tx requires the knowledge of \( \mathbf{V} \). Whereas, in HOOI-based precoding, the Tx requires the knowledge of \( \mathbf{A}_{c_o} \) which is formed using \( \mathbf{A}^{(1)}, \mathbf{A}^{(2)} \) and \( \mathbf{C}_o \) as described in Lem. 2.9. As the channel realization \( \mathbf{H} \) changes, \( \mathbf{A}^{(1)}, \mathbf{A}^{(2)} \) change and \( \mathbf{C}_o \) that forms the proposed precoder \( \mathbf{A}_{c_o} \) also changes. Hence, for this scheme, \( \left( \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \mathbf{C}_o \right) \) is the CSIT required for the construction of the precoder. However, due to the limited capacity of the feedback channel, this information needs to be quantized.

### 2.6.2 Quantized precoder design

In this section, we propose the design of quantized precoder and a loss in mutual information due to quantization for a given \( \mathbf{H} \) that enable the design of product precoder codebooks, which are cartesian product of two lower dimensional codebooks. The KP structure of \( \mathbf{A} = (\mathbf{A}^{(2)} \otimes \mathbf{A}^{(1)})^* \) in the precoder \( \mathbf{A}_{c_o} \) motivates to construct a rank - \( \mathbf{r} \) precoder of the form \( (Q(\mathbf{A}))_{\mathbf{C}_Q} \), where \( Q(\mathbf{A}) = (Q(\mathbf{A}^{(2)}) \otimes Q(\mathbf{A}^{(1)}))^* \), and \( Q(\mathbf{A}^{(1)}) \in \mathcal{U}(\mathbf{M}_h, \mathbf{r}) \), \( Q(\mathbf{A}^{(2)}) \in \mathcal{U}(\mathbf{M}_v, \mathbf{r}) \) are the quantized versions of \( \mathbf{A}^{(1)}, \mathbf{A}^{(2)} \), respectively, \( \mathbf{C}_Q \) is a set of \( \mathbf{r} \) column indices of \( Q(\mathbf{A}) \). On the similar lines of design of unquantized precoder in Prop. 2.8, \( \mathbf{C}_Q \) is designed to maximize the mutual information with the precoder \( (Q(\mathbf{A}))_{\mathbf{C}_Q} \). We formally describe the construction of the optimal quantized precoder in the following proposition.

**Proposition 2.10.** Let \( Q(\mathbf{A}^{(1)}) \in \mathcal{U}(\mathbf{M}_h, \mathbf{r}) \) and \( Q(\mathbf{A}^{(2)}) \in \mathcal{U}(\mathbf{M}_v, \mathbf{r}) \) be the quantized representations of \( \mathbf{A}^{(1)} \) and \( \mathbf{A}^{(2)} \) respectively. Then, for a given \( \mathbf{H} \), the proposed quantized precoder for rank - \( \mathbf{r} \) transmission is formed by the dominant \( \mathbf{r} \) columns of \( Q(\mathbf{A}) = (Q(\mathbf{A}^{(2)}) \otimes Q(\mathbf{A}^{(1)}))^* \) i.e., \( (Q(\mathbf{A}))_{\mathbf{C}_Q} \), where \( \mathbf{C}_Q \) is the set of column indices of dominant \( \mathbf{r} \) columns of \( Q(\mathbf{A}) \) which maximizes \( R(\mathbf{H}, (Q(\mathbf{A}))_{\mathbf{C}_Q}) \).

The mutual information obtained with the precoder \((Q(\mathbf{A}))_{\mathbf{C}} \) for a given \( \mathbf{H} \) is \( R(\mathbf{H}, (Q(\mathbf{A}))_{\mathbf{C}}) = \)
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\[ \log \det \left( I + \rho_t (Q(\tilde{A}))_C^H H^H H (Q(\tilde{A}))_C \right) \]. From Prop. 2.10, \( C_Q \) is obtained as

\[
C_Q = \arg \max_{C \subseteq \{1, \ldots, r^2\}} R(H, (Q(\tilde{A}))_C) = \arg \max_{C \subseteq \{1, \ldots, r^2\}} \log \det \left( I + \rho_t (Q(\tilde{A}))_C^H H^H H (Q(\tilde{A}))_C \right). \tag{2.10}
\]

The above optimization corresponds to maximizing a monotone submodular function with cardinality constraints similar to (2.9). The exact solution for \( C_Q \) is obtained by maximizing \( R(H, (Q(\tilde{A}))_C) \) over all the possible \( r \) element sets for \( C \) which is NP-hard to determine. Thus, the proposed optimal quantized precoder can be expressed as \((Q(\tilde{A}))_{C_Q} = \text{DomCol}(Q(\tilde{A}), H, r) \) (refer to Alg. 3). With the quantized principal components \( Q(\tilde{A}^{(1)}) \), \( Q(\tilde{A}^{(2)}) \) and \( C_Q \), the Tx is able to construct \((Q(\tilde{A}))_{C_Q} \) for precoding.

To measure the average loss in mutual information due to the limited capacity of the feedback channel, we first define a loss in mutual information associated with an arbitrary precoder \( F \in \mathcal{U}(M_t, r) \) for a given \( H \) as \( L(\tilde{H}, F) := R(\tilde{H}, \hat{A}_{c_o}) - R(\tilde{H}, F) \) where

\[
R(\tilde{H}, F) = \log \det \left( I + \rho_F F^H H^H H F \right) = \log \det \left( I + \rho_F F^H \hat{A}_{c_o} G_{(1)}^H G_{(1)} \hat{A}_{c_o}^H F \right) \approx \log \det \left( I + \rho_F F^H \hat{A}_{c_o} G_{(1)}^H G_{(1), c_o} \hat{G}_{(1), c_o} \hat{A}_{c_o}^H F \right) := R_{\text{lb}}(\tilde{H}, F). \tag{2.11}
\]

For concise notation let \( \hat{G}_{(1), c_o} G_{(1), c_o} = \hat{A}_{c_o} \), then

\[
R_{\text{lb}}(\tilde{H}, F) = \log \det \left( I + \rho_t \hat{A}_{c_o} \right) + \log \det \left[ I - (I + \rho_t \hat{A}_{c_o})^{-1} \rho_t \hat{A}_{c_o} \left( I - \hat{A}_{c_o}^H F F^H \hat{A}_{c_o} \right) \right], \tag{2.12}
\]

since \( (I + \rho_t \hat{A}_{c_o} \hat{A}_{c_o}^H F F^H \hat{A}_{c_o}) = \left[ (I + \rho_t \hat{A}_{c_o}) - \rho_t \hat{A}_{c_o} (I - \hat{A}_{c_o}^H F F^H \hat{A}_{c_o}) \right] \). \( L(\tilde{H}, F) \) can be bounded as

\[
L(\tilde{H}, F) := R(\tilde{H}, \hat{A}_{c_o}) - R(\tilde{H}, F) \leq R(\tilde{H}, \hat{A}_{c_o}) - R_{\text{lb}}(\tilde{H}, F) \leq \log \det \left[ I - (I + \rho_t \hat{A}_{c_o})^{-1} \rho_t \hat{A}_{c_o} \left( I - \hat{A}_{c_o}^H F F^H \hat{A}_{c_o} \right) \right] := L_{\text{ub}}(\tilde{H}, F), \tag{2.13}
\]

where \((a)\) is obtained from (2.12). Because of the difficulty in directly working with the
upper bound of loss, we approximate \( L_{ub}(\bar{H}, F) \) under high-resolution (number of feedback bits \( B \) is reasonably large) and high-SNR (\( \rho_t \to \infty \)) approximations. When the number of feedback bits \( B \) (high-resolution) are large, we have that \( \bar{A}_{co}^H F F^H \bar{A}_{co} \) is close to \( I \) and when \( \rho_t \) is large, \( (I + \rho_t \bar{A}_{co})^{-1} \rho_t \bar{A}_{co} \approx I \). Therefore \( L_{ub}(\bar{H}, F) \) can be further approximated as

\[
L_{ub}(\bar{H}, F)^{\text{large } B} \approx \text{tr} \left( (I + \rho_t \bar{A}_{co})^{-1} \rho_t \bar{A}_{co} (I - \bar{A}_{co}^H F F^H \bar{A}_{co}) \right)^{\text{high } \rho_t} \approx \text{tr}(I - \bar{A}_{co}^H F F^H \bar{A}_{co}).
\]

(2.14)

In the next section, we use the above defined loss for designing the low-complexity product precoder codebooks.

### 2.6.3 Product codebook design criterion

Let \( F_h \subseteq U(M_h, r) \), \( F_v \subseteq U(M_v, r) \) be the codebooks to quantize \( \bar{A}^{(1)} \), \( \bar{A}^{(2)} \), respectively. Then the codebook \( F \) corresponding to \( \bar{A} \) is constructed using \( F_h \) and \( F_v \) as below.

\[
F = \{ (F_v \otimes F_h)^* \} \forall F_h \in F_h, F_v \in F_v. \quad (2.15)
\]

Therefore \( F \subseteq U(M_t, r^2) \) and precisely, \( F \) is a finite collection of orthonormal matrices from the tensor product space \( U(M_h, r) \) and \( U(M_v, r) \) i.e., \( F \subseteq U(M_v, r) \otimes U(M_h, r) \). The mapping of \( \bar{A}^{(1)} \), \( \bar{A}^{(2)} \) to the appropriate codewords from \( F_h \), \( F_v \) can be represented as \( Q : U(M, r) \leftrightarrow F \), where \( (M, F) = (M_h, F_h) \), \( (M, F) = (M_v, F_v) \) for \( \bar{A}^{(1)} \), \( \bar{A}^{(2)} \), respectively and thus the quantized \( \bar{A} \) is obtained as \( Q(\bar{A}) = (Q(\bar{A}^{(2)}) \otimes Q(\bar{A}^{(1)}))^* \). As we proceed, we design the optimal codebooks \( \hat{F}, \hat{F}_h, \hat{F}_v \) and the quantizer mapping \( Q(\cdot) \) such that average distortion due to quantization is minimized.

From (2.14), the average of the defined loss in mutual information with precoder \( (Q(\bar{A}))_{cQ} \) is

\[
\mathbb{E}_H \left[ L \left( \bar{H}, (Q(\bar{A}))_{cQ} \right) \right] = \mathbb{E}_H \left[ \text{tr} \left( I - (Q(\bar{A}))^H_{cQ} \bar{A}_{co} \bar{A}_{co}^H (Q(\bar{A}))_{cQ} \right) \right], \quad (2.16)
\]
and the optimal codebook $\hat{\mathcal{F}}$ that minimizes the above average loss is

$$\hat{\mathcal{F}} = \arg \min_{\mathcal{F} \subseteq \mathcal{U}(M_v, r) \otimes \mathcal{U}(M_h, r)} \min_{\mathcal{Q}(\cdot)} \mathbb{E}_H \left[ L(H, (Q(\bar{A}))_{C_Q}) \right]$$

$$= \arg \min_{\mathcal{F} \subseteq \mathcal{U}(M_v, r) \otimes \mathcal{U}(M_h, r)} \max_{\mathcal{Q}(\cdot)} \mathbb{E}_H \left[ \text{tr} \left( (Q(\bar{A}))^H \bar{A}_{C_o} \bar{A}_{C_o}^H (Q(\bar{A}))_{C_Q} \right) \right]$$

$$= \arg \max_{\mathcal{F} \subseteq \mathcal{U}(M_v, r) \otimes \mathcal{U}(M_h, r)} \max_{\mathcal{Q}(\cdot)} \mathbb{E}_H \left[ \left\| \bar{A}_{C_o}^H (Q(\bar{A}))_{C_Q} \right\|_F^2 \right].$$

For every $H$, the set of indices of $r$ dominant columns of the unquantized and quantized precoder i.e., $C_o$ and $C_Q$ change. To enable the product codebook structure and de-tangle the maximization objective, instead of maximizing $\mathbb{E}_H \left[ \left\| \bar{A}_{C_o}^H (Q(\bar{A}))_{C_Q} \right\|_F^2 \right]$ for designing the codebooks, $\mathbb{E}_H \left[ \left\| \bar{A}^H Q(\bar{A}) \right\|_F^2 \right]$ is maximized. Thus the codebook design criterion is modified as

$$\hat{\mathcal{F}} = \arg \max_{\mathcal{F} \subseteq \mathcal{U}(M_v, r) \otimes \mathcal{U}(M_h, r)} \max_{\mathcal{Q}(\cdot)} \mathbb{E}_H \left[ \left\| \bar{A}^{(2)} \otimes \bar{A}^{(1)} \right\|_F^2 \right].$$

### 2.6.4 Connection with product GM

In the above objective, for any rank $- r$ unitary matrices $Q_1, Q_2 \in \mathcal{U}_r$ we have

$$\left\| (\bar{A}^{(2)} \otimes \bar{A}^{(1)})^H (Q(\bar{A}^{(2)}) \otimes Q(\bar{A}^{(1)})) \right\|_F^2 = \left\| (\bar{A}^{(2)} \otimes \bar{A}^{(1)})^H (Q(\bar{A}^{(2)})Q_2 \otimes Q(\bar{A}^{(1)})Q_1) \right\|_F^2.$$

It follows that $\left\| (\bar{A}^{(2)} \otimes \bar{A}^{(1)})^H (Q(\bar{A}^{(2)}) \otimes Q(\bar{A}^{(1)})) \right\|_F^2$ should be maximized not just over orthonormal matrices in $\mathcal{U}(M_v, r) \otimes \mathcal{U}(M_h, r)$ but over equivalence classes of such matrices i.e., over all the matrices such that $Q(\bar{A}^{(1)})Q_1 \sim Q(\bar{A}^{(1)})$ and $Q(\bar{A}^{(2)})Q_2 \sim Q(\bar{A}^{(2)})$. This means that (2.17) should be maximized over GMs. Therefore the codebooks $\mathcal{F}, \mathcal{F}_h$ and $\mathcal{F}_v$ can be interpreted as collection of orthonormal basis of subspaces in the GMs i.e., $\mathcal{F}_h \subseteq \mathcal{G}(M_h, r)$, and $\mathcal{F}_v \subseteq \mathcal{G}(M_v, r)$ and thus $\mathcal{F} \subseteq \mathcal{G}(M_v, r) \otimes \mathcal{G}(M_h, r).$ Similar to a CPM $\mathcal{G}^\times ((M_v, M_h), (r, r))$, $\mathcal{G}(M_v, r) \otimes \mathcal{G}(M_h, r)$ represents another type of product manifold known as TPM. The

The $m$-fold $TPM$ is the subset $\mathcal{G}^\times(n, k) := \{ F_1 \otimes \cdots \otimes F_m | F_i \in \mathcal{G}(n_i, k_i), i = 1, \cdots , m \} \subset \mathcal{G}(N, K)$, where $(n, k) := ((n_1, k_1), (n_2, k_2), \cdots , (n_m, k_m))$, $N = n_1 n_2 \cdots n_m, K = k_1 k_2 \cdots k_m$. The
following lemma draws a relation between the two product manifolds, TPM and CPM.

**Lemma 2.11.** The $m$-fold TPM $\mathcal{G}^\otimes(n, k)$ is diffeomorphic to the $m$-fold CPM $\mathcal{G}^\times(n, k)$ i.e., the map $\varphi : \mathcal{G}^\times(n, k) \mapsto \mathcal{G}^\otimes(n, k)$ is a diffeomorphism.\(^2\)

Hence, there exists a one-to-one mapping from any point $F_1 \otimes \cdots \otimes F_m \in \mathcal{G}^\otimes(n, k)$ to $(F_1, \cdots, F_m) \in \mathcal{G}^\times(n, k)$ and vice-versa. Now we provide an approximation for $d_c(\cdot)$ on $\mathcal{G}_n^\otimes(n, k)$ which will be used in constructing the proposed product precoder codebooks.

**Assumption 1.** If $F_1 \otimes \cdots \otimes F_m$, $F'_1 \otimes \cdots \otimes F'_m$ are any two points on $\mathcal{G}^\otimes(n, k)$, then their preimages on $\mathcal{G}^\times(n, k)$ are $[F] = (F_1, \cdots, F_m)$, $[F'] = (F'_1, \cdots, F'_m)$, respectively. We approximate the distance between the points on the TPM with the distance between their preimages on the CPM as $d_c^2(F_1 \otimes \cdots \otimes F_m, F'_1 \otimes \cdots \otimes F'_m) \approx d_c^2([F], [F']) \approx \sum_{i=1}^{m} d_c^2(F_i, F'_i)$.

The codebook design criterion in (2.17) can be interpreted using $d_c(\cdot)$ defined on a GM and can be modified as $\hat{F} = \arg \min_{F \subseteq \mathcal{G}^\otimes(M_v, M_h), (r, r)} \min_{Q(\cdot)} E[H][d_c^2(\hat{A}, Q(\hat{A}))]$. Therefore, the objective for designing the optimal codebook $\hat{F}$ is equivalent to minimizing the average chordal distance between the two points $(\hat{A}^{(2)} \otimes \hat{A}^{(1)})$ and $(Q(\hat{A}^{(2)}) \otimes Q(\hat{A}^{(1)}))$ on $\mathcal{G}^\otimes((M_v, M_h), (r, r))$. From the diffeomorphism between the TPM $\mathcal{G}^\otimes((M_v, M_h), (r, r))$ and the CPM $\mathcal{G}^\times((M_v, M_h), (r, r))$, the above optimization objective for $\hat{F}$ has the following equivalent statement.

$\hat{F} = \arg \min_{F \subseteq \mathcal{G}^\times((M_v, M_h), (r, r))} \min_{Q(\cdot)} E[H][d_c^2((\hat{A}^{(2)}, \hat{A}^{(1)}), (Q(\hat{A}^{(2)}), Q(\hat{A}^{(1)})))]$ \hspace{1cm} (2.18)

Also, the minimization objective in the above design criterion can be regarded as a measure of average loss in mutual information with a codebook $F$, where $Q(\hat{A}^{(1)}) \in F_h$, $Q(\hat{A}^{(2)}) \in F_v$ and thus $L_{ub}(F) = E[H][d_c^2((\hat{A}^{(2)}), \hat{A}^{(1)}), (Q(\hat{A}^{(2)}), Q(\hat{A}^{(1)}))]$.

**Definition 2.12** (Grassmann product codebook for precoding). Under the rank $-(M, r, r)$ approximation of the channel, $H \approx \hat{H}_{(1)} = \hat{B}\hat{G}_{(1)}(\hat{A}^{(2)} \otimes \hat{A}^{(1)})^T$, the Grassmann product codebook $\hat{F} = \hat{F}_v \times \hat{F}_h$ for precoding is the one that minimizes $L_{ub}(F)$ for a given feedback bit allocation $[B_v, B_h]$ where $|\hat{F}_h| = 2^{B_h}$, $|\hat{F}_v| = 2^{B_v}$.

\(^2\) The existence of diffeomorphism between the two manifolds $\mathcal{G}^\otimes(n, k)$ and $\mathcal{G}^\times(n, k)$ implies that the map $\varphi$ is bijective, $\varphi, \varphi^{-1}$ are smooth, continuous, and differentiable as well. See [82] for a more rigorous discussion.
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We now state the method to construct \( \hat{\mathbf{F}} \) as follows.

**Lemma 2.13.** The Grassmann product codebook \( \hat{\mathbf{F}} = \hat{\mathbf{F}}_v \times \hat{\mathbf{F}}_h \) as defined in Def. 2.12 can be constructed using the set of centroids \( \mathcal{F}_v^K, \mathcal{F}_h^K \) obtained from the independent K-means clustering of the principal components \( \tilde{\mathbf{A}}(1), \tilde{\mathbf{A}}(2) \) on \( \mathcal{G}(M_h, r), \mathcal{G}(M_v, r) \) with \( K = 2^{B_h}, 2^{B_v} \), respectively.

**Proof.** From Def. 2.12 and (2.18), we modify the optimization objective according to the chordal distance approximation in Assum. 1 which gives the following codebook design criterion.

\[
\hat{\mathbf{F}} = \hat{\mathbf{F}}_v \times \hat{\mathbf{F}}_h = \arg\min_{\mathcal{F} \subseteq \mathcal{G} \times (\mathcal{G}(M_v, r), (r, r))} \left[ \mathbb{E}_{\mathbf{H}} \left[ d^2_{\mathbf{c}} (\tilde{\mathbf{A}}^{(2)}, \hat{\mathbf{F}}^{(1)}), (Q(\tilde{\mathbf{A}}^{(2)}), Q(\tilde{\mathbf{A}}^{(1)})) \right] \right]
\]

(2.19)

Thus the design criteria for \( \hat{\mathbf{F}}_h, \hat{\mathbf{F}}_v \) for \( \tilde{\mathbf{A}}^{(1)}, \tilde{\mathbf{A}}^{(2)} \) is

\[
\hat{\mathbf{F}}_h = \arg\min_{\mathcal{F} \subseteq \mathcal{G}(M_h, r)} \min_{|\mathcal{F}| = 2^{B_h}} \mathbb{E}_{\mathbf{A}} \left[ d^2_{\mathbf{c}} (\tilde{\mathbf{A}}^{(1)}, \hat{\mathbf{F}}^{(1)}) \right], \quad \hat{\mathbf{F}}_v = \arg\min_{\mathcal{F} \subseteq \mathcal{G}(M_v, r)} \min_{|\mathcal{F}| = 2^{B_v}} \mathbb{E}_{\mathbf{A}} \left[ d^2_{\mathbf{c}} (\tilde{\mathbf{A}}^{(2)}, \hat{\mathbf{F}}^{(2)}) \right].
\]

Comparing the general Grassmannian K-means clustering objective in (2.4) in Sec. 2.4.2 with the above codebook design criteria for \( \hat{\mathbf{F}}_h, \hat{\mathbf{F}}_v \), we have \( \hat{\mathbf{F}}_h = \mathcal{F}_h^K \) for \([K, n, k] = [2^{B_h}, M_h, r]\), \( \hat{\mathbf{F}}_v = \mathcal{F}_v^K \) for \([K, n, k] = [2^{B_v}, M_v, r]\), thus \( \hat{\mathbf{F}} = \hat{\mathbf{F}}_v \times \hat{\mathbf{F}}_h = \mathcal{F}_v^K \times \mathcal{F}_h^K \) and the corresponding optimal quantizers for \( \tilde{\mathbf{A}}^{(1)}, \tilde{\mathbf{A}}^{(2)} \) that minimize the average distortion are \( Q(\tilde{\mathbf{A}}^{(1)}) = \arg\min_{\mathbf{F} \in \mathcal{F}_h} d^2_{\mathbf{c}} (\tilde{\mathbf{A}}^{(1)}, \mathbf{F}) \), \( Q(\tilde{\mathbf{A}}^{(2)}) = \arg\min_{\mathbf{F} \in \mathcal{F}_v} d^2_{\mathbf{c}} (\tilde{\mathbf{A}}^{(2)}, \mathbf{F}) \).

**Remark 2.14.** The design criterion for optimal product codebook in (2.19) is equivalent to finding the set of optimal \( K \) centroids using the K-means clustering algorithm on the CPM \( \mathcal{G}^\times (\mathcal{G}(M_v, r), (r, r)) \) with the chordal distance metric induced on a CPM. The relation between the chordal distance between two points on a CPM and its factor manifolds as given in
Algorithm 1 Grassmannian $K$-means Algorithm

1: **procedure** CODEBOOK($\mathcal{X}, [K, n, k]$)  
2: Initialize random $\mathcal{F} = \{F_1, \cdots, F_K\}$ on $\mathcal{G}(n, k)$  
3: **Cluster Update:** $S_i \leftarrow \{X : d_c(X, F_i) \leq d_c(X, F_j), \forall X \in \mathcal{X}, i \neq j\} \forall i \in \{1, \cdots, K\}$  
4: **Quantization:** $Q_F(X) \leftarrow \arg \min_{F \in \mathcal{F}} d_c^2(X, F) \forall X \in \mathcal{X}$  
5: **while** ! stopping criteria **do**  
6: **Centroid Update:** $F_i \leftarrow \arg \min_{F \in \mathcal{G}(n, k)} \sum d_c^2(X, F) \forall X \in S_i, \forall i \in \{1, \cdots, K\}$  
7: **Cluster Update and Quantization**  
   return $\mathcal{F}$

(2.3) simplifies the objective to two separate objectives of finding the optimal centroids using $K$-means clustering algorithm on the factor manifolds of the CPM $\mathcal{G}^\times((M_v, M_h), (r, r))$.

The step-wise construction of the proposed unquantized and quantized precoders is summarized in the following remark.

2.6.5 Codebook construction

From Lem. 2.13, it is possible to perform $K$-means clustering independently on $\mathcal{G}(M_v, r)$, $\mathcal{G}(M_h, r)$ and construct the product precoder codebook with reduced complexity. The construction of the training and testing channel datasets $\mathcal{H}_{\text{train}}$ and $\mathcal{H}_{\text{test}}$ for precoder codebook design is similar to the construction provided for beamforming product codebook design in Sec. 2.5.4. The training procedure yields the optimal precoder codebooks whose performance is evaluated by measuring the average mutual information $R_{av}$ for the channel realizations in the test set $\mathcal{H}_{\text{test}}$ obtained with the proposed quantized precoder construction. The training and testing procedure of the codebook design for a given set of channel realizations is given in the following remark.

**Remark 2.15.** For a given $\mathcal{H}_{\text{train}}$ and $\mathcal{H}_{\text{test}}$, the Grassmann product codebook for precoding $\mathcal{F} = \hat{\mathcal{F}}_v \times \hat{\mathcal{F}}_h$ is obtained by the procedure $\text{PCTrain}(\mathcal{H}_{\text{train}}, [B_v, B_h])$ and the performance of the codebook $\hat{\mathcal{F}}$ is evaluated by the procedure $\text{PCTest}(\mathcal{H}_{\text{test}}, [\hat{\mathcal{F}}_v, \hat{\mathcal{F}}_h])$ as outlined in Alg. 4, where $B_h, B_v$ are the number of bits used to encode $\bar{A}^{(1)}, \bar{A}^{(2)}$ respectively.
2.7 Complexity analysis

In this section, we compute and compare the complexity of the proposed product codebook design technique with the VQ based iterative codebook design method provided in [1, 80] using a detailed complexity analysis. Let the total number of points in the channel training dataset available for the codebook design be $N$, number of codewords in the codebook be $K$. Each iteration of the Grassmannian $K$-means clustering algorithm involves the following steps: the computation of pairwise distances between cluster centroids and data points and the computation of centroid of the data points that belong to each cluster and updating the codebook.

The distance $d_c(X, Y)$ between any two points $X, Y \in \mathcal{G}(M, r)$ requires computation of SVD of $X^H Y \in \mathbb{C}^{r \times r}$ whose complexity is $O(r^3 + Mr^2)$. Therefore the complexity of computing the distance between $K$ centroids and $N$ data points on $\mathcal{G}(M, r)$ is $O(KNr^3 + KNMr^2)$. For the calculation of centroid of a set of $p$ points belonging to a cluster according
Algorithm 3 Greedy algorithm to find the $r$ dominant columns that forms the precoder in (2.9) and (2.10) for a given $H$.

1: procedure DomCol($X, H, r$)
2: Initialize $C_o^1 = \emptyset$, $i = 1$
3: while $i \leq r$ do
4: \hspace{1em} $c_i = \text{arg max}_{c_i \notin C_o^{i-1}} \log \det (I + \rho_t (HX_{c_i-1})(HX_{c_i-1}^H))^H$
5: \hspace{1em} $C_o^i = C_o^{i-1} \cup \{c_i\}$
6: \hspace{1em} $C_o \leftarrow C_o^r$
7: return $X_{C_o}$

To Lem. 2.3, it is required to compute SVD of an $M \times M$ matrix obtained by the sum of $p$ $M \times M$ matrices and hence the complexity is $O(M^2rp + M^3)$. This gives the computational cost of calculation of $K$ centroids as $O(M^2Nr + KM^3)$. Thus the total computation cost for a single iteration of the Grassmannian $K$-means clustering algorithm on $G(M, r)$ is $O(M^2Nr + KM^3 + KNr^3 + KNMr^2)$.

For the iterative VQ design method in [1], the set of optimal centroids of the rank $- r$ right singular matrices $\bar{V} \in \mathbb{C}^{Mr \times r}$ of the channel dataset $H_{\text{train}}$ forms the precoder codebook. This gives the complexity of single iteration of the VQ design method as $O(M_t^2Nr + KM_t^3 + KNr^3 + KNM_t r^2)$. For the proposed product beamformer and precoder codebook design method, two codebooks with $K'$ codewords each, corresponding to horizontal and vertical dimensions have to constructed using Alg. 2 and 4. The complexity of a single iteration of

<table>
<thead>
<tr>
<th>Name of scenario</th>
<th>I1_2p5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active BS</td>
<td>3</td>
</tr>
<tr>
<td>Active users</td>
<td>1 to 702</td>
</tr>
<tr>
<td>Number of antennas (x, y, z)</td>
<td>$(M_v, M_h, M_r)$</td>
</tr>
<tr>
<td>System bandwidth</td>
<td>0.02 GHz</td>
</tr>
<tr>
<td>Antennas spacing</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of OFDM sub-carriers</td>
<td>1</td>
</tr>
<tr>
<td>OFDM sampling factor</td>
<td>1</td>
</tr>
<tr>
<td>OFDM limit</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1: Parameters of the DeepMIMO dataset [2]
2.7. Complexity analysis

Algorithm 4 Training, testing of the Grassmann product codebook for precoding

1: \textbf{procedure} PCTrain($\mathcal{H}_{\text{train}}, [B_v, B_h]$)
2: \hspace{1em} Initialize training sets $\mathcal{A}_{1,\text{train}} = \emptyset$ and $\mathcal{A}_{2,\text{train}} = \emptyset$ on $\mathcal{G}(M_h, r)$ and $\mathcal{G}(M_v, r)$ respectively
3: \hspace{1em} \textbf{for} $H \in \mathcal{H}_{\text{train}}$ \textbf{do}
4: \hspace{2em} Construct $\mathcal{H}$ from $H$, $\bar{\mathcal{H}}$ from $\mathcal{H}$
5: \hspace{2em} $BG_{(1)}(\bar{A}^{(2)} \otimes \bar{A}^{(1)})^T \leftarrow \bar{H}_{(1)}$
6: \hspace{2em} $\mathcal{A}_{i,\text{train}} \leftarrow \mathcal{A}_{i,\text{train}} \cup \bar{A}^{(i)}$, ($i = 1, 2$)
7: \hspace{2em} $\hat{F}_j \leftarrow \text{CODEBOOK}(\mathcal{A}_{i,\text{train}}, [2B_j, M_j, r])$ ((i, j) = (1, h), (2, v))
8: \hspace{2em} \textbf{return} $[\hat{F}_v, \hat{F}_h]$
9: \hspace{1em} \textbf{end for}
10: \textbf{procedure} PCTest($\mathcal{H}_{\text{test}}, [\hat{F}_v, \hat{F}_h]$)
11: \hspace{1em} Initialize $R_{av} = 0$
12: \hspace{1em} \textbf{for} $H \in \mathcal{H}_{\text{test}}$ \textbf{do}
13: \hspace{2em} Construct $\mathcal{H}$ from $H$ and $\bar{\mathcal{H}}$ from $\mathcal{H}$
14: \hspace{2em} $BG_{(1)}(\bar{A}^{(2)} \otimes \bar{A}^{(1)})^T \leftarrow \bar{H}_{(1)}$
15: \hspace{2em} $Q(\bar{A}^{(i)}) \leftarrow \arg\min_{F \in \hat{F}_j} d_c^2(\bar{A}^{(i)}, F), \forall (i, j)$
16: \hspace{2em} $Q(\bar{A}) \leftarrow (Q(\bar{A}^{(2)} \otimes Q(\bar{A}^{(1)}))^*$
17: \hspace{2em} $(Q(\bar{A}))_{c_q} \leftarrow \text{DOMCOL} (Q(\bar{A}), H, r)$
18: \hspace{2em} $R_{av} \leftarrow R_{av} + \frac{1}{\#\mathcal{H}_{\text{test}}} R(H, (Q(\bar{A}))_{c_q})$
19: \hspace{2em} \textbf{return} $R_{av}$
20: \textbf{end for}
21: \textbf{end procedure}
22: \textbf{end procedure}

construction of $\hat{F}_h$ from $\mathcal{A}_{1,\text{train}}$ is $O(M_h^2 r N + K'M_h^3 + K'NM_h^2 r^2 + K'N r^3)$ and that of $\hat{F}_v$ from $\mathcal{A}_{2,\text{train}}$ is $O(M_v^2 r N + K'M_v^3 + K'NM_v^2 r^2 + K'N r^3)$.

Remark 2.16. Let $M_h = M_v = n$, then $M_t = n^2$ and the computational complexity of the VQ-based codebook design method in [1] is $O(n^4 N r + K n^6 + K N r^3 + K N n^2 r^2)$ whereas the proposed scheme has significantly lower complexity of $O(2n^2 r N + 2K'n^3 + 2K'N r^3 + 2K'N n r^2)$ for rank – r transmission.

After the optimal codebook is designed, Rx needs to choose the optimal quantized precoder from the corresponding precoder codebook, which involves finding the precoder which is closest to the optimal unquantized precoder. For the iterative VQ method in [1], the complexity is $O(K r^3 + KM_t r^2)$ for a codebook with $K$ codewords. Similarly, the complexity of the finding the best product precoder from the proposed product codebook with $K'$ codewords each, corresponding to horizontal and vertical dimensions is $O(K'r^3 + K'M_h r^2) +
\( \mathcal{O}(K'r^3 + K'M_v r^2) = \mathcal{O}(2K'r^3 + K'r^2(M_v + M_h)) \). The computational complexity of determining the dominant \( r \) columns for the quantized precoder using \( \text{DomCol}(\cdot) \) as shown in Alg 3 involves \( \mathcal{O}(r^3) \) computations of mutual information \( R(H, F) \) \[81\]. The computation of \( R(H, F) \) involves computing a determinant of a matrix of size \( M_r \times M_r \), multiplication of matrices of size \( M_r \times M_t \), \( M_t \times r \) and another multiplication of matrices of size \( M_r \times r, r \times M_r \). Therefore, the computational complexity of \( \text{DomCol}(\cdot) \) is \( \mathcal{O}(r^3(M_r^3 + r^2M_r + M_tM_r)) \).

Remark 2.17. Let \( M_h = M_v = n \), then \( M_t = n^2 \), then the computational complexity of choosing the optimal precoder from the designed codebooks using the VQ method in \[1\] is \( \mathcal{O}(Kr^3 + Kn^2r^2) \) whereas the proposed scheme has a complexity of \( \mathcal{O}(2K'r^3 + 2Kn^2r^2 + r^3(M_r^3 + r^2M_r + n^2M_r)) \) for rank \(-\ r \) transmission.

In the massive MIMO regime, as \( M_h, M_v \) increase, construction of codebooks with quartic complexity in \[1\] can become impractical whereas the proposed method with quadratic complexity is relatively computationally efficient. However, determining the optimal quantized precoder from both the VQ-based codebook \[1\] and the proposed product codebook has the same asymptotic complexity. We will validate this fact with numerical results presented next.

2.8 Results and discussions

2.8.1 Dataset generation

For the performance evaluation of the Grassmann product codebooks, we consider an indoor communication scenario between the base station and the users operating at 2.5 GHz. The channel realizations are obtained from the DeepMIMO dataset \[2\], which specifies the ray tracing channel parameters for different locations. The parameters for the generation of channel dataset are provided in Table. 2.1.

2.8.2 Results

We present numerical results to assess the performance of the designed product codebooks for beamforming and precoding in FD-MIMO systems in terms of \( \Gamma_{av} \) and \( R_{av} \), respectively. For a given Tx antenna configuration \( M_v \times M_h \) and feedback bits allocation
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Figure 2.3: Performance comparison ($\Gamma_{av}$) of the proposed Grassmann product codebooks with VQ method [1] for various Tx antenna configurations $M_v \times M_h$, feedback bit allocations $[B_v, B_h]$, $M_r = 1$, $r = 1$.

In Fig. 2.3, we compare $\Gamma_{av}$ obtained with the Grassmann product beamformer codebooks with that of the DFT KP codebooks [60] (referred to as ‘KP-DFT’), and the codebooks generated based on the Grassmannian line packings (GLP) for correlated channel [34] (referred to as ‘Corr-GLP’). For Corr-GLP, the channel correlation matrix $\mathbf{R}$ is calculated from $\mathcal{H}_{\text{train}}$ as $\mathbf{R} = E_{\mathbf{H}} (\mathbf{H}^H \mathbf{H})$. It was not possible to show the performance of the Corr-GLP codebooks for large $M_v, M_h$ because finding the GLP in large dimensions is extremely computation intensive. The KP-DFT codebooks are simple to construct but is outperformed by our method. This is because the KP-DFT codebooks contain only the beams lying in the direction of the right and left dominant singular vectors of the reshaped FD-MISO channel $\tilde{\mathbf{H}}$ as given in (2.6).

In Fig. 2.4a and 2.4b, we plot the normalized mutual information gain obtained with
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Figure 2.4: Performance comparison of the proposed Grassmann product codebooks with VQ method [1] for various Tx antenna configurations \(M_v \times M_h\) and feedback bit allocations \([B, B_v, B_h]\). (a) \(R_{av}\) normalized to \(R_{full}\) for \(M_r = 2, r = 2\) at varying \(\rho_t\), and (b) \(R_{av}\) normalized to \(R_{full}\) for \(M_r = 3, r = 2\) at varying \(\rho_t\).

We observe that the performance of the precoder codebooks approach the gain with unquantized product precoders as the number of feedback bits and SNR increase. The sub-optimality of the product codebooks is caused by the loss in beamforming gain and mutual information by the approximation with the unquantized beamformer (Sec. 2.5.1) and precoder (Lem. 2.9). In Fig. 2.5a and 2.5b, we compare the performance of the product codebook and the VQ codebook. As expected, \(R_{av}\) for the product precoder codebook is slightly worse than \(R_{av}\) of the VQ codebook. This is expected because the VQ works directly on the space of optimal precoders obtained from \(\mathcal{H}_{train}\) while in our method, some accuracy is lost while finding the representation of the product precoder in the TPM. However, as discussed in detail already in Remark 2.16, the VQ codebook construction is significantly more computation intensive than our codebook, as \(M_v, M_h\) are large, with diminishing gains in \(R_{av}\) as seen in Fig. 2.4, 2.5. To demonstrate the difference in complexity, in Fig. 2.6, we compare the run-times of construction of the codebooks and determining the optimal precoder from the constructed codebooks using the VQ method [1] and the Grassmann product codebooks for different antenna configurations and codebook sizes. The run-times
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Figure 2.5: Performance comparison of the proposed Grassmann product codebooks with VQ method [1] for various Tx antenna configurations $M_v \times M_h$ and feedback bit allocations $[B, B_v, B_h]$. (a) $R_{av}$ for $M_r = 2, r = 2, \rho_t = 25$ dB, (b) $R_{av}$ for $M_r = 2, r = 3, \rho_t = 25$ dB, and (c) Normalized run-times for $M_r = 2, r = 2$.

were obtained by averaging the run-times of the codebook construction algorithms over 500 iterations in the same computation environment. In order to obtain a unit-free measure, we normalized the absolute run-times by dividing them with the average absolute run-time of the Grassmann product codebook for $M_v \times M_h = 3 \times 3$ with $[B_v, B_h] = [4, 4]$. As is evident from this discussion, the VQ method will not scale to large antenna configurations, whereas our method will work well in those cases as well.

2.9 Summary

We explored a classical problem of precoder codebook design in FDD FD-MIMO systems. Given a dataset of channel realizations, this problem has been identified as an application of ML for wireless communications. The novelty lies in identifying a natural tensor representation of the FD-MIMO channel and exploiting it to design low-complexity product precoder codebooks. Using the tensor representation of the channel, we designed a precoder that can be approximated as an element in a TPM which allows us to construct codebooks in its factor manifolds. We also showed that finding the codebooks in the factor manifolds is equivalent to $K$-means clustering in the factor GMs with chordal distance metric.
Figure 2.6: Comparison of normalized run-times of the proposed Grassmann product codebooks with VQ method [1] for various Tx antenna configurations $M_v \times M_h$ and feedback bit allocations $[B, B_v, B_h]$. (a) Normalized run-times for construction of codebooks (b) Normalized run-times for choosing the optimal precoder from the designed codebooks.

Through numerical simulations, we demonstrated that this codebook construction method considerably reduces the computational complexity without significantly compromising on the performance of the codebooks when compared to the VQ method, which does not consider the tensor structure of the FD-MIMO channel.
3

Tensor-based

Communication-Efficient FL with CNN

In the recent years, we have witnessed the success of ML techniques in tackling many real-world problems. However, the traditional ML algorithms are based on centralized training where the entire training dataset is either present on a single device with high storage and computation power that is required for implementing the ML algorithms or transferred to such a data center or a cloud. With the increasing adoption of technologies like the Internet of Things (IoT), Internet of Everything (IoE), the number of distributed intelligent, powerful, low-energy consumption, smart mobile devices, or users in the world has grown rapidly in the last few years. These devices are usually capable of collecting data, performing local data processing, and implementing local training or inference tasks. The traditional way of implementing an ML algorithm in a distributed user scenario would be to gather the local data from all the users to a data center or a server where the learning takes place and then send the trained model to all the users. This transfer of raw local data to the server introduces many challenges like privacy, network congestion, power consumption, communication overhead, and latency which make the traditional ML algorithms less feasible. This has led to significant research on ideas related to edge ML [84, 85], where the edge devices perform the learning tasks, thereby reducing the reliance of the users on the servers and circumventing the need for implementing centralized ML.

An interesting example of edge ML training architecture is FL [39, 86], which facilitates collaborative learning of models among distributed users under the coordination of a central
server. In FL, it is guaranteed that the raw local data remains at the users and is not exchanged or transferred but the distributed users jointly train a model governed by the central server. At each training step, the users share the model updates i.e., model weights or gradients with the server for aggregation to achieve a learning objective. The distributed users are usually mobile and connected to the server through wireless links, thus inducing a distributed wireless computation problem on a high level, taking into account the physical properties of the wireless medium. This intertwining of FL and Wireless Communications for the purpose of collaboratively learning a model or inferring a task leads to applications and challenges which is a two-way synergy, as described below.

**FL for Wireless Communications.** FL has been used in wireless networks formed by a federation of distributed users connected through wireless links, to improve the network performance like rate, error, latency or infer the characteristics of the network for further improvement in communication(see [87] and references therein). Some of the applications of FL at improving the communication between the distributed users include reducing latency in vehicular communications [88], communication-efficient unmanned aerial vehicle (UAV) online path control [89], localization [90], intrusion detection [91], orientation and mobility prediction in wireless networks [92], power allocation, scheduling, and traffic prediction in connected and automated vehicles (CAV) swarms [93–95], improving the scheduling between users in wireless networks [96], and many more.

**Wireless Communications for FL.** The existence of the wireless channels between the server and the distributed users brings forth some unique challenges for the practical implementation of FL. The stochastic nature of wireless channels due to interference, fading, and noise introduces new impediments to the learning task. The key challenges in wireless channels, such as transmission outage, latency, or bit errors, lead to poor convergence and affect the accuracy of FL models. Therefore, it is important to facilitate these factors pertinent to the wireless network in the distributed learning problem at hand. Interested readers are advised to refer to the surveys [87,97–99] and references therein for the impact of wireless channels on FL. Another important aspect of this problem is the scarcity of spectrum. The exchange of model parameters from the users to the server can consume a significant amount of the uplink bandwidth, and thus, there is a need for efficient gradient communication tech-
3.1. Related work

Techniques for FL, especially for NN models. Due to the large size and millions or billions of parameters of NN, the model gradients are high-dimensional data structures. This calls for a low-rate efficient gradient communication scheme, where the high dimensional gradients can be encoded, transmitted to the server, and decoded for updating the global model. This chapter focuses on developing such an efficient gradient communication technique, keeping in mind the physical properties of the wireless channel connecting the users and the server.

3.1 Related work

The communication bottleneck has already been acknowledged as a major challenge in the FL literature and several strategies have been proposed by the ML community to reduce the communication overhead (see [86, 100] and references therein). Some of the common approaches in FL for reducing the bandwidth consumption are gradient quantization and gradient sparsification. The principle of gradient quantization for communication-efficient FL is based on low-precision training by exploiting the stochastic properties of gradients and using a limited number of bits for the quantization of gradients. Some of those works include 1-bit implementation of SGD [44], Quantized SGD (QSGD) [42] where each entry of gradients is quantized, signSGD [41] where only the sign of each mini-batch stochastic gradient is transmitted to the server, and TernGrad [40] where each entry of gradients is mapped to \{-1, 0, 1\}. Most of these works quantize each entry of the gradient to bits and transmit the quantized gradients but do not treat the gradient vector as a whole entity, thus, ignoring its original structure. Despite being simple and lossy, these quantization schemes showed significant performance gains in gradient compression while being grounded in theory in terms of their convergence properties. Gradient sparsification reduces the dimension of the gradients by transmitting only a few selected gradient entries and setting the remaining entries to zeros. Various strategies to select the important entries of a gradient such as top-K [101, 102], rand-K sparsification [103], and using a pre-defined threshold [104] have been proposed. Although there is a loss in gradient information, gradient sparsification has shown great compression of gradients (and hence reduction in communication bandwidth) without a significant loss in performance of the models. Several approaches, including QSGD [42], ATOMO [105], and TernGrad [40] combine quantization and sparsification to improve per-
Chapter 3. Tensor-based Communication-Efficient FL with CNN

formance gains while providing provable guarantees for convergence [106].

The gradient communication approaches in the literature mostly assume that the links between the distributed devices and the server are reliable, interference-and-error free and thus, ignoring the uncertainties introduced by the wireless nature of the communication medium between them. However, there has been a recent shift in focus on designing efficient gradient communication techniques that account for the physical properties of wireless channels [45, 107–109]. Motivated by the multi-user scenario in FL, various multi-access schemes for FL have been proposed. The classic orthogonal-access schemes such as OFDMA [110], and TDMA [99] have been used for creating independent links between the users and the server to support gradient communication for the distributed training. In [45, 107, 111], the wireless channel between the users and the server is modeled as a Gaussian or fading MAC, to incorporate the interference from the users and channel impairments. In [45], where the channel is modeled as a Gaussian MAC, the users transmit their local gradient estimates over the MAC to the server. In the case of fading MAC [107], additionally, each user controls the transmit power to mitigate the fading effect at the server, and the users that experience deep fading do not transmit for that training iteration. The authors in [45, 107, 111] designed a series of analog distributed stochastic gradient descent (A-DSGD) algorithms under different MAC models, power allocation schemes, and scheduling constraints, in which users transmit their compressed local gradient over the MAC which is aggregated over-the-air. The authors combined the physical properties of MAC with gradient quantization, sparsification, and error accumulation to design gradient communication techniques.

Most of the existing gradient communication techniques flatten the gradients to vectors, thereby discarding any of its structural properties. However, multi-dimensional array structures also naturally occur as gradients in NN. For instance, gradients of a fully connected layer can be naturally represented as a matrix, gradients of a convolutional layer can be naturally represented as a 4D-tensor. Flattening the gradients to a vector may destroy the relationship between the elements across different dimensions of the gradient. In this chapter, we study analog gradient communication in a distributed wireless system, where the users are connected through a Gaussian MAC adopted from [45], CNNs are trained at the users and the server and design a novel gradient communication technique that is inspired
3.2 Contributions and novelty

In this chapter, we propose an efficient gradient communication (compression-reconstruction) approach for FL with CNNs by leveraging the tensor structure of the convolutional gradients. We employ gradient sparsification at the users to sparsify the gradients which are then compressed to a low-dimensional estimate using CS techniques before transmitting to the server. The novelty lies in the gradient reconstruction algorithm at the server which exploits the properties of the convolutional gradients that arise from its tensor structure. In particular, our primary contributions are (1) the identification of a natural tensor representation of the convolutional gradients, (2) the empirical demonstration of spatial consistency in the convolutional gradients among neighboring gradient elements in different dimensions, that stems from its tensor structure and the gradient computation using back-propagation, (3) the utilization of the demonstrated properties of the convolutional gradients to propose a novel prior for modeling them appropriately, and (4) the selection of a Bayesian reconstruction framework that can be applied to this setting and modifying it to combine with the imposed prior and the underlying correlation structure to design an efficient algorithm for gradient reconstruction. Numerical results show that the federated training of the global CNN model with the proposed reconstruction algorithm has a faster convergence compared to its existing counterpart A-DSGD [45].

Notations. \( \mathbb{R} \) represents the set of all real values. We use boldface capital letters like \( \mathbf{A} \) to represent matrices and \( \mathbf{A}^T, \|\mathbf{A}\|_2 \), and \( \mathbf{A}_{ij} \) denote the transpose, \( L_2 \) induced norm of \( \mathbf{A} \), and the element of \( \mathbf{A} \) at the \( i \)-th row, \( j \)-th column, respectively. We use boldface small letters like \( \mathbf{a} \) to represent vectors and \( \mathbf{a}^T, \|\mathbf{a}\|_F \), and \( \mathbf{a}_i \) denote the transpose, Frobenius norm of \( \mathbf{a} \), and the \( i \)-th element of \( \mathbf{a} \), respectively. For a positive integer \( i \), we define \( [i] = \{1, \cdots, i\} \), \( [i, j] = \{i, i+1, \cdots, j\} \) for \( j < i \). \( \mathcal{N}(a; \mu, \psi) \) denotes the pdf of a Gaussian random variable \( a \) with mean \( \mu \) and variance \( \psi \), \( \mathbb{E}_a(\cdot) \), and \( \text{var}_a(\cdot) \) represent the expectation and the variance over the distribution of any random variable \( a \). Finally, we use \( |\cdot| \), and \( \delta(\cdot) \) to represent the absolute value, and Dirac delta, respectively. If \( \mathcal{A} \) is a set, then the cardinality of \( \mathcal{A} \) is denoted by \( |\mathcal{A}| \). Additionally, we adopt the notations and preliminaries
3.3 Problem setup

In this section, we adopt the FL system with $N$ distributed wireless users connected to a central server through a Gaussian MAC and use DSGD to collaboratively train a global model from [45]. We discuss the procedure for FL with DSGD and the implications of the MAC channel in the FL procedure in the sequel.

3.3.1 Preliminaries

**FL with DSGD.** Fig. 3.1 illustrates the described FL system which solves an unconstrained optimization problem of minimizing an empirical loss function

$$F(\theta) = \frac{1}{|\mathcal{B}|} \sum_{u \in \mathcal{B}} l(\theta, b),$$

where $\theta \in \mathbb{R}^d$ represents the model parameters that are to be optimized, $\mathcal{B}$ is the available dataset, and $l(\cdot)$ is the loss function associated with the model parameters $\theta$ and data point $b \in \mathcal{B}$. A typical implementation of the minimization is through iterative update of $\theta$ using...
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SGD where the model parameters at $t$-th iteration is given as

$$\theta(t + 1) := \theta(t) - \eta \, g(t).$$  \hfill (3.1)

Here, $\eta$ represents the learning rate, $g(t)$ represents a stochastic gradient at $t$-th iteration. Let the set of data samples available at $n$-th user be $B_n$, then the total available dataset $B = \bigcup_{n=1}^{N} B_n$. In the current setting of FL with distributed users and their respective local datasets $B_n$, DSGD allows the users to collaboratively train the global model $\theta(t)$ using the aggregated local gradients. At $t$-th iteration, each user computes a stochastic gradient $g_n(t)$ using SGD with respect to its local dataset $B_n$ and the global model $\theta(t)$ and sends it to the server. In DSGD, the server aggregates the local gradients from all the users to compute a stochastic gradient $g(t)$ to update the global model according to (3.1) where $g(t) = \frac{1}{N} \sum_{n=1}^{N} g_n(t)$. The server then broadcasts the updated model $\theta(t + 1)$ to all the users through an error-free shared link [45]. Therefore in FL with DSGD, the server requires the average of the local gradients i.e. $g(t)$ instead of the actual local gradients $g_n(t) \forall n \in [N]$.

**Gaussian MAC.** We adopt the Gaussian MAC channel [45] to model the wireless medium between the users and the server over which the local gradient estimates at each iteration are transmitted to the server which is characterized as

$$y(t) = \sum_{n=1}^{N} x_n(t) + z(t),$$  \hfill (3.2)

where $x_n(t) \in \mathbb{R}^d$ is the length-$d$ signal transmitted by the $n$-th user, $y(t)$ is the signal received by the server, and $z(t)$ is the additive white Gaussian noise (AWGN) at $t$-th iteration and each entry $z_n$ is i.i.d. according to $\mathcal{N}(z_n; 0, \psi)$. Since we use DSGD for training the global model, the goal of the server is to recover $g(t) = \frac{1}{N} \sum_{n=1}^{N} g_n(t)$ from $y(t)$ and update the global model as in (3.1). At each iteration, every user pre-processes the gradients before transmitting over the MAC and thus $x_n(t)$ is simply a function of the local gradient $g_n(t)$. It may not be possible for the server to recover $g(t)$ perfectly from $y(t)$ due to the pre-processing by the users and noise added by the channel. Therefore, we obtain a noisy estimate of $g(t)$ i.e. $\hat{g}(t)$ using a reconstruction procedure to update the model parameter...
\(\theta(t+1)\). The algorithm for the described FL training where the distributed users pre-process the gradients before transmitting over the Gaussian MAC to the server where they are reconstructed back is shown in Alg. 5. The procedure for the gradient compression (represented as GradCompress(·)) and the reconstruction (represented as GradRecon(·)) are described in the following sections and shown in Alg. 6 and 7 respectively.

**Gradient sparsity and its sparsification.** The gradients of a NN are observed to be skewed with most of the entries close to zero but a few of them are large and significant [101, 104]. Therefore the number of the significant gradient entries is much less than the actual dimension of the gradient vector. The skewed nature of the gradients is supported by Fig. 3.3, where the histogram of the gradient shows that most entries of the gradient are close to zero but a few dominant entries. We employ gradient sparsification at the users to reduce the transmission bandwidth by transmitting only the dominant entries of the gradients to the server. In particular, each user sets all but few elements of the gradient vector that are larger in magnitude than a pre-defined threshold to zero. The threshold is chosen such that \(s\%\) of the number of elements in the \(K\)-length gradient vector is not transmitted and \(s\) is usually a large number close to but less than 100. This \(s\)-level sparsification is represented as sparsify(·, \(s\)) in Alg. 6. The sparse nature of the gradients and sparsification are demonstrated in Fig. 3.4a and Fig. 3.4b.

**Error accumulation.** Let the sparsified local gradient be represented as \(g_{n}^{sp}(t)\). In order to avoid the information loss of the local gradients in the process of sparsification, the users employ error accumulation where the gradients that are set to zero are accumulated locally and added to the gradient corresponding to the next iteration, which is performed for each iteration. Every user \(n \in [N]\) maintains an accumulated error vector denoted by \(\Delta_{n}(t) \in \mathbb{R}^{K}\) initialized as \(\Delta_{n}(0) = 0\), to keep track of the gradient residuals after sparsification at each iteration \(t\). After the computation of the local gradient \(g_{n}(t)\), each user updates the local gradient estimate \(g_{n}^{ec}(t)\) using the accumulated error as

\[
g_{n}^{ec}(t) = g_{n}(t) + \Delta_{n}(t), \forall n \in [N].
\]
3.3. Problem setup

**Algorithm 5** Pseudo algorithm for FL procedure with DSGD

1: Initialize: \( \theta(0), \Delta_n(0) = 0 \forall n \in [N] \)
2: for \( t = 0, \cdots, T - 1 \) do
3: Broadcast \( \theta(t) \) to all users in \([N]\) i.e. \( \theta_n(t) = \theta(t) \)
   - Users do
4: for \( n = [N] \) in parallel do
5: Compute \( g_n(t) \) with respect to \( B_n \) using SGD
6: \( \theta_n(t + 1) = \theta_n(t) - \eta g_n(t) \)
7: Compress \( g_n(t) \) for transmission: \( x_n(t) = \text{GradCompress}(g_n(t), \Delta_n(t)) \)
   - Channel does
8: \( y(t) = \sum_{n=1}^{N} x_n(t) + z(t) \)
   - Server performs
9: Reconstruct \( \hat{g}^s(t) \) from \( y(t) \): \( \hat{g}(t) = \text{GradRecon}(y(t)) \)
10: \( \theta(t + 1) = \theta(t) - \eta \frac{1}{N} \hat{g}^s(t) \)

**Algorithm 6** Algorithm for gradient compression

1: procedure GradCompress\((g_n(t), \Delta_n(t))\)
2: \( g_n^{ec}(\theta_t) = g_n(\theta_t) + \Delta_n(t) \)
3: \( g_n^{sp}(\theta_t) = \text{sparsify}(g_n^{ec}(\theta_t), s) \)
4: \( \Delta_n(t + 1) = g_n^{ec}(\theta_t) - g_n^{sp}(\theta_t) \)
5: \( x_n(t) = A g_n^{sp}(\theta_t) \)
   return \( x_n(t) \)

The accumulated error vector is then updated as \( \Delta_n(t + 1) = g_n^{ec}(t) - g_n^{sp}(t) \), which is the difference between the local gradient estimate \( g_n^{ec}(t) \) and its sparsified version \( g_n^{sp}(t) \) where \( g_n^{sp}(t) = \text{sparsify}(g_n^{ec}(t), s) \). The error accumulation at each user \( n \) is shown in Alg. 6.

### 3.3.2 Gradient compression

One of the most important challenges in gradient communication is the bandwidth limitation and hence its compression is significantly important. As we have seen, the dimension of the gradients in NN is generally large but the number of significant entries of the gradient is relatively less. Hence, we transmit only the significant non-zero entries of the sparse gradients. However, transmitting the indices of the non-zero entries of the gradients con-
sumes additional bandwidth. To transmit the local sparse gradient estimates over a limited bandwidth channel, the users use a random projection matrix to compress the gradients using CS [45]. At each iteration $t$, the sparse gradient $g_{n}^{sp}(t) \in \mathbb{R}^{K}$ is linearly compressed to a $d$-length vector $x_{n}(t)$ using a measurement matrix $A \in \mathbb{R}^{d \times K}, (d < K)$ according to $x_{n}(t) = Ag_{n}^{sp}(t)$. The measurement matrix $A$ is a pseudo-random matrix where each entry $A_{ij}$ is i.i.d. according to $\mathcal{N}(A_{ij}; 0, 1/d)$. We assume that $A$ is generated and shared among the users and the server before the distributed training starts. Each user then transmits the compressed vector $x_{n}(t)$ over the MAC and the server receives

$$y(t) = \sum_{n=1}^{N} x_{n}(t) + z(t) = \sum_{n=1}^{N} Ag_{n}^{sp}(t) + z(t) = A \sum_{n=1}^{N} g_{n}^{sp}(t) + z(t).$$

Let the gradient-sum $\sum_{n=1}^{N} g_{n}^{sp}(t)$ be represented as $g^{s}(t)$, then the gradient transmission over the Gaussian MAC is modeled as (omitting the iteration number)

$$y = Ag^{s} + z. \quad (3.3)$$

With the gradient sparsification and error accumulation, the objective of the server is to recover $\frac{1}{N} \sum_{n=1}^{N} g_{n}^{sp}(t)$ from $y(t)$ with the knowledge of $A$. After the local gradients are compressed and transmitted through the Gaussian MAC, the server reconstructs it back to obtain a noisy estimate $\hat{g}^{s}(t)$ which is then used to update the global model as

$$\theta(t + 1) = \theta(t) - \eta \frac{1}{N} \hat{g}^{s}(t).$$

As we can see from the above global model update equation using the noisy estimate of the gradient-sum, the accuracy of the gradient reconstruction at the server affects the performance of the global model. The higher the accuracy of the reconstruction, the better the convergence of the global model. In this chapter, we design a novel algorithm for reconstructing the gradients of the CNN model at the server that leverages properties pertinent specifically to the convolutional gradients which is discussed in detail in the sequel.
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Algorithm 7 Algorithm for gradient reconstruction

1: procedure GradRecon(y(t))
2: Initialization: Set $i = 1, T_{\text{max}}, \epsilon_{\text{tol}}$. Initialize $\theta, \phi, \psi, \lambda, \mu^\theta(1), \sigma^\theta(1), \mu^s(0) = 0$
3: for $i = 1 : 1 : T_{\text{max}}$ do
   
   Factor Node update: $\forall m = [d]$
   
   $\mu^p_m(i) = \sum_{n=1}^{K} A_{mn} \mu^q_n(i) - \sigma^p_m(i) \mu^s_m(t - 1)$, $\sigma^p_m(i) = \sum_{n=1}^{K} |A_{mn}|^2 \sigma^q_n(i)$
   $$\mu^w_m(i) = \mathbb{E}_{W|Y}[w_m|y; \mu^p_m(i), \sigma^p_m(i), q_{\text{in}}] = \mu^p_m(i) + \frac{\sigma^p_m(i)}{\sigma^p_m(i) + \psi(i)} (y_m - \mu^p_m(i))$$
   $$\sigma^w_m(i) = \text{var}_{W|Y}[w_m|y; \mu^p_m(i), \sigma^p_m(i), q_{\text{in}}] = \frac{\sigma^p_m(i) \psi(i)}{\sigma^p_m(i) + \psi(i)}$$
   $$\mu^s_m(i) = \frac{\mu^w_m(i) - \mu^p_m(i)}{\sigma^p_m(i)}, \sigma^s_m(i) = \frac{(1 - \sigma^m_m(i))/\sigma^p_m(i)}{\sigma^p_m(i)}$$

   Variable Node update: $\forall n = [K]$
   
   $\mu^r_n(i) = \mu^q_n(i) + \sigma^r_n(i) \sum_{m=1}^{d} A_{mn} \mu^q_m(i), \sigma^r_n(i) = \sum_{m=1}^{d} |A_{mn}|^2 \sigma^q_m(i)$
   $$\hat{g}^s_n(i + 1) = \mu^q_n(i + 1) = \mathbb{E}_{G|Y}[g^s_n|y; \mu^r_n(i), \sigma^r_n(i), q_{\text{in}}] = \pi_n(i) \gamma_n(i)$$
   $$\sigma^2_n(i + 1) = \text{var}_{G|Y}[g^s_n|y; \mu^r_n(i), \sigma^r_n(i), q_{\text{in}}] = \pi_n(i) (\gamma^2_n(i) + \nu_n(i)) - (\mu^q_n(i + 1))^2$$
   
   if $\frac{\|\hat{g}^s(i + 1) - \hat{g}^s(i)\|}{\|\hat{g}^s(i)\|} \leq \epsilon_{\text{tol}}$ then, break

return $\hat{g}^s(i)$

3.4 Proposed gradient reconstruction approach

In this section, we present a novel reconstruction algorithm (GradRecon(·)) in Alg. 7, for recovering the gradient-sum at the server according to the described FL procedure in Alg. 5. We first present the motivation and intuition behind the spatial consistency in the convolutional gradients and then present a prior for the convolutional gradients that models this correlation. At the core of the proposed gradient reconstruction method is this novel prior that captures the spatial consistency of the convolutional gradients and a sparse signal reconstruction technique that enables to incorporate any arbitrary prior on the sparse signal
3.4.1 Spatial consistency of convolutional gradients

In order to demonstrate the spatial consistency in a convolutional layer, we describe its tensor structure first (refer Fig. 3.2). A \((H, W, D, F)\)-convolutional layer has \(F\) filters, each of dimension \((H, W, D)\), where \(H, W, D\) is the height, width, depth of each filter and acts on an input producing a gradient tensor \(\mathcal{G} \in \mathbb{R}^{H \times W \times D \times F}\). In Fig. 3.2, we demonstrate the formation of vector \(\mathbf{g}\), matrix \(\mathbf{G}\) representation of \(\mathcal{G}\) and the mapping of \(\mathbf{g}, \mathbf{G}\) to \(\mathcal{G}\) and vice-versa. We define a distance on \(\mathbf{G}\) to characterize the correlation between its elements. For this purpose, we use the manhattan distance (using only the coordinates corresponding to \(H, W\)) to measure the distance between any two columns of \(\mathbf{G}\). Here, \(\mathcal{G}(h, w, :, :)\) for some \(h \in [H], w \in [W]\) represents the \(D \times F\) matrix formed by the gradients at \(h\)-th row, \(w\)-th column of \(\mathcal{G}\). A column of \(\mathbf{G}\) is formed by the elements in \(\mathcal{G}(h, w, :, :)\) for some \(h \in [H], w \in [W]\) and the gradients adjacent (with respect to tensor) to this column are the ones corresponding to \(\mathcal{G}(h \pm 1, w, :, :)\), \(\mathcal{G}(h, w \pm 1, :, :)\). Therefore, the distance between the columns formed by \(\mathcal{G}(h, w, :, :)\) and any of the columns formed by \(\mathcal{G}(h \pm 1, w, :, :)\), \(\mathcal{G}(h, w \pm 1, :, :)\) is 1. Similarly, the distance between the columns formed by \(\mathcal{G}(h, w, :, :)\) and any of the columns formed by \(\mathcal{G}(h \pm 2, w, :, :)\), \(\mathcal{G}(h, w \pm 2, :, :)\), \(\mathcal{G}(h \pm 1, w \pm 1, :, :)\) is 2. The development of the proposed gradient reconstruction approach is strongly motivated from the following empirical observation on the convolutional gradients.

Spatial Domain Consistency. An interesting empirical observation of the convolutional gradients is that in a \((H, W, D, F)\)-convolutional layer, the gradient at the location \((h, w, d, f), h \in [H], w \in [W], d \in [D], f \in [F]\) i.e., \(\mathcal{G}(h, w, d, f)\) shows strong similarity with its neighbors. The intuition behind this spatial domain consistency in the convolutional gradients is the shared local connectivity of the convolutional weights in computing the outputs of the current layer \([50]\). The backpropagation for the computation of convolutional gradients gives that \(\mathcal{G}(h, w, d, f)\) is obtained as the cross-correlation of the gradients of the \(f\)-th channel of current layer w.r.t its output and \(d\)-th channel of the inputs to the current layer \([50]\). Therefore, the equations for computation of the gradients \(\mathcal{G}(h, w, d, f)\) and \(\mathcal{G}(h - \mathcal{H}, w - \mathcal{W}, d, f), \mathcal{H} \subseteq [-(H - 1), (H - 1)], \mathcal{W} \subseteq [-(W - 1), (W - 1)]\) share some of the
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Figure 3.2: (a) Illustration of the natural tensor structure in the gradient generated by a \((H,W,D)\)-convolutional filter of size \(H \times W \times D\) and unfolding the tensor gradient to obtain a matrix, (b) Demonstration of the natural tensor structure of the gradient \(\mathcal{G} \in \mathbb{R}^{H \times W \times D \times F}\) generated by a \((H,W,D,F)\)-convolutional layer: (1) Unfolding of 3D tensor gradients generated by each of the \(F\) filters, (2) Stacking the \(F\) matrix gradients along the 3rd dimension to form a 3D tensor, (3) Unfolding of the obtained 3D tensor gradient generated by the \(F\) filters to form a matrix gradient \(G \in \mathbb{R}^{HW \times DF}\), and (4) Flattening of the obtained matrix gradient \(G\) by concatenating the rows consecutively, to form a vector gradient \(g \in \mathbb{R}^{HWDF}\). (1), (2), & (3) together represent matricization of \(\mathcal{G}\).

pixels from the input to the current layer and hence these gradients show strong similarity with each other.

Fig. 3.4a, 3.4b and 3.4c show a \((5,5,10,20)\)-convolutional gradient \(G \in \mathbb{R}^{HW \times DF}\), its sparsified version \(G^{sp}\) and its correlation matrix \(R\) where each entry \(R_{ij}\) shows the pairwise correlation coefficient of \(i\)-th and \(j\)-th columns of \(G^{sp}\). Although the distance between columns is measured based on the tensor representation \(\mathcal{G}\), we show the correlation matrix of the matrix gradient for illustration purposes. From Fig. 3.4a, 3.4b, we observe that the non-zero entries of \(G^{sp}\) (entries remaining after sparsification) tend to be present in clusters with high probability i.e., they are strongly correlated with their nearest neighboring elements. For sparse signals with such a clustering pattern, if the nearest neighbors of an element are zero (non-zero), then it will also tend to be zero (non-zero) with high probability. This correlation is supported by the above argument of the convolutional gradient computation using backpropagation. This spatial consistency in the gradients is also corroborated by Fig. 3.4c, where we can see a gradual fading pattern in \(R\) as we move away from each diagonal.
element $R_{ij}, \forall i = j$. This gradual fading pattern in $R$ indicates that the correlation of $i$-th column of $G$ with $j$-th column of $G$ is maximum when $j$ belongs to the index of the nearest neighboring columns of $i$ and the correlation decreases rapidly as the distance between $i$-th and $j$-th columns increase. In the next section, we provide a scheme for exploiting this correlation of gradient elements with its adjacent gradients to improve the performance of the global model in the described FL system.

3.4.2 Bayesian modeling of gradients

In this section, we propose a novel prior to model the convolutional gradients that captures the sparsity of the gradients and the aforementioned spatial consistency. The Bayesian modeling of gradients requires the definition of a distribution $p(g^s)$. We assume that the entries of $g^s$ are independently distributed i.e.,

$$p(g^s) := \prod_{n=1}^{K} p(g^s_n)$$

To enforce sparsity from a Bayesian perspective, the gradients are assumed to follow a
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Figure 3.4: Illustration of the $(5, 5, 10, 20)$-convolutional gradient $\mathcal{G}$ rearranged into $\mathbf{G} \in \mathbb{R}^{25 \times 200}$ from Fig. 3.3 as described in Fig. 3.2b. (a) Gray-scale image representation of $\mathbf{G}$, (b) Gray-scale image representation of $\mathbf{G}^{sp} = \text{sparsify}(\mathbf{G}, 90)$ i.e., $\mathbf{G}$ sparsified with $s = 90$, and (c) Gray-scale image representation of correlation matrix $\mathbf{R}$ of $\mathbf{G}^{sp}$.

Sparsity promoting prior i.e., a *spike and slab* [112] with the joint pdf

$$p(\mathbf{g}^s) = \prod_{n=1}^{K} p(g^s_n) := \prod_{n=1}^{K} \left[ (1 - \lambda_n) \delta(g^s_n) + \lambda_n f(g^s_n) \right]$$

Here $\lambda_n \in (0, 1), \forall n \in [K]$ is the *sparse ratio* that models the sparsity, i.e., the probability of $g^s_n$ being non-zero, $f(g^s_n) \forall n \in [K]$ models the non-zero entries of the sparse gradient $\mathbf{g}^s$, which is assumed to be a Gaussian with mean $\theta$ and variance $\phi$ i.e., $f(g^s_n) = \mathcal{N}(g^s_n; \theta, \phi)$. The joint pdf of the sparse gradient is then obtained as

$$p(\mathbf{g}^s) = \prod_{n=1}^{K} \left[ (1 - \lambda_n) \delta(g^s_n) + \lambda_n \mathcal{N}(g^s_n; \theta, \phi) \right].$$

(3.4)

With the Gaussian MAC model for gradient transmission in (3.2), the exact recovery of $\mathbf{g}^s$ may not be possible due to the added noise. In this chapter, we specifically focus on the Bayesian reconstruction of the convolutional gradients with the above proposed prior. Let $\mathbf{g}^s$ be a convolutional gradient vector, then we target for the estimate $\hat{\mathbf{g}}^s$ that minimizes the mean-squared reconstruction error which is expressed as below. The MMSE estimate of $\mathbf{g}^s$ is the conditional expectation of $\mathbf{g}^s$ relative to the conditional density $p(\mathbf{g}^s | \mathbf{y}; \mathbf{q})$ where
\( \mathbf{q} = (\mathbf{\lambda}, \theta, \phi) = (\mathbf{\lambda} = [\lambda_1, \cdots, \lambda_K], \theta, \phi) \) is the set of prior pdf parameters for \( \mathbf{g}^* \). Therefore,

\[
\hat{\mathbf{g}}_{\text{MMSE}}^* = \arg \min_{\hat{\mathbf{g}}^*} \mathbb{E}(\|\mathbf{g}^* - \hat{\mathbf{g}}^*\|_2^2) = \mathbb{E}[\mathbf{g}^*|\mathbf{y}, \mathbf{q}, \psi].
\]

### 3.4.3 Proposed algorithm

The Gaussian MAC modeling of the channel between the users and the server gives a Gaussian likelihood model \( p(\mathbf{y}|\mathbf{g}^*) \) for the Bayesian formulation of the gradient reconstruction. From (3.3), we have

\[
p(\mathbf{y}|\mathbf{g}^*) = (2\pi \psi)^{-\frac{N}{2}} \exp \left( -\frac{1}{2\psi} \|\mathbf{y} - \mathbf{A}\mathbf{g}^*\|_2^2 \right),
\]  

(3.5)

where \( \psi \) is the variance of the Gaussian MAC. The exact computation of the posterior mean \( \mathbb{E}[\mathbf{g}^*|\mathbf{y}, \mathbf{q}, \psi] \) may not be possible due to the complexity in its evaluation because of the coupling of coefficients of \( \mathbf{g}^* \) and \( \mathbf{y} \) through \( \mathbf{A} \). We use the GAMP framework [113] that allows to incorporate any arbitrary priors \( p(\mathbf{g}_s|\mathbf{q}) \), likelihood models \( p(\mathbf{y}|\mathbf{g}_s) \) and provide tractable approximations of the MMSE estimate of the sparse signal using the compressed measurements of the sparse signal. In our approach, we have the prior pdf \( p(\mathbf{g}_s|\mathbf{q}) \) and likelihood \( p(\mathbf{y}|\mathbf{g}_s) \) in (3.4) and (3.5) respectively. We assume that we do not have prior knowledge about the statistics of the gradients i.e., \( (\theta, \phi) \), Gaussian MAC i.e., \( \psi \), and the sparsity pattern i.e., \( \mathbf{\lambda} \) and treat prior parameters \( \mathbf{q} = (\mathbf{\lambda}, \theta, \phi) \), noise variance \( \psi \) as deterministic unknowns. Hence, we need to estimate these parameters in order to obtain the MMSE estimate \( \mathbf{g}^* \) using the current prior and likelihood model. The expectation-maximization (EM) based GAMP (EM-GAMP) [114] approach overcomes this limitation by jointly learning the GAMP prior parameters \( \mathbf{q}_\text{in} = (\mathbf{q}, \psi) \) along with the estimation of \( \mathbf{g}^* \).

It is important to note that with the prior in (3.4), we have an individual sparse ratio \( \lambda_n, n \in [K] \) as opposed to a common \( \lambda_n = \lambda \forall n \in [K] \) in [114]. This gives us flexibility in learning the individual sparsity pattern and will be exploited while reconstructing the gradient to extract the spatial domain consistency in the gradients as shown in the sequel.
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The compressed measurement of the sparse gradient-sum can be expressed as

\[ y = w + z, \quad w = Ag^s. \]

From the Gaussian likelihood \( p(y|g^s) \), we have \( p(y|w;q_{in}) = \mathcal{N}(y;w,\psi) \). GAMP approximates the true marginal posterior \( p(g_n^s|y;\mu_r^n,\sigma_r^n,q_{in}), p(w_m|y;\mu_p^m,\sigma_p^m,q_{in}) \) by

\[
p(g_n^s|y;\mu_r^n,\sigma_r^n,q_{in}) = \frac{p(g_n^s;q_{in})\mathcal{N}(g_n^s;\mu_r^n,\sigma_r^n)}{\int_{g_n^s} p(g_n^s;q_{in})\mathcal{N}(g_n^s;\mu_r^n,\sigma_r^n)},
\]

\[
p(w_m|y;\mu_p^m,\sigma_p^m,q_{in}) = \frac{p(w_m|y_m;q_{in})\mathcal{N}(w_m;\mu_p^m,\sigma_p^m)}{\int_{w} p(w_m|w;q_{in})\mathcal{N}(w;\mu_p^m,\sigma_p^m)}.
\]

Plugging the assumed prior on the sparse gradients from (3.4) and the Gaussian likelihood from (3.5) in \( p(g_n^s|y;\mu_r^n,\sigma_r^n,q_{in}) \), we obtain the posterior as

\[
p(g_n^s|y;q_{in}) = \left(1 - \lambda_n\right)\delta(g_n^s) + \lambda_n\mathcal{N}(g_n^s;\theta,\phi)\frac{\mathcal{N}(g_n^s;\mu_r^n,\sigma_r^n)}{\zeta_n},
\]

\[
= \left(1 - \lambda_n\right)\mathcal{N}(0;\mu_r^n,\sigma_r^n) + \lambda_n\mathcal{N}(g_n^s;\gamma_n,\nu_n),
\]

where

\[
\zeta_n = \int_{g_n^s} p(g_n^s;q_{in})\mathcal{N}(g_n^s;\mu_r^n,\sigma_r^n)
\]

\[
= \left(1 - \lambda_n\right)\mathcal{N}(0;\mu_r^n,\sigma_r^n) + \lambda_n\mathcal{N}(0;\mu_r^n - \theta,\sigma_r^n + \phi),
\]

is the normalization constant for each \( n = [K] \). The posterior is then simplified as

\[
p(g_n^s|y;q_{in}) = \left(1 - \pi_n\right)\delta(g_n^s) + \pi_n\mathcal{N}(g_n^s;\gamma_n,\nu_n),
\]

where

\[
\beta_n = \lambda_n\mathcal{N}(0;\theta,\sigma_r^n + \phi),
\]
\[
\pi_n = \frac{1}{1 + \left(\frac{\beta_n}{(1 - \lambda_n)N(\theta, \mu, \sigma)}\right)},
\]
\[
\gamma_n = \frac{\mu_n^{\sigma_n^{\gamma_n}} + \theta/\phi}{1/\sigma_n^{\gamma_n} + 1/\phi},
\]
\[
\nu_n = \frac{1}{1/\sigma_n^{\gamma_n} + 1/\phi}.
\]

In (3.6), \( \pi_n \) is the posterior sparse ratio i.e., the sparse ratio of the posterior estimate \( p(g_n^s | y; q_{in}) \). The MMSE estimate \( \hat{g}_{\text{MMSE}}^s \) is the posterior mean and hence,

\[
\hat{g}_n^s = \mathbb{E}_{G | Y} [g_n^s | y; \mu_n, \sigma_n, q_{in}] = \pi_n \gamma_n. \tag{3.8}
\]

The complete algorithm for the gradient reconstruction using the GAMP framework is given in Alg. 7. The GAMP parameters \( q_{in} \) are learnt using the EM algorithm from the measurements \( y \) \[114\] and are obtained as

\[
\psi(i + 1) = \frac{1}{d} \sum_{m=1}^{d} (\sigma_m^z(i) + |y_m - \mu_m^z(i)|^2),
\]
\[
\theta(i + 1) = \frac{\sum_{n=1}^{K} \pi_n(i) \gamma_n(i)}{\sum_{n=1}^{K} \pi_n(i)},
\]
\[
\phi(i + 1) = \frac{\sum_{n=1}^{K} \pi_n(i) (|\theta(i) - \gamma_n(i)|^2 + \nu_n(i))}{\sum_{n=1}^{K} \pi_n(i)},
\]
\[
\lambda_n(i + 1) = \pi_n(i). \tag{3.9}
\]

### 3.4.4 Sparse ratio update

Although the EM update equation (3.9) for the sparse ratio \( \lambda \) is obtained, it fails to capture the spatial domain consistency in the convolutional gradients. In sparse signals with correlation between the neighboring elements as described in Sec. 3.4.1, if the neighboring elements \( (g_n^s) \) are zero (non-zero), then there is a high probability that it will also be zero (non-zero). Inspired by the k-nearest neighbor (k-NN) classification algorithm \[115,116\], we capture this inherent structure in the sparsity pattern by defining the sparse ratio update in way that \( \lambda_n, n \in [K] \) is the local average of the posterior sparse ratio \( \pi_m \) of its nearest
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neighboring elements $g^n_m$ with which $g^n_s$ is correlated. Therefore, the proposed update rule for the sparse ratio $\lambda_n$ is given as

$$\lambda_n(i + 1) = \frac{1}{|\text{NN}(n)|} \sum_{m \in \text{NN}(n)} \pi_m(i),$$  \hspace{1cm} (3.10)

where $\text{NN}(n)$ represents the set of nearest neighboring elements of $g^n_s$. From Sec. 3.4.1, the spatial consistency in the convolutional gradients is evident from the tensor representation of the gradient $G$. Alternatively, the sparse ratio update rule can also be expressed as

$$\lambda_{hwdf}(i + 1) = \frac{1}{|\text{NN}(h,w,d,f)|} \sum_{(h',w',d',f') \in \text{NN}(h,w,d,f)} \pi_{h'w'd'f'}(i),$$  \hspace{1cm} (3.11)

where $\text{NN}(h, w, d, f)$ is the set of indices of nearest neighboring elements of $G(h, w, d, f)$ which is inspired by the spatial consistency in the convolutional gradients and is not a strict choice. An instance of appropriate choice of $\text{NN}(h, w, d, f)$ is $\{(h - 1, w, d, f), (h + 1, w, d, f), (h, w - 1, d, f), (h, w + 1, d, f)\}$ where we chose the set $\text{NN}(h, w, d, f)$ as the indices that are at distance of 1 from $G(h, w, d, f)$. Note that if the neighboring elements set is chosen as the set of all entries in the convolutional gradient, then the proposed algorithm reduces to EM-BG-GAMP algorithm [114], which fails to capture the correlation of the convolutional gradients with its nearest neighboring gradient elements as it averages out the sparse ratio for the entire gradient.

3.5 Experiments

We evaluate the performance of the FL procedure in Alg. 5 with the proposed gradient reconstruction technique in Alg. 7 for the task of digit classification. We run experiments on the MNIST dataset [117] with 60000 training and 10000 test data samples and train a CNN utilizing an SGD optimizer. We use a CNN with three convolutional layers (with ReLu activation layer) with $(H, W, D, F) = (5, 5, 1, 5), (5, 5, 5, 10), (5, 5, 10, 20)$ connected in the same order, followed by a $4 \times 4$ maxpooling layer, a fully-connected layer with 320 neurons and final softmax output layer with 10 neurons. We set the SNR of the Gaussian MAC
to 25dB. The performance is measured as the accuracy with respect to the test dataset, called test accuracy, versus training iteration count $t$. We consider i.i.d. distribution of data across users i.e., $|\mathcal{B}|$ training data samples are selected at random from the dataset and assigned to each user at the beginning of training. At each iteration, users use all the $|\mathcal{B}|$ local data samples to compute their gradient estimates, i.e., the batch size is equal to the size of the local datasets. We compare the performance of the proposed method with the A-DSGD from [45] for different values of $(s, N, |\mathcal{B}|, K/d)$. We observe that the proposed method outperforms the benchmark method [45] in all the cases, which is expected due to the Bayesian modeling of the gradients in the proposed method.

3.6 Summary

In this chapter, we have studied an FL system with distributed wireless users connected to a central server through a Gaussian MAC which implements DSGD to jointly train a CNN at the server. We also utilized techniques like gradient sparsification, error accumulation for gradient communication in this FL framework. We used a well-known compression technique using CS for reducing the dimension of the sparse gradients and then transmit them over the MAC. We identified and demonstrated spatial consistency in the convolutional gradients that

(a) $(s, N, |\mathcal{B}|, K/d) = (75, 1, 20000, 2)$

(b) $(s, N, |\mathcal{B}|, K/d) = (75, 10, 2000, 2)$

Figure 3.5: Test accuracy vs training iterations with different $(s, N, |\mathcal{B}|, K/d)$.
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is exploited to design a novel gradient reconstruction algorithm using the GAMP framework through an appropriate prior on the gradients. Through the numerical simulations, we showed that the proposed reconstruction method achieves a faster convergence of the global model compared to the existing counterpart that does not exploit the spatial consistency in the convolutional gradients.
Conclusion

4.1 Summary

In this thesis, we presented two novel applications of tensors to ML for wireless communications where the tensor representation of the data can be leveraged to improve the learning task. Although there has been prior literature studying these problems, the introduction of tensors to these applications is novel. We identified and rearranged the concerned data in a meaningful way to obtain a natural tensor representation. We also showed how the tensor structure in the data is beneficial compared to the existing techniques in learning better ML models. It is also important to note that the tools used for leveraging the tensor structure in both cases are different and customized to the applications. Our key contributions in both these works are summarized below.

In Chapter 2, we explored a classical problem of precoder codebook design in FDD FD-MIMO systems. Given a dataset of channel realizations, this problem comes under the purview of the application of ML for PHY layer communications. We identified that the FD-MIMO channel can be meaningfully rearranged to a 3D tensor. Using this tensor representation of the channel, we proposed a precoder that is represented as an element in a product manifold called CPM. This product representation allows us to construct codebooks in the factor manifolds and we show that finding the codebooks in the factor manifolds is equivalent to $K$-means clustering in the factor GMs with a chordal distance metric. We showed through numerical simulations that learning the proposed tensor-based precoder codebooks has significantly lower complexity than the existing counterparts such as VQ-based methods without compromising much on their performance.

In Chapter 3, we explored gradient communication (compression-reconstruction) for FL with DSGD at the users and the servers to collaboratively train a CNN. We also incorporated
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commonly used techniques such as gradient sparsification, error accumulation to aid the
gradient communication in FL. We further studied this problem by considering the tensor
structure offered by the convolutional gradients and identifying the spatial consistency among
neighboring gradient entries across different dimensions of the gradient tensor. We exploited
this correlation in the gradients to impose a novel prior for modeling the convolutional
gradients and designed a Bayesian gradient reconstruction algorithm by adopting the GAMP
framework to capture the sparsity pattern in the gradients. The numerical results showed
that the convergence of the CNN model at the server was faster than the existing counterpart
which does not exploit the tensor structure of the convolutional gradients, which arises from
the fact that the proposed prior appropriately models the sparsity and spatial consistency
that stems from the tensor structure of the convolutional gradients.

4.2 Future directions

Given the versatility of tensors and ML, we find various applications where tensors could
be useful in solving problems in ML for wireless communications. However, we now briefly
discuss future research directions and possible extensions of the two applications presented
in this thesis.

A tensor representation of the FD-MIMO channel motivated the design of the low-
complexity precoder codebooks, which was presented in Chapter 2. However, we assumed a
stationary channel distribution for the available channel dataset. Considering the increasing
number of high-speed mobile devices, an interesting follow-up work would be to extend
the codebooks to non-stationary FD-MIMO channels. Further, since the codebooks were
designed for a narrow-band FD-MIMO system, an interesting extension would be to design
such low-complexity precoder codebooks for wide-band MIMO systems where the carrier
frequency is a potential additional dimension to the tensor representation of the channel.
From the 3GPP perspective, a relevant extension of this work would be developing codebooks
for dual-polarized FD-MIMO systems.

Furthermore, in Chapter 3, we demonstrated that a tensor representation of convolu-
tional gradients motivated the novel spike and slab prior, in which the non-zero entries of
the sparse gradient are modeled as a Gaussian distribution. From a modeling perspective,
a worthwhile extension of this work is to impose a more flexible prior such as a Gaussian mixture model to model the non-zero entries of the sparse gradient. The gradients of a NN, including CNN, evolve slowly over training iterations which is likely due to steady gradients and reasonable learning rate. A simple follow-up work would be to characterize the correlation between convolutional gradients across training iterations using an appropriate prior. An interesting extension would be to design a prior that captures both the spatial consistency and the temporal correlation in the convolutional gradients together and develop a corresponding Bayesian reconstruction algorithm.
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