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(ABSTRACT)

Using the principles of continuum mechanics, the general, incremental, geometrically nonlinear, equilibrium equations for the displacement based finite element method are derived in both the Total Lagrangian and Updated Lagrangian form. The Updated Lagrangian equations are then specialized for the analysis of three dimensional cable structures. Two node and three node isoparametric finite elements are derived and a program is developed which implements both elements. Comparisons between the two elements are made to determine their relative merits.

In addition, four separate iterative solution techniques are investigated in the solution of the equilibrium equations: the Newton-Raphson method, the Modified Riks-Wempner method, an Orthogonal Trajectory Accession method, and a Dynamic Relaxation approach. An extension of this investigation is a comparison between the Riks-Wempner method and Orthogonal Trajectory Accession.
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Chapter 1

INTRODUCTION

1.1 Purpose and Scope

The objective of this study is to investigate the nonlinear behavior exhibited by cable structures under static loading. The intent of the investigation is to apply nonlinear finite element techniques to the analysis of cables and cable grids using a simple two node linear element and a more complex three node curvilinear element. Comparisons between the two elements will be made based on the accuracy achieved by each in an attempt to determine their relative merits.

With the advent of high strength, low relaxation steels, the use of cables as primary structural components has become more attractive to engineers and architects. When combined with the advances in durable membrane fabrics, the use of cable supported and cable reinforced enclosures has become recognized as an efficient and viable alternative to conventional building materials. One major drawback in the design of cable systems, however, is the tendency of the cables to be quite flexible and thus highly nonlinear. The requirement of considering nonlinear effects in the analysis precludes the use of classical, closed form techniques from all but the simplest of structures. Nonlinear finite element analysis of solid structures has become almost routine in the last few decades, yet there are a wide variety of approaches in the analysis of tension structures. This creates difficulty for the engineer in deciding which approach is best for a given structure. A result of this study will be a better understanding of the finite element method as applied to the analysis of cable structures.

In addition to studying the application of the finite element method, it is necessary to focus some attention on the various techniques used in the solution of the equilibrium equations. The tendency of cable systems to be very soft under certain conditions requires that a numerically stable routine be employed in the incremental solution of the problem. For this reason a brief discussion
will be presented on four solution techniques: the Newton-Raphson method, the Modified Riks-Wempner method, an Orthogonal Trajectory Accession method, and an adaptation of Dynamic Relaxation.

In order that the study be, to some degree, self-contained, the development of the nonlinear equations will be given in a general format prior to specialization for cable elements. This requires an overview of the basic principles of continuum mechanics, given in Chapter 2. This is followed by the finite element discretization of a general two-dimensional system for plain stress (strain) analysis in Chapter 3.

Finally, a computer program will be developed which implements the analysis procedures and solution techniques in a well documented, structured format. It is the intention of the author that this program be easily understandable for future researchers who may continue the work started here.

1.2 Literature Review

The use of cables as main structural elements is thought to date back to the construction of foot bridges from natural vines [26]. Not until recent decades, however, has the use of cables for other applications become more acceptable. One author whose extensive work in the physical modeling and practical applications of cables created much of this attention, is Frei Otto [35]. His presentation of the almost limitless forms of cable structures has been the foundation for many further studies in this area.

The current level of practical analysis techniques of cables is probably best illustrated in the texts by Krishna [26], Buchholdt [7], and Sazbo [40]. The emphasis of these texts is on the presentation of classical analysis in a manner suitable for common design problems. In addition, Krishna presents a short computer program which implements the Newton-Raphson method in the solution process.

With increased attention in structural analysis being focused on the use and refinement of the finite element method, numerous articles on the analysis of cable structures have been presented [16,22,29,39,41]. Generally, there are three elements which have been developed for the analysis.
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The two node linear element [1,2] and the three node curvilinear element [22,36,41] used in this study are the most common of these. The third type is a curved element which uses the catenary equations as interpolation functions rather than the Lagrangian interpolation used with the three node element [16,39]. This element is particularly attractive in the analysis of structures which consist of single cables, such as mooring lines or cable stayed towers [39]. The application of this element to cable networks, however, is rather limited.

Of primary concern in the analysis of a cable structure is the determination of an initial shape for the system. This "shape-finding" is especially important in the analysis of pneumatic structures. Recent work by Haber [19,20] and others [1,21,22] has focused attention on the development of a generalized approach to solving this problem.

In the analysis of any nonlinear problem, some attention is invariably drawn to the application of an efficient, reliable solution technique. The most common routines are the Newton-Raphson method and the Modified Newton-Raphson method. These approaches are outlined in virtually all textbooks which deal with the solution of nonlinear equations [2,10,48].

The Modified Riks-Wempner method [25,45] is a common alternative to the Newton methods, particularly in the analysis of problems where the equilibrium path contains a turning point. A variation of this approach, developed by Fried [15], uses orthogonal trajectory accession to trace the equilibrium path. Partly as a result of the recent introduction of this method, the published work using this approach is rather limited.

The fourth solution technique which was included in the study is an adaptation of Dynamic Relaxation to the analysis of cables. This technique was developed in the mid 1960's for use in linear analysis. An excellent overview of the method is provided by Underwood [43] in his development of the particular variation used in this study. The application of Dynamic Relaxation is generally unique for each author, however the general procedures remain the same. The use of this technique in the analysis of various structures can be found in [6,8,13,36,37,43]. The paper on a variable step approach to the central difference method by Underwood and Park [38] is particularly interesting in the study of Underwood's approach to Dynamic Relaxation.
Finally, as a guide for others interested in the continuum mechanics based finite element formulation, the works by Malvern [30] and Fung [17] are recommended for a solid introduction to continuum mechanics. In addition, the report of Mondakar and Powell [31] offers a well structured approach to the development of the incremental equilibrium equations.
Chapter 2

DEFORMATION OF A CONTINUUM

2.1 Introduction

The development of the fundamentals of nonlinear finite element analysis requires a basic understanding of the concepts involved in the study of finite deformation of a continuum. This chapter presents these concepts of continuum mechanics, focusing attention on those areas which lead directly to finite element applications. First, a brief discussion on the notations used in the formulations is presented, followed by the development of the stress and strain equations to be used in the following chapters.

2.2 Notation and Coordinates

The need to describe the continuum in such a manner as to be independent of the choice of coordinate systems requires that equations derived in continuum mechanics involve extensive use of tensors and tensor transformations [17,30]. Although it is not the intent of this section to review the theories behind tensor calculus, it is necessary to clarify the notations used in the application of tensors. More in-depth discussions on tensors can be found in references such as 14, 17, and 30.

Indicial Notation

By nature, tensors involve the use of multidimensional space and therein can involve quite complex arithmetic if not expressed in a symbolic form. This symbolic representation used with tensors is referred to as indicial notation [14,17,30] and involves the use of indices to represent the n-dimensional space. In the following discussion, and throughout this work, n is limited to a three dimensional Euclidean space commonly defined by the rectangular cartesian coordinate system \((x,y,z)\). With the use of indicial notation, however, the coordinate system is represented by \((x_1,x_2,x_3)\). Further simplification can be made by using just the index \(i\) which assumes the values
1,2 or 3. This same coordinate system can then be expressed simply as \( x_\rho \). As a further demonstration, consider the vector \( \mathbf{A} \) in an arbitrary orientation with initial point at the origin of the coordinate system. In component form, \( \mathbf{A} \) may be represented as

\[
\mathbf{A} = a_1 n_1 + a_2 n_2 + a_3 n_3 \tag{2.2 - 1}
\]

where \((a_1, a_2, a_3)\) correspond to the magnitude of the projection of \( \mathbf{A} \) onto the \( x_\rho \) axes, and \((n_1, n_2, n_3)\) are unit vectors in the directions of the axes. Using indicial notation, Eq. 2.2-1 can be written as

\[
\mathbf{A} = \sum_{i=1}^{3} a_i n_i \tag{2.2 - 2}
\]

**Summation Convention [14,17,30]**

A summation convention used with indicial notation can be employed to further simplify Eq. 2.2-2. The basic rules are as follows:

1. In any expression using index notation, the repetition of an index within one term (whether superscript or subscript) implies that the index is to take on all possible values in its range and the results from that term are to be added. Thus Eq. 2.2-2 can be written as \( \mathbf{A} = a_i n_i \) where the summation is now implied.

2. If an index is not repeated in a term, it is considered to be a free index and takes on only one value for each separate equation. As an example, the equation \( c_i = a_i + b_i \) represents three separate equations. Similarly, the equation \( c_{ij} = a_{ij} + b_{ij} \) represents a total of nine equations.

**Kronecker Delta and Permutation Symbols**

Two additional symbols, which result from index notation and become quite useful in simplifying equations, are the Kronecker delta \((\delta)\) and the permutation symbol \((\epsilon_{im})\) [14,17,30]. The Kronecker delta is defined as
\( \delta_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases} \) \hfill (2.2 - 3)

and the permutation symbol is defined as

\[ e_{ijk} = \begin{cases} 1 & \text{when } i,j,k \text{ are } 1,2,3 \text{ or any even permutation of } 1,2,3. \\ 0 & \text{if any two indices are equal} \\ -1 & \text{when } i,j,k \text{ are an odd permutation of } 1,2,3. \end{cases} \] \hfill (2.2 - 4)

As an example

\[ e_{123} = e_{231} = e_{312} = 1 \\
\quad e_{132} = e_{213} = e_{321} = -1 \\
\quad e_{113} = e_{112} = e_{222} = 0 \]

**Coordinate System**

In general, the use of tensors allows for the coordinate systems to be either curvilinear or rectangular with the only requirement being that they define a Euclidean space [30]. For this work, however, the focus is on a rectangular cartesian coordinate system and thus all indices are assumed to have values of 1, 2, or 3 unless otherwise specified.

**2.3 Deformation**

The concept of deformation of a medium as employed in continuum mechanics involves the "mapping" of a body from one configuration to another [17]. This mapping process uses the assumption that the body, in its original configuration and final configuration, can be expressed by a continuous mathematical model. This requirement implies that the material within the body is continuous, without voids or gaps, thus eliminating the need to consider molecular structure of the medium [14]. Furthermore, it is assumed that during this deformation, the motion of all particles within the medium is continuous, with the event of tearing or breaking being considered as a special case. Employing these simple guidelines allows for the direct application of the theories of calculus in the formulations to follow [30].
In the mapping process, there are two basic methods used to describe the deformation: the Lagrangian approach and the Eulerian approach. To demonstrate each approach, consider a medium in two configurations: an initial state at time \( t = 0 \) and a deformed state at time \( t \). A point \( P \) within the initial configuration has the coordinates \( (a_1, a_2, a_3) \). In the deformed configuration, the point \( P \) becomes \( P' \) with coordinates \( (x_1, x_2, x_3) \).

**Lagrangian Description**

The Lagrangian description, sometimes referred to as a referential description [18,30], seeks to describe the motion of \( P \) solely in terms of the initial configuration. This implies that the coordinates of \( P' \) are functions of the original coordinates \( a_i \) and can be expressed as

\[
    x_i = x_i(a_j) \tag{2.3 - 1}
\]

**Eulerian Description**

The Eulerian description, on the other hand, seeks to describe the motion of \( P \) in terms of the current coordinates of the body. Thus the original coordinates, \( a_i \), are expressed in terms of the new coordinates \( x_i \) as

\[
    a_i = a_i(x_j) \tag{2.3 - 2}
\]

Though the two approaches are fundamentally equivalent, the Lagrangian approach is more commonly used in solid mechanics formulations whereas the Eulerian description is commonly used in the study of fluid mechanics [14,30].

2.4 Stress at a Point

Stresses within a body come as a direct result of the loading which the body is subjected to. These actions can be broken up into two distinct types, those which act across a surface of the body (internal or external) and those which act on the body's volume or mass [17,30]. The first type, known as surface loadings or surface tractions, are a result of contact between the body and its environment. Such actions include concentrated loads, pressures, and reactions. These loads are considered to be sectionally continuous since they may act independently, over discrete portions of the surface [34]. The second type of loading is referred to as body forces or "action-at-a-distance"
forces [14,30]. These forces are a result of exterior effects on the body such as gravity, magnetic fields, or inertial forces.

The definition of a surface traction leads directly to the concept of stress within a body. To demonstrate, consider the body shown in Figure 2.1 under the influence of various loads \( P \). Let a plane \( Q \) pass through the body separating it into two distinct portions about the surface \( S \) (see Figure 2.1). Across \( S \), the internal force distribution \( F \) must act to sustain equilibrium. Let the positive sense of \( F \) correspond to the direction of the outward normal to the surface \( S \). Considering a portion of the surface \( \Delta S \) and its corresponding portion of internal force \( \Delta F \), the definition of the average traction vector on \( \Delta S \) may be stated as \( \frac{\Delta F}{\Delta S} \). If the value of \( \Delta S \) is allowed to shrink down to the point \( P \) (see Figure 2.2), it is found that the value of \( \Delta F \) changes in direction as well as magnitude. However, in the limit, the ratio will approach a finite value at point \( P \). That is,

\[
\tau = \lim_{\Delta S \to 0} \frac{\Delta F}{\Delta S} \quad (2.4 - 1)
\]

\( \tau \) is defined as the stress vector at \( P \) and represents the pointwise force per unit area at \( P \) acting across \( S \). It should be pointed out that both the magnitude and direction of \( \tau \) depend on the orientation of \( n \), the location of \( S \), and on time.

### 2.5 The Cauchy Stress Tensor

With the stress across a surface defined, it is useful to determine the stress on planes perpendicular to the coordinate axes [30] (see Figure 2.3a). With these three vectors defined, it is possible to find the state of stress on any plane oriented arbitrarily to these planes.

Let the traction vector \( T^i \) represent the stress vector acting on the surface whose normal corresponds to the coordinate axis \( x_i \). Corresponding to each vector, the components \( \tau_{ij} \) acting on the surface in the direction of the coordinate axes can be found using a simple vector transformation (see Figure 2.3b)

\[
T^i = \eta_{ij} \tau_{ij} \quad (2.5 - 1)
\]
Figure 2.1: Body Under Loading

Figure 2.2: Stress Vector Across a Surface
Figure 2.3a : Stress On Mutually Perpendicular Surfaces

Figure 2.3b : The Cauchy Stress Components
which represents

\begin{align*}
T^1 &= n_1 \tau_{11} + n_2 \tau_{12} + n_3 \tau_{13} \\
T^2 &= n_2 \tau_{22} + n_3 \tau_{23} \\
T^3 &= n_1 \tau_{31} + n_2 \tau_{32} + n_3 \tau_{33}
\end{align*}

The nine stress components \( \tau_{ij} \) thus establish the three sets of vector components of the second order tensor \( T \), referred to as the Cauchy stress tensor \([17,30]\).

Returning to the three vectors \( T^i \), in general it can be said that each vector may represent the average stress across the given face or simply the magnitude of the stress at the point on the face considered \([30]\). In either case, the magnitude and direction of the vector vary with location and time. If, however, the block is allowed to shrink down to the origin \( O \), the three vectors will, in the limit, attain finite values and directions. Therein the complete state of stress at the point \( O \) is established.

In addition to establishing the state of stress at a point, Cauchy extended this concept to show that the stress across a plane oriented at any arbitrary angle to the three planes described above could be found in terms of the three vectors \( T^i \). This in turn leads to the concepts of principle stresses and principle planes which are of concern in elementary mechanics \([17,30]\).

### 2.6 The Second Piola-Kirchhoff Stress Tensor

The importance of determining the Cauchy stress tensor for the deformed configuration of the loaded body was established in Section 2.5. In the analysis of nonlinear media, however, the configuration which corresponds to equilibrium may be quite different from the initial shape and is usually not known beforehand. Instead, only a current reference configuration is known upon which a trial solution must be established. The problem of choosing a reference frame will be discussed in the following chapter. At this time, however, the development of a method for expressing the state of stress in one configuration as it acts in another is presented.

To develop the proper transformation, consider an elemental volume from a continuum in an original configuration at some reference time, say \( t = 0 \), and in a deformed state at time \( t \) (see Figure 2.4). Let the force vector at point \( Q \) be expressed as \( dF \) in the deformed state. Corresponding
to this force is the force $dF_o$ acting at point $Q_o$ in the original configuration. Applying the concepts of Section 2.4, the stress tensor at $Q$ and $Q_o$ can be expressed as equal to $dF/dS$ and $dF_0/dS_o$, respectively [17].

The relationship between $dF$ and $dF_0$ can follow a variety of forms [2]; however, it is important that they be mathematically consistent in their implementation [17]. The two most common forms used are the First Piola-Kirchhoff stress tensor, sometimes referred to as the Lagrangian Stress [17], and the Second Piola-Kirchhoff stress tensor, referred to often as simply the Kirchhoff stress [17]. As emphasized by Bathe [2], these stresses are pseudo-stresses and have no actual physical meaning. In the development, however, it is helpful to visualize the two approaches as in Figure 2.5 [17]. The First Piola-Kirchhoff rule is simply a one-to-one correspondence between the two forces (see Figure 2.5a), that is

$$dF_o = dF$$

The Second Piola-Kirchhoff rule seeks to relate the two forces in the same manner as the transformation of an elemental length $da$ in the original configuration is transformed to its new length $dx$ in the deformed configuration, that is

$$dF_o = \frac{\partial a}{\partial x} dF \quad \text{just as} \quad da = \frac{\partial a}{\partial x} dx$$

(2.6-2)

Thus in the Second Piola-Kirchhoff approach, the force $dF_o$ undergoes the same rotations and transformations that $da$ undergoes during deformation (see Figure 2.5b).

To distinguish between the various stresses, let $\tau_{ij}$, $T_{ij}$, and $S_{ij}$ denote the Cauchy stress, the First Piola-Kirchhoff stress, and the Second Piola-Kirchhoff stress, respectively. In the case of the Cauchy stress, the force $dF$ can be expressed as

$$dF = \tau_{ij} ndS$$

(2.6-3)

Similarly, the expression for the two Piola-Kirchhoff stresses are

$$dF_o = T_{ij} n_o dS_o$$

(2.6-4)
Figure 2.4: Stress On a Plane Before and After Deformation

(a) First Piola-Kirchhoff

(b) Second Piola-Kirchhoff

Figure 2.5: The Piola-Kirchhoff Stress Transformations
The key to relating $\tau_{ij}$, $T_{ij}$, and $S_{ij}$ comes as a result of the relationship between $ndS$ and $n_0 dS_o$, which takes into account the conservation of mass during deformation and can be expressed as [2,17,30]

$$ndS = \frac{\rho_0}{\rho} X^T n_o dS_o \quad (2.6 - 6)$$

where

- $\rho_0$ = the initial mass density of the body.
- $\rho$ = the density of the body in the current state.
- $X$ = the deformation gradient.

This expression is commonly called Nanson’s formula [2,30].

Now, using Eqs. 2.6-4, 2.6-5, and 2.6-6, the expressions for relating the three stress tensors become

$$T_{ij} = \frac{\rho_0}{\rho} X \tau_{ij} \quad (2.6 - 7)$$

$$S_{ij} = \frac{\rho_0}{\rho} X \tau_{ij} X^T \quad (2.6 - 8)$$

In studying the above equations, one observation can be made about the characteristics of the First and Second Piola-Kirchhoff stresses. It is seen from Eq. 2.6-7 that in general the First Piola-Kirchhoff stress tensor is not symmetric whereas Eq. 2.6-8 indicates the Second Piola-Kirchhoff stress tensor is symmetric whenever the Cauchy stress tensor is symmetric. This characteristic of the First Piola-Kirchhoff stress tensor becomes quite troublesome when used with a symmetric strain tensor. Thus, the Second Piola-Kirchhoff stress tensor is used almost exclusively [2,30].

Further discussion on the implementation of the Cauchy and Second Piola-Kirchhoff stresses will be given in the next chapter on incremental formulation.
2.7 Strain

As a body undergoes deformation, each particle within the medium is subjected to a series of rotations and translations which, in general, may or may not be considered as small [17]. During this motion, neighboring particles move relative to one another in a random fashion consistent only with the nature of the loading on the body, the boundary conditions imposed on the system, and the material behavior. Strain in the body as a result of deformation is defined as that part of this relative displacement which is not a direct result of rigid body motion [17,30]. Often it is simply referred to as "the change in length with respect to the original length" which the body experiences.

To study the nature of strain, consider a body in an unstrained configuration at time $t = 0$ with the coordinate system $a_i$. The body is then allowed to deform to a new configuration at some time $t$ with the coordinate system $x_i$ (see Figure 2.6). In addition, consider two neighboring particles $P$ and $Q$ within the body. In the initial configuration, the position vectors of $P$ and $Q$ are $(a_{1i}, a_{2i}, a_{3i})$ and $(a_{1i} + da_{1i}, a_{2i} + da_{2i}, a_{3i} + da_{3i})$, respectively. After deformation, these points become $P'$ and $Q'$ with position vectors $(x_1, x_2, x_3)$ and $(x_1 + dx_1, x_2 + dx_2, x_3 + dx_3)$, respectively. It is assumed that during the motion, the body obeys the previously stated laws of deformation (see Section 2.3) and thus the use of a continuous function to describe the motion is valid.

To determine the strain attained during the motion, it is necessary to determine the change in the length of a line element connecting $P$ and $Q$. This is easily calculated by finding the difference in the squares of the lengths $dS_0$ and $dS$, defined in Figure 2.6, the squares being used merely to simplify the mathematical manipulations that follow. The terms for the lengths can be expressed as

$$dS_0^2 = d\alpha_i d\alpha_i \quad (2.7 - 1)$$

$$dS^2 = dx_i dx_i \quad (2.7 - 2)$$

Thus the difference in the lengths becomes

$$dS^2 - dS_0^2 = dx_i dx_i - d\alpha_i d\alpha_i \quad (2.7 - 3)$$
Figure 2.6: Strain In a Body
where, by choice of sign convention, tensile strain is positive. In addition, it is assumed in Eqs 2.7-1 and 2.7-3 that the coordinate systems are rectangular and cartesian which eliminates complex coordinate transformations [14,17,30].

**Green-Lagrangian Strain Tensor**

To proceed from Eq.2.7-3 it is necessary to consider the choice of reference frame to be used, Lagrangian or Eulerian (see Section 2.3). If the Lagrangian approach is used, it is necessary to express the strain in terms of the initial configuration. This is accomplished by expressing the coordinates in the deformed configuration in terms of the coordinates \( a_i \) and the components of the displacement vector \( u \) (see Figure 2.6), which is assumed to be a function of \( a_i \), that is

\[
x_i = a_i + u_i(a_i)
\]  
(2.7 - 4)

Using Eq. 2.7-4, the differential of \( x \) can be found as

\[
dx_i = \frac{\partial x_i}{\partial a_j} = \left[ \delta_{ij} + \frac{\partial u_r}{\partial a_i} \right] da_r \cdot da_j
\]  
(2.7 - 5)

Substituting this expression into Eq.2.7-3, the strain equation becomes

\[
dS^2 - dS_o^2 = \left[ \delta_{ij} + \frac{\partial u_r}{\partial a_i} \right] \left( \delta_{ij} + \frac{\partial u_r}{\partial a_j} \right) da_r da_j
\]

or

\[
dS^2 - dS_o^2 = \left\{ \frac{\partial u_i}{\partial a_j} + \frac{\partial u_j}{\partial a_i} + \frac{\partial u_r}{\partial a_i} \frac{\partial u_r}{\partial a_j} \right\} da_r da_j
\]  
(2.7 - 6)

Using Eq. 2.7-5, the Green-Lagrangian strain tensor is defined as

\[
\varepsilon_{ij} = \frac{1}{2} \left\{ \frac{\partial u_i}{\partial a_j} + \frac{\partial u_j}{\partial a_i} + \frac{\partial u_r}{\partial a_i} \frac{\partial u_r}{\partial a_j} \right\}
\]  
(2.7 - 7)

so that

\[
dS^2 - dS_o^2 = 2\varepsilon_{ij} da_r da_j
\]  
(2.7 - 8)
Almansi Strain

If the Eulerian approach is chosen, the description of strain is based on the deformed configuration. The motion thus becomes a function of the coordinates \( x_i \) and the displacement vector \( u \). In this case, \( u \) is assumed to be a function of \( x_i \), and is written as

\[
a_i = x_i - u_i(x_j) \tag{2.7 - 9}
\]

The differential of \( a_i \) then becomes

\[
da_i = \frac{\delta_i}{\delta x_j} dx_j = \left[ \delta_{ij} - \frac{\partial u_r}{\partial x_i} \right] dx_i \tag{2.7 - 10}
\]

Substitution of Eq. 2.7-10 into Eq. 2.7-3 leads to

\[
dS^2 - dS_0^2 = \left[ \delta_{ij} - \left( \frac{\delta_{ij}}{\delta x_i} \right) \left( \frac{\delta_{ij}}{\delta x_j} \right) \right] dx_i dx_j
\]

or

\[
dS^2 - dS_0^2 = \left[ \frac{\partial u_i}{\partial x_i} + \frac{\partial u_i}{\partial x_j} - \frac{\partial u_r}{\partial x_i} \frac{\partial u_r}{\partial x_j} \right] dx_i dx_j \tag{2.7 - 11}
\]

From Eq. 2.7-11, the Almansi Strain Tensor is defined as

\[
e_{ij} = \frac{1}{2} \left[ \frac{\partial u_i}{\partial x_i} + \frac{\partial u_i}{\partial x_j} - \frac{\partial u_r}{\partial x_i} \frac{\partial u_r}{\partial x_j} \right] \tag{2.7 - 12}
\]

so that

\[
dS^2 - dS_0^2 = 2e_{ij} dx_i dx_j \tag{2.7 - 13}
\]

2.8 Constitutive Equations

In the previous sections, the mathematical relationships governing stresses and strains as a result of deformation and loading have been established. In order to completely describe the equilibrium conditions of the body, a relationship between stress and strain must be found. This relationship can be developed from kinetic considerations [14,30] and is commonly called a
constitutive equation. Constitutive equations relate the material behavior to the loading and thus provide the desired link between stress and strain. Formulation of this link can become quite complex, however, when the entire range of loading possibilities and material behavior are considered [30]. To overcome this difficulty, the material is normally assumed to behave in an ideal way, consistent with the nature of the problem to be analyzed and the results desired [2,30].

Though there are a variety of formulations which may be followed, the most common assumption is to consider the response of the material to be linear in nature. This response, referred to as ideally elastic or Hookean, takes the form (for a uniaxial stress state)

$$\tau_{ii} = E \varepsilon_{ii} \quad (2.8 - 1)$$

where $E$ is known as Hooke’s constant or Young’s modulus of elasticity [5,14,30]. Expanding Eq. 2.8-1 to contain the effects of shearing stress leads to the general form

$$\tau_{ij} = C_{ijrs} \varepsilon_{rs} \quad (2.8 - 2)$$

In Eq. 2.8-2, $C_{ijrs}$ represents 81 coefficients of the matrix $C$, called the constitutive matrix [2,14,17,30]. Thus, in matrix form, Eq. 2.8-2 becomes

$$\tau = C \varepsilon \quad (2.8 - 3)$$

As mentioned in the derivations of $\tau$ and $\varepsilon$, both of these matrices are symmetric and therefore the matrix $C$ must also be symmetric, reducing the independent coefficients of $C$ to 36. This number may be reduced further depending on the exact nature of the material considered [2,14,30]. For this study, the material is assumed to be linearly elastic and isotropic which leads to only two independent coefficients for the case of a three dimensional body. Later, the reduction of models to one dimensional, uniaxial loading, further simplifies $C$, leaving Eq. 2.8-1.
Chapter 3

FINITE ELEMENT FORMULATION

3.1 Introduction

In Chapter 2, the fundamental concepts and equations defining the deformation of a continuum were discussed. This chapter employs these concepts in the displacement based finite element formulation for nonlinear analysis of the continuum.

In general, a nonlinear problem arises if the stiffness and/or load vector become deformation dependent during loading. Essentially there are three forms of nonlinear effects which result in this dependency. The first form, geometric nonlinearity, is probably the most common of the three. This effect is characterized by such properties as large displacements, large rotations, and stress-strain relations which may or may not be linear. The second type, material nonlinearity, is a result of a material which expresses nonlinear stress-strain behavior during all, or a portion, of loading. The third type of nonlinearity is a result of changing boundary conditions during deformation. The most common form of this effect is a contact problem [2].

As will be discussed in more detail in Chapter 6, the major contribution to the nonlinear behavior of cable structures is from the change in geometry during loading. Although cables do exhibit material nonlinearity, the effect is far overshadowed by the change in cable profile. As a result, the material effects are usually ignored in analysis, assuming a linear stress-strain relationship. This assumption is also adhered to in the work presented here. Thus, attention will be focused only on geometric nonlinearities associated with the analysis.

3.2 Notation

In addition to the tensor notation presented in Chapter 2, the problem of tracing the body as it moves from one configuration to the next requires that each quantity be referenced to (measured with respect to) a known configuration. In general, the motion of the body is broken up into three
separate states (see Figure 3.1), its initial configuration at time $t = 0$, the final equilibrium configuration at time $t + \Delta t$, and an intermediate state at time $t$. The variable $t$ is used here to distinguish between the different configurations and not necessarily as a strict reference to time.

Consider again the point $P$ within the body. Previously the point $P$ was located simply by the coordinates $x_i$, where $i$ ranged from 1 to 3, and it was understood in which configuration the coordinates were measured. Now, however, an additional index must be used in order to completely describe not only the location of $P$ but also which configuration is being considered [2]. Thus the coordinates are expressed as

$$x_i = 1, 2, 3$$

(3.2 - 1)

where $\tau$ takes on the values 0, $t$, and $t + \Delta t$. Similarly, displacements of $P$ can be expressed as

$$u_i = 1, 2, 3$$

(3.2 - 2)

$$\tau = 0, t, t + \Delta t$$

and the volume, surface area, and mass density of the body are expressed as

$$V$$

$$S$$

$$p$$

(3.2 - 3)

In addition, it is useful to define the incremental displacement between configurations as

$$u_i = t + \Delta t u_i - t u_i$$

(3.2 - 4)

Using Eqs. 3.2-1, 3.2-2, and 3.2-4, three extensively used relationships can be derived as

$$x_i = \sigma x_i + \sigma u_i$$

$$t + \Delta t x_i = \sigma x_i + t + \Delta t u_i$$

(3.2 - 5)

$$t + \Delta t x_i = x_i + u_i$$
Figure 3.1: Incremental Deformation of a Continuum
As noted in Chapter 2, the expressions for stress and strain in the current state are, in general, developed with reference to a previously defined configuration. For this type of quantity, an additional left subscript is employed to signify the state in which the quantity is measured. As an example, consider the Second Piola-Kirchhoff stress tensor

\[
\overset{t}{\overset{o}{S}}_{ij}
\]

Here, the left superscript denotes the configuration on which the tensor is considered to act, while the left subscript denotes the configuration on which the tensor is measured. Similarly, the Green-Lagrangian strain tensor at time \(t + \Delta t\) as measured with respect to the state at time \(t = 0\) is given by

\[
\overset{t + \Delta t}{\overset{o}{\varepsilon}}_{ij}
\]

An exception to this rule occurs when the quantity considered refers to the same configuration on which it acts. For such terms, the left subscript is dropped. Thus, the Cauchy stress, which is always measured in the current configuration, is expressed as

\[
\overset{t + \Delta t}{\overset{t}{\tau}}_{ij} \text{ rather than } \overset{t + \Delta t}{\overset{t + \Delta t}{\tau}}_{ij}
\]

Throughout the formulation, derivatives of displacements and coordinates are required. To simplify these expressions, a comma separating the right-hand subscripts is used to denote partial differentiation with respect to the coordinate represented by the rightmost of these subscripts. In addition, the left superscript designates the configuration in which the quantity is taken and the left subscript denotes the configuration in which the coordinate is measured. As an example

\[
\overset{t + \Delta t}{\overset{o}{d}}_{ij, \ j} = \frac{\partial\overset{t + \Delta t}{\overset{o}{u}}_i}{\partial x_j}
\]

and

\[
\overset{t + \Delta t}{\overset{t}{x}}_{i, \ j} = \frac{\partial\overset{t + \Delta t}{\overset{t}{x}}_i}{\partial x_j}
\]
3.3 Incremental Formulation

The principle of virtual work is a well known method of determining the conditions of equilibrium for a body under a given loading. The method seeks to express the equilibrium of internal forces and external forces solely in terms of displacements of the continuum, consistent with the nature of the loading and the boundary conditions [2,17,48]. Applying virtual work to the deformed configuration at time \( t + \Delta t \), the equation of equilibrium of the body becomes [2]

\[
\int_{t+\Delta t}^{t+\Delta t} \tau_{ij}^t \delta e_{ij}^{t+\Delta t} dV = t+\Delta t R
\]

where \( \tau_{ij}^t \) and \( e_{ij}^{t+\Delta t} \) are the Cauchy stress tensor and infinitesimal strain tensor discussed in Chapter 2. The left hand side of Eq. 3.3-1 represents the internal work of the system caused by the virtual displacements. It is important to note here that these quantities are expressed in terms of the as yet unknown configuration at \( t + \Delta t \).

The term \( t+\Delta t R \) represents the external work done by the loads acting on the body. In expanded form, this term becomes

\[
t+\Delta t R = \int_{t+\Delta t}^{t+\Delta t} f_i^t \delta u_i^{t+\Delta t} dV + \int_{t+\Delta t}^{t+\Delta t} f_i^S \delta u_i^{t+\Delta t} dS
\]

where \( f_i^t \) and \( f_i^S \) represent the body forces and surface tractions, respectively, in the \( i \) direction. The quantity \( u_i \) represents the \( i \) component of the virtual displacement, and the superscript \( S \) applied to \( \delta u_i \) in the second term simply denotes that portion of displacement which is experienced over the surface of the body. Here again, the forces and integrals are expressed in terms of the unknown configuration at \( t + \Delta t \).

The lack of information defining the equilibrium configuration a priori requires the use of an iterative procedure to attain the desired state through a trial and error approach. The procedure involves linearizing the equation of equilibrium about a known trial configuration and solving this equation for the next trial configuration. The solution is thus obtained by tracing the load-displacement curve in a piecewise linear fashion until equilibrium is reached. This method requires that the equation of equilibrium be expressed in an incremental form, basing the next point on the
curve on some previously defined state. As discussed in Chapter 2, the reference method most commonly used in solid mechanics is the Lagrangian description. This approach can be further divided into two separate formulations, the Total Lagrangian (TL) formulation and the Updated Lagrangian (UL) formulation, to be discussed next.

**Total Lagrangian Formulation**

The TL formulation seeks to trace the deformation of the continuum by referencing this motion to the original configuration at time $t = 0$. Thus, Eq. 3.3-1 becomes

$$
\int_V t^+ \Delta t \delta G^o dV = t^+ \Delta t R
$$

(3.3 - 3)

where the use of the Second Piola-Kirchhoff stress tensor, $t^+ \delta \sigma_{ij}$, and Green-Lagrangian strain tensor, $t^+ \delta \varepsilon_{ij}$, result from the use of a reference configuration other than the current configuration.

The external work $t^+ \Delta t R$ must also be modified to account for the use of a reference configuration. Assuming that the loading does not depend on the deformation of the body, the external virtual work becomes

$$
t^+ \Delta t R = \int_V t^+ \Delta t f^B_i \delta u_i^o dV + \int_S t^+ \Delta t f^S_i \delta u_i^o dS
$$

(3.3 - 4)

where $t^+ \Delta t f^B_i$ and $t^+ \Delta t f^S_i$ represent the body forces per unit volume and surface tractions per unit area acting on the body at $t + \Delta t$ measured with respect to the state $t = 0$. The use of loads which depend on the configuration of the structure can be handled by assuming the load at $t + \Delta t$ to be approximated as [2]

$$
t^+ \Delta t R = \int_{t+\Delta \nu_{(k-1)}} t^+ \Delta t f^B_i \delta u_i^o dV^{(k-1)} + \int_{S^{(k-1)}} t^+ \Delta t f^S_i \delta u_i^o t^+ \Delta t dS^{(k-1)}
$$

(3.3 - 5)

where $(k - 1)$ represents the volume and surface area corresponding to the $(k - 1)$ iteration. Recalling from Section 3.2 that the displacement of the body may be expressed incrementally, the stress and strain tensors are also expressed as

$$
t^+ \Delta \sigma_{ij} = o \sigma_{ij} + o \sigma_{ij}
$$

(3.3 - 6)
where $\varepsilon_{ij}$ and $\varepsilon_{ij}$ are the incremental stress and strain tensors, respectively, measured with reference to the initial configuration. From Chapter 2, the expression for strain at time $t$ and $t + \Delta t$ can be written as

$$\varepsilon_{ij}(t + \Delta t) = \frac{1}{2}(\varepsilon_{ij}(t + \Delta t_{i,j}) + \Delta t_{i,j}^{k} \varepsilon_{ij}^{k})$$

and, using Eq. 3.2-4, the incremental strain tensor becomes

$$\varepsilon_{ij} = \varepsilon_{ij}^{o} + \varepsilon_{ij}^{n}$$

The terms $\varepsilon_{ij}^{o}$ and $\varepsilon_{ij}^{n}$ represent the linear and nonlinear portions, respectively, of the incremental strain tensor, defined as

$$\varepsilon_{ij}^{o} = \frac{1}{2}(\varepsilon_{i,j}^{o} + \varepsilon_{j,i}^{o} + \varepsilon_{k,j}^{o} \varepsilon_{i,k}^{o} + \varepsilon_{k,i}^{o} \varepsilon_{j,k}^{o})$$

$$\varepsilon_{ij}^{n} = \frac{1}{2} \varepsilon_{k,i}^{o} \varepsilon_{j,k}^{o}$$

The first variations of the strain tensors thus become

$$\delta \varepsilon_{ij}(t + \Delta t) = \delta \varepsilon_{ij}$$

$$\delta \varepsilon_{ij} = \delta \varepsilon_{ij}$$

Substituting Eqs. 3.3-12 and 3.3-13 into Eq. 3.3-3, and subtracting the external work at time $t$, the incremental equation of equilibrium for the TL description becomes

$$\int_{V} \varepsilon_{ij}^{o} \delta \varepsilon_{ij}^{o} dV + \int_{V} \varepsilon_{ij}^{n} \delta \varepsilon_{ij}^{n} dV = t + \Delta t - t$$
In order to obtain an approximate solution to Eq. 3.3-15, the equation is linearized assuming the incremental Second Piola-Kirchhoff stress to be linearly related to the Green-Lagrangian strain

\[ \dot{o}S_{ij} = C_{ijmn} \dot{o}e_{mn} \]  \hspace{1cm} (3.3 - 16)

where \( C_{ijmn} \) represents the coefficients of the constitutive matrix (see Section 2.8).

In addition, since the incremental strains are nonlinear in displacement, it must be assumed that the nonlinear portion can be neglected in order to completely linearize Eq. 3.4-15 [31]. Thus Eq. 3.3-10 can be written as

\[ \dot{o}e_{ij} = \dot{o}e_{ij} \]  \hspace{1cm} (3.3 - 17)

which gives

\[ \dot{o}S_{ij} = C_{ijmn} \dot{o}e_{mn} \]  \hspace{1cm} (3.3 - 18)

Substitution of Eq. 3.3-18 into Eq. 3.3-15 gives

\[ \int_V C_{ijmn} \dot{o}e_{mn} \delta_o e_{ij} \dot{o}dV + \int_V \dot{t}_V oS_{ij} \delta_o \eta_{ij} \dot{o}dV = t^+ T - t^T \]  \hspace{1cm} (3.3 - 19)

As a result of linearization, the external virtual work term at time \( t \) does not exactly equal the internal work at time \( t \). To compensate for this discrepancy, a residual work term

\[ \delta^T W_{res} = \dot{t}^T - \int_V \dot{t}_V oS_{ij} \delta_o e_{ij} \dot{o}dV \]  \hspace{1cm} (3.3 - 20)

is added to Eq. 3.3-19 [31]. The final form of the linearized incremental equilibrium equation becomes

\[ \int_V C_{ijmn} \dot{o}e_{mn} \delta_o e_{ij} \dot{o}dV + \int_V \dot{t}_V oS_{ij} \delta_o \eta_{ij} \dot{o}dV = t^+ T - \int_V \dot{t}_V oS_{ij} \delta_o e_{ij} \dot{o}dV \]  \hspace{1cm} (3.3 - 21)

**Updated Lagrangian**

The UL formulation is essentially the same as the TL formulation in implementation; how-
ever, in the solution procedure, the configuration at time \( t \) is used as the reference state. Eq. 3.3-1 thus becomes

\[
\int_{V} \delta^{t+\Delta t} s_{ij} \delta^{t+\Delta t} \epsilon_{ij} \, dV = \int_{V} \delta^{t+\Delta t} R
\]

(3.3 - 22)

Analogous to the TL formulation, the second Piola-Kirchhoff stress tensor in the UL approach is approximated as

\[
t_{t} + \Delta t \delta s_{ij} = t_{t} s_{ij} + r s_{ij}
\]

(3.3 - 23)

However, recalling from the derivation of the Second Piola-Kirchhoff stress tensor in Chapter 2, the stress at time \( t \) referred to \( t \) is obviously the Cauchy stress at \( t \). That is

\[
t_{t} s_{ij} = \tau_{ij}
\]

(3.3 - 24)

and therefore Eq. 3.3-23 becomes

\[
t_{t} + \Delta t \delta s_{ij} = \tau_{ij} + r s_{ij}
\]

(3.3 - 25)

Similarly, the Green-Lagrangian strain tensor becomes

\[
t_{t} + \Delta t \epsilon_{ij} = \epsilon_{ij}
\]

(3.3 - 26)

where

\[
\epsilon_{ij} = \epsilon_{ij} + m_{ij}
\]

(3.3 - 27)

\[
\epsilon_{ij} = \frac{1}{2}(\mu_{i,j} + \mu_{j,i})
\]

(3.3 - 28)

\[
m_{ij} = \frac{1}{2} \mu_{i,j} \mu_{j,i}
\]

(3.3 - 29)

and the variation of the strain becomes simply
\[ \delta^t + \Delta^t \varepsilon_{ij} = \delta \varepsilon_{ij} \]  

(3.3 - 30)

To linearize the equilibrium equations, it is assumed again that the stress increment can be expressed as

\[ t \delta \varepsilon_{ij} = C_{ijmn} t \varepsilon_{mn} \]  

(3.3 - 31)

and the variation of strain can be approximated as

\[ \delta \varepsilon_{ij} = \delta_t e_{ij} \]  

(3.3 - 32)

Substitution of Eq. 3.3-25, 3.3-27, 3.3-31, and 3.3-32 into Eq. 3.3-22, and making a similar correction to the external virtual work, the linearized incremental equilibrium equation in the UL formulation becomes

\[ \int_V C_{ijmn} t \varepsilon_{mn} \delta_t e_{ij} t dV + \int_V \tau_{ij} \delta_t \eta_{ij} t dV = t + \Delta t R - \int_V \tau_{ij} \delta_t e_{ij} t dV \]  

(3.3 - 33)

As seen by comparing Eqs. 3.3-21 and 3.3-33, both TL and UL approaches incorporate the same nonlinear effects with the same basic assumptions. The choice between the two becomes more one of preference, although Bathe [2] suggests that the TL approach may involve more complex manipulations. For this study, the UL approach was used exclusively, although it can be shown that for the assumptions to be made (see Chapter 4), the UL and TL approach become identical [2].

### 3.4 Finite Element Discretization

This section presents the finite element discretization of the continuum in a general manner, giving the equations for a two dimensional plane strain (plane stress) element. It is the intent here to give an overall indication of the methods involved with the discretization process.

Starting with the linear equilibrium equation derived previously for the UL approach, Eq. 3.3-33, the continuum is now discretized into an assemblage of n discrete finite elements. In so doing, the integrals over the volume and surface area of the continuum are transformed into a sum.
of integrals over each element. The complete model of the structure can then be defined by evaluating the characteristics of each element individually and applying the standard techniques of assembly to form the system model [2,10,48].

To begin, let the element be defined by an isoparametric representation. The use of isoparametric discretization allows the geometry and displacements of the element to be described using the same interpolation functions [2,17]. Thus the displacements and coordinates within the element are expressed in terms of the nodal coordinates and displacements as

\[
\begin{align*}
\tau_{x_i} &= \sum_{k=1}^{n} N_k \tau_{x_i}^k \\
\tau_{u_i} &= \sum_{k=1}^{n} N_k \tau_{u_i}^k \\
u_i &= \sum_{k=1}^{n} N_k u_i^k
\end{align*}
\]

(3.4 - 1)

where

\(\tau_{x_i}\) = the coordinate in the \(i\) direction of a point within the element at time \(\tau\),

\(\tau_{x_i}^k\) = the coordinate of node \(k\) in the \(i\) direction at time \(\tau\),

\(N_k\) = the Lagrangian interpolation function of node \(k\), dependant on the type of element used.

Similarly

\(\tau_{u_i}, u_i\) = the total and incremental displacements in the \(i\) direction of a point in the element,

\(\tau_{u_i}^k, u_i^k\) = the total and incremental displacements of node \(k\) in the direction \(i\).

Recalling the equations for infinitesimal strain and nonlinear strain, Eqs. 3.3-28 and 3.3-29, repeated here
\[ t e_{ij} = \frac{1}{2} (t u_{i,j} + t u_{j,i}) \]

\[ t n_{ij} = \frac{1}{2} t u_{i,j} t u_{j,i} \]

and using Eq. 3.4-3, these equations can now be written in matrix form. Starting with Eq. 3.3-28,

\[ t e = t^{B_L} u \quad (3.4 - 2) \]

where

\[ t e = [ t e_{11}, t e_{22}, 2 t e_{12} ] \]

\[ t^{B_L} = [ t^{B_L^k} ] \]

\[ t^{B_L^k} = \begin{bmatrix} N_{k,1} & 0 \\ 0 & N_{k,2} \\ N_{k,2} & N_{k,1} \end{bmatrix} \quad k = 1, 2 \ldots n \]

\[ u^T = [ u_1^1, u_2^1, u_1^2, u_2^2 \ldots u_1^n, u_2^n ] \]

and the variation of the strain becomes

\[ \delta t e = \delta (t^{B_L} u) = t^{B_L} \delta u \quad (3.4 - 3) \]

Substitution of Eq.3.4-3 into Eq. 3.3-29 leads to

\[ \delta t n_{ij} = \frac{1}{2} (\Sigma N_{k,i} u_i^k) (\Sigma N_{k,j} u_j^k) \quad (3.4 - 4) \]

or, in matrix form,

\[ \delta t n_{ij} = \frac{1}{2} u^T t^{B_{NL}^T} t^{B_{NL}} u \quad (3.4 - 5) \]
where

\[ t_{B_{NL}} = \begin{bmatrix} N_{k,i} & 0 \\ 0 & N_{k,j} \end{bmatrix} \quad k = 1, 2...n \]

The variation of nonlinear strain thus becomes

\[ \delta \eta = \delta u^T t_{B_{NL}}^T t_{B_{NL}} u \quad (3.4-6) \]

Substitution of Eqs. 3.4-5 and 3.4-8 into 3.3-33 results in the finite element form of the incremental equilibrium equation

\[ (t_{K_L} + t_{K_{NL}}) u = t^+ + \Delta t_R - t_F \quad (3.4-7) \]

or

\[ t_{K_T} u = t^+ + \Delta t_R - t_F \quad (3.4-8) \]

where

\[ t_{K_T} = t_{K_L} + t_{K_{NL}} \quad (3.4-9) \]

\[ t_{K_L} = \int_V t_{B_L}^T C t_{B_L} \, dV \quad (3.4-10) \]

\[ t_{K_{NL}} = \int_V t_{B_{NL}}^T t_{\tau} t_{B_{NL}} \, dV \quad (3.4-11) \]

\[ t^+ + \Delta t_R = \int_V N^T t^+ + \Delta t_R \, dV + \int_V \tau \, dS \quad (3.4-12) \]

\[ t_F = \int_V t_{B_{N^T}} \, dV \quad (3.4-13) \]

\[ t_{\tau} = \begin{bmatrix} t_{\tau_{11}} & t_{\tau_{12}} & 0 & 0 \\ t_{\tau_{21}} & t_{\tau_{22}} & 0 & 0 \\ 0 & 0 & t_{\tau_{11}} & t_{\tau_{21}} \\ 0 & 0 & t_{\tau_{21}} & t_{\tau_{22}} \end{bmatrix} \quad (3.4-14) \]
The terms $K_L$ and $K_{NL}$ are the linear and nonlinear stiffness matrices for the system which together form the tangent stiffness matrix $K_T$ at the $t$ configuration. The term $F$ is a vector of nodal forces which represents the effects of stress within the element under the current state of strain. The two variations in the form of the Cauchy stress matrix are a result of the matrix operations involved within each term.

\[
[\tau_{11} \mid \tau_{22} \mid \tau_{12}]
\]  

(3.4 - 15)
Chapter 4

DEVELOPMENT OF CABLE ELEMENTS

4.1 Introduction

In the preceding chapters, the general incremental approach to geometrically nonlinear finite element analysis was presented in order to develop a clear understanding of the overall procedures involved in the finite element analysis of a nonlinear continuum. This chapter is devoted to specializing the equilibrium equations for use in the analysis of cable structures. First, the derivation of equations for a general n-node one dimensional element in the \((x_1,x_2,x_3)\) space will be presented, followed by the development of the two elements used in this study: a two node linear element and a three node curvilinear element. In the following derivations, the cable is assumed to be characterized by:

1. Development of stress only in the direction normal to the plane of the cross-section.
2. A small area to span ratio, thus allowing for the stress to be considered as constant over the cross-section.
3. Negligible volumetric changes, allowing for the cross-section to be considered as constant.

The above assumptions are consistent with small strain theory which is used throughout this study. In addition, the updated Lagrangian formulation is used exclusively, although as noted by Bathe [2], either TL or UL formulation may be used in the development of cable elements with equal results.

4.2 Incremental Formulation for Cable Elements

The primary difference between the incremental equations for the cable elements and those of Section 3.4 is a result of the assumptions stated in Section 4.1. If only small strains are considered with no volumetric changes, the cross-section of the element can be considered as constant. This
effectively reduces the stress and strain equations to one dimensional equations in the longitudinal direction of the element. Thus the volume and area integrals associated with Eq. 3.4-9 reduce to integrals with respect to the length of the element [2,36].

To clarify this reduction to one independent variable, consider a general n-node element at time \( t \), where \( t \) again takes on the values 0, \( t \), \( t + \Delta t \) and \( n = 2, 3, 4 \ldots \) (see Figure 4.1). The expressions for the coordinates, total displacements, and incremental displacements, according to Section 3.4, are

\[
\begin{align*}
{\dot{x}}_j &= \sum N_i {\dot{x}}^i_j \\
{\dot{u}}_j &= \sum N_i {\dot{u}}^i_j \\
u_j &= \sum N_i u^i_j
\end{align*}
\]

or, in matrix form,

\[
\begin{align*}
{\dot{\mathbf{x}}} &= N {\dot{\mathbf{x}}} \\
{\dot{\mathbf{u}}} &= N {\dot{\mathbf{u}}} \\
\mathbf{u} &= N \mathbf{u}
\end{align*}
\]

where

\[
N = [N_1 I_3 \ N_2 I_3 \ldots N_n I_3]
\]

\[
{\dot{\mathbf{x}}}^T = [ {\dot{x}}_1 \ {\dot{x}}_2 \ {\dot{x}}_3 \ldots \ {\dot{x}}_1^n \ {\dot{x}}_2^n \ {\dot{x}}_3^n ]
\]

\[
u^T = [ u_1 \ u_2 \ u_3 \ldots u_1^n \ u_2^n \ u_3^n ]
\]

and

\[
I_3 = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}
\]

where the variables were defined previously.

The incremental strain equations for the one dimensional element are expressed in a slightly different manner than in Section 3.4. In Chapter 2 the equations for the state of strain in a continuous medium were derived using the change in length of a differential element with respect to its original length (see Section 2.7). The strain equations were then expressed in terms of the partials of the displacements with respect to the global coordinates. For the cable element, it is more
convenient to express the strain equations in terms of partials with respect to the arc length of the element.

Following the same approach used in Chapter 2, the strain in the element at $t + \Delta t$ can be expressed as [17] (see Figure 4.2)

$$
\varepsilon = \frac{1}{2} \left[ \frac{(t + \Delta t \, ds)^2 - (\, ds)^2}{(\, ds)^2} \right]
$$

(4.2 - 5)

where the lengths of the differential element can be expressed as

$$
(\, ds)^2 = (\, dx_1)^2 + (\, dx_2)^2 + (\, dx_3)^2
$$

(4.2 - 6)

and

$$
(t + \Delta t \, ds)^2 = (t + \Delta t \, dx_1)^2 + (t + \Delta t \, dx_2)^2 + (t + \Delta t \, dx_3)^2
$$

(4.2 - 7)

From Eqs. 3.2-5, the expression

$$
t + \Delta t \, dx_i = \, dx_i + \, du_i
$$

(4.2 - 8)

combined with Eqs. 4.2-4, 4.2-5, 4.2-6, and 4.2-7, allows the strain to be expressed as

$$
\varepsilon = \frac{1}{2(\, ds)^2} \left[ (\, dx_1 + \, du_1)^2 + (\, dx_2 + \, du_2)^2 + (\, dx_3 + \, du_3)^2 \right]
\quad - (\, dx_1)^2 + (\, dx_2)^2 + (\, dx_3)^2
$$

or

$$
\varepsilon = \frac{\, dx_1 \, du_1}{\, ds \, ds} + \frac{\, dx_2 \, du_2}{\, ds \, ds} + \frac{\, dx_3 \, du_3}{\, ds \, ds}
\quad + \frac{1}{2} \left[ \left( \frac{\, du_1}{\, ds} \right)^2 + \left( \frac{\, du_2}{\, ds} \right)^2 + \left( \frac{\, du_3}{\, ds} \right)^2 \right]
$$

(4.2 - 9)

Separating Eq. 4.2-9 into linear and nonlinear components, the equation becomes

$$
t'\varepsilon_{11} = t'\varepsilon_{11} + t'\eta_{11}
$$

(4.2 - 10)
Figure 4.1: General Cable Elements
where

\[ t_{e_{11}} = \frac{t_{dx_i} du_i}{t_{ds}} \]  \hspace{1cm} (4.2 - 11) 

and

\[ t_{\eta_{11}} = \frac{1}{2} \frac{du_i}{t_{ds}} \frac{du_i}{t_{ds}} i = 1,2,3 \]  \hspace{1cm} (4.2 - 12) 

Eqs. 4.2-11 and 4.2-12 involve differentiation with respect to the arc length of the element and therefore require an expression for \( s \). For an isoparametric representation, the length of the element is discretized in the same manner as displacements and coordinates [2,36], that is

\[ t_s = \sum N_i ^t s^i \]  \hspace{1cm} i = 1,\ldots n \hspace{1cm} (4.2 - 13) 

where \( s^i \) is the arc length associated with node \( i \) and \( s \) is measured as shown in Figure 4.1 [2].

As a result of the use of interpolation functions expressed in terms of \( r \) (see Figure 4.1), to combine Eqs.4.2-2 into 4.2-11 and 4.2-12, a transformation of differentials is required. This is done using the Jacobian transformation [2,10,48]

\[ t_f = \frac{t_{ds}}{dr} \]  \hspace{1cm} (4.2 - 14) 

which in general depends on the element type used. Thus, Eq. 4.2-11 becomes, in matrix form,

\[ t_{e_{11}} = \frac{1}{t_f \sqrt{}} \left[ t^T N_T^T N_T u \right] \]  \hspace{1cm} (4.2 - 15) 

or

\[ t_{e_{11}} = t_{B_L} u \]  \hspace{1cm} (4.2 - 16) 

where
Figure 4.2: Strain In The Cable Element
Similarly, Eq. 4.2-12 becomes, in matrix form,

\[ N_r = \begin{bmatrix} N_{ir} & \cdots & \cdots & N_{in} \end{bmatrix} \quad i = 1, 2 \ldots n \quad (4.2 - 18) \]

Similarly, Eq. 4.2-12 becomes, in matrix form,

\[ \iota_{\eta_{11}} = \frac{1}{2} \frac{1}{t_f^2} u^T N_r^T N_r u \]

or

\[ \iota_{\eta_{11}} = \frac{1}{2} u^T B_{NL} B_{NL} u \quad (4.2 - 19) \]

where

\[ B_{NL} = \frac{1}{t_f^2} N_r \quad (4.2 - 20) \]

Finally, combining the equations above into Eq. 3.4-9, the general incremental equilibrium equation for a cable can be given as

\[ (\iota^T_k + \iota^T_{KL}) u = \iota^T + \Delta R - \iota^T_F \quad (4.2 - 21) \]

where

\[ \iota^T_k = \int_s \iota^T_{BL} E \iota^T_{BL} A \iota^T ds \quad (4.2 - 22) \]

\[ \iota^T_{KL} = \int_s \iota^T_{NL} \iota^T \iota^T_{NL} A \iota^T ds \quad (4.2 - 23) \]

\[ \iota^T_F = \int_s \iota^T_{BL} \iota^T \iota^T_{11} A \iota^T ds \quad (4.2 - 24) \]

and

\[ \iota^T = \begin{bmatrix} \iota^T_{11} & 0 & 0 \\ 0 & \iota^T_{11} & 0 \\ 0 & 0 & \iota^T_{11} \end{bmatrix} \]

4.3 Linear Element

As mentioned previously, the linear element is used quite frequently in the analysis of cable
structures. The formulation for the element is fairly simple and thus provides a good model which is easy to implement. In addition, the element can substitute for a rigid strut in the analysis of structures such as cable beams [7,26].

The shape functions which are used to describe the element are obtained from Lagrangian interpolation [2,10,48] as:

\[
N_1 = \frac{1}{2} (1 - r) \\
N_2 = \frac{1}{2} (1 + r) \quad -1 \leq r \leq +1
\] (4.3 - 1)

Combining these equations with Eqs. 4.2-3 and 4.2-18 results in

\[
N = \frac{1}{2} \begin{bmatrix}
1 - r & 0 & 0 & 1 + r & 0 & 0 \\
0 & 1 - r & 0 & 0 & 1 + r & 0 \\
0 & 0 & 1 - r & 0 & 0 & 1 + r
\end{bmatrix}
\] (4.3 - 2)

\[
N_r = \frac{1}{2} \begin{bmatrix}
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1
\end{bmatrix}
\] (4.3 - 3)

Recalling Eq. 4.2-13, the Jacobian transformation (Eq. 4.2-14) becomes

\[
\dot{t}_J = \frac{\dot{t}_s}{\dot{r}} = \frac{d}{dr} \left[ \frac{1}{2} \begin{bmatrix} 1 - r & 1 + r \end{bmatrix} \right]
\]

or

\[
\dot{t}_J = \frac{\dot{t}_L}{2} \approx \frac{L}{2}
\] (4.3 - 4)

Combining Eqs. 4.3-4 and 4.3-3, the linear strain-displacement matrix, Eq. 4.2-17, becomes
The expression for the nonlinear strain-displacement matrix, Eq. 4.2-21, is obtained directly from Eqs. 4.2-20, 4.3-3 and 4.3-4 as

\[
\begin{bmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

which can be simplified to give

\[
\begin{aligned}
\kappa_L &= \frac{1}{L^2} \left| \left( x_1'^2 - x_1^2 \right) \left( x_2'^2 - x_2^2 \right) \left( x_3'^2 - x_3^2 \right) \right| \\
&= \left( x_1'^2 - x_1^2 \right) \left( x_2'^2 - x_2^2 \right) \left( x_3'^2 - x_3^2 \right) \tag{4.3 - 5}
\end{aligned}
\]

Substitution of Eq. 4.3-5 into Eq. 4.2-23 results in the linear portion of the tangent stiffness matrix

\[
\begin{bmatrix}
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1
\end{bmatrix}
\]

The expression for the nonlinear strain-displacement matrix, Eq. 4.2-21, is obtained directly from Eqs. 4.2-20, 4.3-3 and 4.3-4 as

\[
\begin{bmatrix}
-1 & 0 & 0 & 1 & 0 & 0 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & -1 & 0 & 0 & 1
\end{bmatrix}
\]

Substitution of Eq. 4.3-5 into Eq. 4.2-23 results in the linear portion of the tangent stiffness matrix

\[
\begin{bmatrix}
\frac{AE}{L^3} \\
\begin{bmatrix}
\frac{c_1^2}{c_1c_2} & \frac{c_1 c_3}{c_1 c_3} - \frac{c_1^2}{c_1 c_3} & -\frac{c_1 c_2}{c_1 c_3} & -\frac{c_1 c_3}{c_1 c_3} \\
\frac{c_2^2}{c_2 c_3} & \frac{c_2 c_3}{c_2 c_3} - \frac{c_2^2}{c_2 c_3} & -\frac{c_2 c_3}{c_2 c_3} & -\frac{c_2 c_3}{c_2 c_3} \\
\frac{c_3^2}{c_3 c_1} & \frac{c_3 c_1}{c_3 c_1} - \frac{c_3^2}{c_3 c_1} & -\frac{c_3 c_1}{c_3 c_1} & -\frac{c_3 c_1}{c_3 c_1} \\
\frac{c_1^2}{c_1 c_2} & \frac{c_1 c_3}{c_1 c_3} & \frac{c_1 c_3}{c_1 c_3} & \frac{c_1 c_3}{c_1 c_3} \\
\frac{c_2^2}{c_2 c_3} & \frac{c_2 c_3}{c_2 c_3} & \frac{c_2 c_3}{c_2 c_3} & \frac{c_2 c_3}{c_2 c_3} \\
\frac{c_3^2}{c_3 c_1} & \frac{c_3 c_1}{c_3 c_1} & \frac{c_3 c_1}{c_3 c_1} & \frac{c_3 c_1}{c_3 c_1}
\end{bmatrix}
\end{bmatrix}
\]

where
\[ c_1 = (x_1^2 - x_1^1) \]
\[ c_2 = (x_2^2 - x_2^1) \]
\[ c_3 = (x_3^2 - x_3^1) \]

Similarly, Eqs. 4.3-6 and 4.2-24 result in the nonlinear portion of the tangent stiffness matrix

\[
\begin{bmatrix}
1 & 0 & 0 & -1 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 1 \\
1 & 0 & 0 & -1 & 0 & 1 \\
1 & 0 & 0 & -1 & 0 & 1 \\
sym. & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

Finaly, using Eq. 4.3-5, the internal force vector \( tF \) becomes

\[
\begin{bmatrix}
-c_1 \\
-c_2 \\
-c_3 \\
c_1 \\
c_2 \\
c_3
\end{bmatrix}
\]

where \( c_1, c_2, \) and \( c_3 \) are defined above.

4.4 Curvilinear Element

The three node curvilinear element is the most common alternative to the two node cable element. Although Section 4.2 gives the general formulation for an n node element, the use of more than three nodes usually results in more effort with little gain in accuracy over the three node element [36,24].

The three node element is again based on the use of Lagrangian interpolation [2,10] which in this case results in the functions
\[ N_1 = \frac{1}{2}(r^2 - r) \]
\[ N_2 = (1 + r^2), \quad -1 \leq r \leq +1 \quad (4.4 - 1) \]
\[ N_3 = \frac{1}{2}(r^2 + r) \]

Eqs. 4.2-3 and 4.2-18 thus become

\[ N = \frac{1}{2} \begin{bmatrix} r^2 - r & 0 & 0 & 2 - 2r^2 & 0 & 0 & r^2 + r & 0 & 0 \\ 0 & r^2 - r & 0 & 0 & 2 - 2r^2 & 0 & 0 & r^2 + r & 0 \\ 0 & 0 & r^2 - r & 0 & 0 & 2 - 2r^2 & 0 & 0 & r^2 + r \end{bmatrix} \quad (4.4 - 2) \]

\[ N_{jr} = \frac{1}{2} \begin{bmatrix} 2r - 1 & 0 & 0 & -4r & 0 & 0 & 2r + 1 & 0 & 0 \\ 0 & 2r - 1 & 0 & 0 & -4r & 0 & 0 & 2r + 1 & 0 \\ 0 & 0 & 2r - 1 & 0 & 0 & -4r & 0 & 0 & 2r + 1 \end{bmatrix} \quad (4.4 - 3) \]

The Jacobian transformation can again be shown to equal \( L/2 \) provided the internal node represents the midpoint of the element \([8,36]\). Here, the length of the element is computed in the initial configuration as

\[ L = \int_{-1}^{1} \left[ 0 x^T N_{jr}^T N_r^0 x \right]^{1/2} dx \quad (4.4 - 4) \]

This has been assumed in implementation of the element in this study, although there is no strict control over the placement of the center node. The minor errors in specification of the midpoint coordinates are considered to be negligible in order to simplify modeling of initially curved shapes.

Combining Eqs. 4.4-3 and 4.2-17, the linear strain-displacement matrix becomes

\[ ^tB_L = \frac{1}{L^2} x^T N_{jr}^T N_r \]

or

\[ ^tB_L = \frac{1}{L^2} [a(a^t x_i^1 + b x_i^2 + c x_i^3) | b(a^t x_i^1 + a x_i^2 + c x_i^3)] | c(a^t x_i^1 + b x_i^2 + c x_i^3)] \quad (4.4 - 5) \]
where \( i = 1, 2, 3 \) and

\[
\begin{align*}
a &= 2r - 1 \\
b &= -4r \\
c &= 2r + 1
\end{align*}
\]  

(4.4 - 6)

Similarly, Eq. 4.2-21 becomes

\[
\left[\begin{array}{cccccc}
a & 0 & 0 & b & 0 & 0 \\
0 & a & 0 & 0 & b & 0 \\
0 & 0 & a & 0 & 0 & b
\end{array}\right]
\]

(4.4 - 7)

with \( a, b, \) and \( c \) defined above.

Since the terms of Eqs. 4.4-5 and 4.4-7 contain the independent variable \( r \), the explicit formulation for \( K_L \) and \( K_{NL} \) becomes somewhat more complex than for the two node element. For this reason, the tangent stiffness matrix is evaluated in the program using Gaussian quadrature [2, 10, 48].

4.5 Member Actions

In addition to the application of concentrated nodal forces and initial pretension forces, the program developed for the study (see Chapter 7) considers two general load types: the effect of dead weight per unit length of the cable and the effect of uniformly distributed loads. In both cases, the loads are considered to act only in the vertical \( (x_2) \) direction.

Recalling the expression for the external force vector at \( t + \Delta t \), Eq. 3.4-12, and applying the assumptions of Section 4.1, the external nodal forces due to the applied loads can be found from

\[
\mathbf{f}_{t+\Delta t} = \int_{\partial S} \mathbf{N}^T \mathbf{f}_{t+\Delta t_0} \, ds
\]

where \( \mathbf{f}_{t+\Delta t} \) represents the load acting on the element (either a body force or surface traction) at time \( t + \Delta t \) measured on the initial configuration.
Dead Load

Using Eq. 4.5-1 to model the dead load of an element (member action type 1 in the program) results in, for the linear element,

\[
\begin{bmatrix}
1 - r & 0 & 0 \\
0 & 1 - r & 0 \\
0 & 0 & 1 - r \\
1 + r & 0 & 0 \\
0 & 1 + r & 0 \\
0 & 0 & 1 + r
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

where \( t + \Delta t R \) is the dead load per unit length of the element. Solving Eq. 4.5-2, the load vector becomes simply

\[
t + \Delta t R = \frac{L}{2} \int_{-1}^{1} \begin{bmatrix}
1 - r & 0 & 0 \\
0 & 1 - r & 0 \\
0 & 0 & 1 - r \\
1 + r & 0 & 0 \\
0 & 1 + r & 0 \\
0 & 0 & 1 + r
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[ (4.5 - 2) \]

This result is of course the same as would be generated by multiplying the element length by \( f_d \) and assigning equal portions to the two nodes (see Figure 4.3a).

For the curvilinear element, a similar approach can be used as demonstrated by Cook [10] and Zienkiewicz [48] with the results as shown in Figure 4.3b.

Uniformly Distributed Load

For the uniformly distributed load (member action type 2 in the program), the effects on the linear element can be found in the same manner presented above; however, it is simpler to consider the element as shown in Figure 4.4a and observe that the nodal forces are merely the result of
Figure 4.3: Dead Load (a) Two Node Element and, (b) Three Node Element
loading the projection of the element onto the $x_1x_3$ plane. A similar approach is used for the three node element as shown in Figure 4.4b. Here the element is divided into two and the contribution of each half is distributed as shown.
Figure 4.4: Uniform Load (a) Two Node Element and, (b) Three Node Element
5.1 Introduction

Analysis of an engineering problem entails three fundamental areas: the selection of an appropriate model for the problem, the use of a solution technique, and interpretation of results [2]. Of these three, perhaps the most important in nonlinear analysis is the selection of an appropriate solution technique. As was mentioned earlier, the solution of a nonlinear problem involves an iterative process, searching the load-displacement path for the desired equilibrium configuration or perhaps the buckling load. When choosing the appropriate method, there are three important characteristics to consider. First, the technique must be stable and predictable in its application. Second, it must converge to the correct solution. Finally, it must be efficient and simple to implement. Although no perfect solution technique exists, one must be aware of the characteristics of the technique being used and understand its limitations.

This chapter is designed to present a brief discussion on the different solution techniques used in this study: the Newton-Raphson approach, the Modified Riks-Wempner method, an Orthogonal Trajectory Accession method, and a Dynamic Relaxation approach. In addition, Section 5.7 gives the convergence criteria used in the program to control the solution procedure. The notations used in this chapter reflect that of reference [25] and thus the displacements of the system are now expressed as \( \mathbf{q} \), and the incremental displacements become \( \Delta \mathbf{q} \). In addition, \( \mathbf{Q} \) represents the externally applied joint load vector and \( \mathbf{R} \) is the unbalanced load vector.

5.2 The Tangent Stiffness Matrix

The common goal among solution techniques in nonlinear analysis is to develop an accurate approximation of the actual load-displacement curve (surface) for the given system under consid-
eration. Using this approximation, actual equilibrium configurations for the system are determined, establishing n discrete points along the curve. The simplest approximation is to assume the path to be linear between successive trial points. This is done by linearizing the equilibrium equation about a known equilibrium state and, using the linear form, establishing a trial point for the next equilibrium configuration. The result is a piecewise linear approximation to the actual curve. The details of this process will be discussed further in the sections to follow. For now, it is helpful to develop the general format used by the first three solution techniques to linearize the equations. The Dynamic Relaxation approach uses a slightly different method which will be discussed in Section 5.6.

The simplified form of the equation of equilibrium for a given system can be expressed as

\[ f = f(q) \]  \hspace{1cm} (5.2 - 1)

Linearization of this equation is performed by a truncated Taylor series expansion about the current equilibrium configuration. This results in

\[ f(q + \Delta q) = f(q) + f_q \Delta q \]  \hspace{1cm} (5.2 - 2)

or, rearranging,

\[ f_q \Delta q = \Delta f \]  \hspace{1cm} (5.2 - 3)

where

\[ \Delta f = f(q + \Delta q) - f(q) \]

Comparing Eqs. 5.2-3 and 3.4-8, it is seen that

\[ f_q = tK_T = \text{Tangent stiffness matrix.} \]

\[ \Delta f = t^+ \Delta F - tF \]
Thus, the tangent stiffness matrix is actually the first partial differential of $f$ with respect to displacements.

As will be shown with each of the solution techniques (including Dynamic Relaxation), the tangent stiffness plays a very important role in the development of an accurate solution technique.

5.3 Newton-Raphson Methods

The iterative method most commonly used in nonlinear analysis is the Newton-Raphson method. Many other iterative techniques are developed directly from this approach, falling into the category of sequential search methods [34]. These methods are designed to search for the point which satisfies the function

$$f(q) = 0 \quad (5.3 - 1)$$

where

$$f(q) = t^+ \Delta t Q - t^+ \Delta t F(q) \quad (5.3 - 2)$$

To demonstrate the procedure, consider a one degree of freedom system with the load-displacement path as shown in Figure 5.1. Let the point $O$ represent a known equilibrium configuration and it is desired to proceed along the curve to point $P$. If the equation of equilibrium is linearized about point $O$ using the tangent stiffness matrix $K_T$ at $O$ (see Section 5.2), then the first trial configuration for point $P$ can be determined by computing the unbalanced load

$$R^0 = Q^p - F^0 \quad (5.3 - 3)$$

and solving

$$K_T^0 \Delta q^0 = R^0 \quad (5.3 - 6)$$

for $\Delta q^0$ (see Figure 5.1). An improved trial configuration corresponding to $\Delta q^0$ can be found from

$$q^1 = q^0 + \Delta q^0 \quad (5.3 - 7)$$
Figure 5.1. Physical Interpretation of the Newton-Raphson Method
Using Eq. 5.3-5, the internal force for the system in configuration 1 can be found. A check for convergence is then used to decide if the state is sufficiently close to equilibrium. If not, the process proceeds to the next trial configuration until convergence is satisfied. The general algorithm can be stated as

\[ K^k_T \Delta q^k = R^k \]  \hspace{1cm} (5.3 - 6)

and

\[ q^{k+1} = q^k + \Delta q^k \] \hspace{1cm} (5.3 - 7)

In general, Eq. 5.3-6 represents a set of \( n \) simultaneous equations in the unknown displacements \( \Delta q^k \). The solution thus involves the generation and factorization of the tangent stiffness matrix \( K^k_T \) for each iteration. This process can become quite expensive for large systems. In order to overcome the need for numerous factorizations, a Modified Newton-Raphson approach is often used. In this method, \( K_T \) is held constant for a predetermined number of iterations before it is updated as shown graphically in Figure 5.2. That is

\[ K^0_T \Delta q^k = R^k \] \hspace{1cm} (5.3 - 8)

It is apparent from the figure that the Modified Newton-Raphson approach will generally require a greater number of iterations between configurations as compared to the strict Newton-Raphson approach. This of course results in more computer time spent in iteration but less time in generating \( K_T \).

The Newton-Raphson methods are not without their problems, however. The major drawback of either approach is that they cannot trace around turning points on the equilibrium path. The methods therefore cannot be used beyond limit points in stability problems. This and other problems experienced by the methods are given in Figures 5.3a and 5.3b. The Modified Newton-Raphson is particularly unreliable when studying “hardening” load-displacement curves as shown in Figure 5.3c [10].
Figure 5.2. The Modified Newton-Raphson Method
Figure 5.3. Failure of the Newton-Raphson Methods
A variation of the above approaches is to apply the load in stages during deformation as shown in Fig 5.4. This allows for the load-displacement path to be traced more closely and thus more accurately. In some cases this approach, referred to as an incremental-iterative approach, can give an indication of where stability problems arise in a structure.

5.4 Modified Riks-Wempner Method

To overcome the difficulties experienced by the Newton-Raphson methods, the Modified Riks-Wempner method is often used [25]. Though based on the Newton-Raphson approach, this method differs in the manner in which it traces the equilibrium path. Where the Newton-Raphson method selects a constant loading increment to control the progress along the path, the Modified Riks-Wempner method uses a generalized arc length $\Delta s$ along the tangent to the current equilibrium point and then iterates along the normal to $\Delta s$ until convergence is satisfied. This approach is depicted in Figure 5.5.

In presenting the formulation of the method, it is helpful to redefine the governing equilibrium equation for an n degree of freedom system using the principle of potential energy [25]. The total potential energy of the system is expressed as

$$V(q, \lambda) = \Omega(q, \lambda) + U(q)$$  \hspace{1cm} (5.4 - 1)

where

- $q$ = Generalized displacement vector.
- $\lambda$ = A loading parameter.
- $\Omega$ = Potential energy of external loads.
- $U$ = Potential internal strain energy.

Assuming the loads on the structure remain independent of deformation, $\Omega$ can be written as

$$\Omega = -q^T \overline{Q} = -q^T(\lambda \overline{Q})$$  \hspace{1cm} (5.4 - 2)
Figure 5.4. Incremental-Iterative Newton-Raphson Method
Figure 5.5. The Modified Riks-Wempner Method
where $\overline{Q}$ represents a constant load distribution vector on the structure and $Q$ is the generalized force vector [25].

Applying the principle of stationary potential energy, $\delta V = 0$, the $n$ nonlinear equilibrium equations for the system are obtained as

$$R_i(q, \lambda) = \lambda \overline{Q}_i - \frac{\partial U}{\partial q_i} = 0 \quad i = 1, 2, ..., n \quad (5.4 - 3)$$

Let the point $(q^k, \lambda^k)$ represent an approximate solution to Eq. 5.4-3. If the equilibrium equation is linearized about this point using a truncated Taylor series expansion, Eq. 5.4-3 becomes

$$R(q^{(k+1)}, \lambda^{(k+1)}) = R(q^k, \lambda^k) + \frac{\partial R(q^k, \lambda^k)}{\partial \lambda} \Delta \lambda^k + \frac{\partial R(q^k, \lambda^k)}{\partial q} \Delta q^k = 0 \quad (5.4 - 4)$$

Recognizing that

$$\frac{\partial R(q^k, \lambda^k)}{\partial \lambda} = \overline{Q} \quad (5.4 - 5)$$

and

$$\frac{\partial R(q^k, \lambda^k)}{\partial q} = K_T^k \quad (5.4 - 6)$$

the linearized incremental equilibrium equation becomes

$$K_T^k \Delta q^k = R^k + \Delta \lambda^k \overline{Q} \quad (5.4 - 7)$$

where

$$R^k = R(q^k, \lambda^k) = \text{Unbalanced force vector at } (q^k, \lambda^k),$$

$$K_T^k = \text{Tangent stiffness matrix at } (q^k, \lambda^k),$$

and
\[ q^{k+1} = q^k + \Delta q^k \]  
(5.4 - 8)

\[ \lambda^{k+1} = \lambda^k + \Delta \lambda^k \]  
(5.4 - 9)

Eq. 5.4-7 shows clearly the difference between the Newton-Raphson method and the Modified Riks-Wempner method. If the load level is held constant during iteration, \( \Delta \lambda^k = 0 \), and Eq. 5.4-7 becomes Eq. 5.3-6 in the Newton-Raphson method.

In the n-dimensional space represented by Eq. 5.4-7, let the point \((q^k, \lambda^k)\) denote the \( k \)th trial equilibrium configuration and \((q^{k+1}, \lambda^{k+1})\) denote the trial configuration \( k + 1 \). These two points can be expressed by the vectors

\[
\mathbf{r}^k = \begin{bmatrix} q^k \\ \lambda^k \end{bmatrix} \quad (5.4 - 10)
\]

and

\[
\mathbf{r}^{k+1} = \mathbf{r}^k + \Delta \mathbf{r}^k \quad (5.4 - 11)
\]

where

\[
\Delta \mathbf{r}^k = \begin{bmatrix} \Delta q^k \\ \Delta \lambda^k \end{bmatrix} \quad (5.4 - 12)
\]

Thus

\[
\mathbf{r}^{k+1} = \begin{bmatrix} q^k \\ \lambda^k \end{bmatrix} + \begin{bmatrix} \Delta q^k \\ \Delta \lambda^k \end{bmatrix} \quad (5.4 - 13)
\]

These vectors are shown in Figure 5.6. For the first step of the iteration, \( \Delta r^0 \) represents a vector directed along the tangent to the curve at point 0 (see Figure 5.6) with magnitude

\[
\Delta s = [\Delta q^0 \cdot \Delta q^0 + (\Delta \lambda^0)^2]^{1/2} \quad (5.4 - 14)
\]
Figure 5.6. Physical Interpretation of the Modified Riks-Wempner Method
Now, let the incremental displacement be denoted by

$$\Delta q^0 = \Delta \lambda^0 \Delta q^{0I} \quad (5.4 - 15)$$

where $\Delta q^{0I}$ is obtained by solving

$$K_I^0 \Delta q^{0I} = \overline{Q} \quad (5.4 - 16)$$

Substitution of Eq. 5.4-15 into 5.4-14 results in

$$\Delta s = \Delta \lambda^0 \sqrt{\Delta q^{0I} \cdot \Delta q^{0I} + 1} \quad (5.4 - 17)$$

which is commonly called the constraint equation of the Riks-Wempner method [25].

Assuming $\Delta s$ to be prescribed for the load step, the increment in load becomes

$$\Delta \lambda^0 = \pm \frac{\Delta s}{\sqrt{\Delta q^{0I} \cdot \Delta q^{0I} + 1}} \quad (5.4 - 18)$$

and, combined with Eq. 5.4-15, trial configuration 1 becomes (see Figure 5.6)

$$q^1 = q^0 + \Delta q^0 \quad (5.4 - 19)$$

$$\lambda^1 = \lambda^0 + \Delta \lambda^0 \quad (5.4 - 20)$$

Although $\Delta s$ represents a constant magnitude during the progress between two equilibrium points, the value of $\Delta s$ may be altered when proceeding along the path in order to attain a smooth curve (see Figure 5.7). This is done by

$$\Delta \hat{s} = \Delta s \left( \frac{f}{f} \right)^{1/2} \quad (5.4 - 21)$$

where
\hat{l} = \text{The number of iterations desired between points (usually } \leq 4 \text{).}

l = \text{Number of iterations required for previous increment.}

\Delta s = \text{Length of vector for next step.}

To continue to the next trial point, the vector \( \Delta r^* \) is restricted to lie on the hyperplane normal to \( \Delta r^0 \). In order to maintain the symmetry and bandedness of \( K_T \), \( \Delta r^* \) is usually found by a two step approach in the form (see Figure 5.6) [25]

\[
\Delta r^k = \Delta \lambda^k \Delta r^{kl} + \Delta r^{kl} \quad (5.4 - 22)
\]

or

\[
\Delta r^k = \left[ \frac{\Delta q^k}{\Delta \lambda^k} \right] = \Delta \lambda^k \left[ \frac{\Delta q^{kl}}{1} \right] + \left[ \frac{\Delta q^{kII}}{0} \right] \quad (5.4 - 23)
\]

From Eq. 5.4-23, it is seen that the incremental displacement vector thus becomes

\[
\Delta q^k = \Delta \lambda^k \Delta q^k + \Delta q^{kII} \quad (5.4 - 24)
\]

Substitution of Eq. 5.4-24 into Eq. 5.4-7 gives

\[
K_T^k [\Delta \lambda^k \Delta q^{kl} + \Delta q^{kl}] = R^k + \Delta \lambda^k \overline{Q} \quad (5.4 - 25)
\]

This equation can then be separated into the equations

\[
K_T^k \Delta q^{kl} = \overline{Q} \quad (5.4 - 26)
\]

\[
K_T^k \Delta q^{kII} = R^k \quad (5.4 - 27)
\]

from which the two vectors \( \Delta q^{kI} \) and \( \Delta q^{kII} \) can be found.
Figure 5.7. Scaling the Arc length in the Modified Riks-Wempner Method
Figure 5.8. Loading and Unloading of the Modified Newton-Raphson Method
Figure 5.9. Determination of Correct Sign
Figure 5.10. Incorrect Sign Change
The value of $\Delta \lambda^{k}$ is determined by applying the orthogonality condition

$$\Delta r^{0} \cdot \Delta r^{k} = 0$$  \hspace{1cm} (5.4 - 28)

Substitution of Eqs. 5.4-24 and 5.4-10, with $k = 0$, into Eq. 5.4-28 results in [25]

$$\Delta \lambda^{k} = -\frac{(\Delta q^{0} \cdot \Delta q^{kII})}{(\Delta q^{0} \cdot \Delta q^{kI} + \Delta \lambda^{0})}$$  \hspace{1cm} (5.4 - 29)

The equilibrium configuration at $k + 1$ is then found by combining the results of Eqs. 5.4-24 and 5.4-29 with 5.4-8 and 5.4-9, respectively.

The sign ambiguity of Eq. 5.4-18 is a result of taking the square root of $\Delta s$ in the formulation. The physical meaning signifies whether the path represents a loading (+) or unloading (-) of the system (see Figure 5.8). Thus the ability for the load increment to change sign allows the method to trace around corners on the load-displacement path, eliminating some of the problems encountered with the Newton-Raphson approach at limit points. The choice of the sign is determined such that the dot product between the current initial vector $\Delta r^{*} = \Delta \lambda^{*}(\Delta q^{*}, 1)$ and the previous increment $(\Delta q_{-1}, \Delta \lambda_{-1})$ is always positive (see Figure 5.9) [23]. That is

$$\Delta \lambda^{0}(\Delta q^{0I}, 1) \cdot (\Delta q_{-1}, \Delta \lambda_{-1}) > 0$$  \hspace{1cm} (5.4 - 30)

or

$$\Delta \lambda^{0}(\Delta q^{0I} \cdot \Delta q_{-1} + \Delta \lambda_{-1}) > 0$$

Although on occasion the above approach may produce an incorrect sign change, particularly in areas of high curvature (see Figure 5.10), the occurrence is extremely rare and can be avoided by reducing $\Delta s$ to trace the curve more closely [23]. To reduce storage requirements in the program, the value of $\Delta \lambda_{-1}$ is taken as $\Delta \lambda_{-1}^{*}$. The above equation only produces a sign change and $\Delta \lambda_{-1}^{*}$ is sufficiently close to $\Delta \lambda_{-1}$ to be taken as the same.
5.5 Orthogonal Trajectory Accession

Orthogonal Trajectory Accession (OTA) is an iterative approach introduced by Fried [15] in an attempt to overcome the difficulties experienced by both the Newton-Raphson approach and the Modified Riks-Wempner method. The approach used in OTA is essentially the same as in the Modified Riks-Wempner method with one important alteration. Both methods move away from the previous equilibrium point an amount $\Delta s$ along the tangent to the curve; however, where the Riks-Wempner approach iterates along a path normal to $\Delta s$, the OTA approach iterates along paths normal to the current tangent at $k$ (see Figure 5.11). As will be discussed later, this difference allows OTA to start from almost any point and does not require a previous equilibrium configuration.

The derivation of the method proceeds in exactly the same manner as in the Riks-Wempner method until the application of the orthogonality condition. Thus for the OTA approach, the constraint equations for the initial trial configuration are (see Section 5.4 for details)

$$r^0 = \begin{bmatrix} q_0^0 \\ \lambda_0^0 \end{bmatrix} \tag{5.5 - 1}$$

$$\Delta \lambda^0 = \pm \frac{\Delta s}{[\Delta q^0 \cdot \Delta q^0 + 1]^{1/2}} \tag{5.5 - 2}$$

$$\Delta q^0 = \Delta \lambda^0 \Delta q^0 \tag{5.5 - 3}$$

$$q^l = q^0 + \Delta q^0 \tag{5.5 - 4}$$

$$\lambda^1 = \lambda^0 + \Delta \lambda^0 \tag{5.5 - 5}$$

Again, as in the Modified Riks-Wempner approach, the vector $\Delta r^k$ which seeks to correct the unbalanced force at configuration $k$ is expressed as (see Section 5.4 for derivation)

$$\Delta r^k = \Delta \lambda^k \begin{bmatrix} \Delta q^{kl} \\ 1 \end{bmatrix} + \begin{bmatrix} \Delta q^{kII} \\ 0 \end{bmatrix} \tag{5.5 - 6}$$
Figure 5.11. Physical Interpretation of Orthogonal Trajectory Accession
The orthogonality condition used in OTA seeks to keep the vector $\Delta r^k$ normal to the tangent to the curve at the current (k) configuration. This leads to the orthogonality equation

$$
\Delta r^k \cdot (\Delta \lambda^k \Delta q^{kl}, \Delta \lambda^k) = 0 
$$

(5.5 - 7)

where the vector $(\Delta \lambda^k \Delta q^{kl}, \Delta \lambda^k)$ coincides with the tangent at $k$. Substituting Eq. 5.5-6 into Eq. 5.5-7 results in

$$
\Delta \lambda^k = -\frac{(\Delta q^{kl} \cdot \Delta q^{kll})}{(\Delta q^{kl} \cdot \Delta q^{kl} + 1)} 
$$

(5.5 - 8)

and from Eq. 5.5-6

$$
\Delta q^k = \Delta \lambda^k \Delta q^{kl} + \Delta q^{kll} 
$$

(5.5 - 9)

Using Eqs. 5.5-8 and 5.5-9, the new configuration can again be found by

$$
q^{k+1} = q^k + \Delta q^k 
$$

(5.5 - 10)

$$
\lambda^{k+1} = \lambda^k + \Delta \lambda^k 
$$

(5.5 - 11)

Comparing Eqs. 5.5-8 and 5.4-29, the difference in the two approaches becomes clear. In the Modified Riks-Wempner method, the iteration from a current trial configuration to the next trial state requires the tangent to the path at a previous equilibrium configuration in order to satisfy orthogonality requirements. The OTA method, however, requires only the current trial configuration to proceed to the next configuration. Thus in the OTA approach, $\Delta s$ serves only to control the "location" of the first trial configuration of a given increment. In the Riks-Wempner method, $\Delta s$ serves to control both the location of the first trial point and the direction of progress to the path for a given increment.

To further clarify this important difference, consider a one degree of freedom system with a load-displacement curve as shown in Figure 5.12. In addition, let $A$ represent an initial trial state. It is obvious this point does not lie on the equilibrium path and could not serve as a starting point.
Figure 5.12. Orthogonal Trajectory Accession Finding the Curve

Figure 5.13. Poor Arc Length in Orthogonal Trajectory Accession
for the Riks-Wempner method. The OTA method, however, does not require an initial equilibrium state to proceed to the next point on the path and thus begins to seek out an equilibrium point by successive iterations normal to the current tangent to the path [15]. The process is demonstrated in Figure 5.12 and the successive trial points are numbered. Once a point on the curve is found, the method proceeds to trace the path in much the same fashion as the Modified Riks-Wempner method.

Although the ability to start from such a poor configuration is a very attractive feature of the method, the tenacity of the approach in remaining on the path is perhaps its greatest ability. As pictured in Figure 5.13, even with a poor value of \( \Delta s \), the curve can be traced with only a loss of time in excessive iteration (\( \Delta s \) may be scaled in the same manner as in the Riks-Wempner method to overcome this problem).

The attractiveness of this method in the study of stability problems should be apparent; however, the concern of this study was in application to a rather simple load-displacement path with no snap-through characteristics. In addition, there seems to be only a few published applications of OTA. In order to make further evaluations of the differences between OTA and the Modified Riks-Wempner Method, a quick comparison between the two approaches was made using a more complex stability problem. The results are included in Section 8.5 as Test Set 4.

5.6 A Dynamic Relaxation Approach

The last solution approach investigated in the study is based on a Dynamic Relaxation approach. Dynamic Relaxation (DR) employs the fundamentals of structural dynamics to determine an equilibrium configuration for the system. The theory behind the method is that if the system, excited by a constant load, is allowed to undergo damped vibration, it will eventually come to rest in an equilibrium configuration [37]. Thus the equation of equilibrium for the structure becomes the equation of motion

\[
M \ddot{q} + C \dot{q} + K q = \dot{Q}
\]

\((5.6 - 1)\)
where the mass matrix $M$ and the damping matrix $C$ are included to account for the effects of inertial forces during motion. The terms $\ddot{q}$ and $\dot{q}$ represent the acceleration and velocity of the system at time $t$ where the over dots signify differentiation with respect to time. Attention is now focused on the motion of the system and therefore time becomes a variable in the formulations to follow.

Although DR was first introduced for use in analysis of linear systems, the iterative nature of dynamic processes adapts well to nonlinear analysis [43]. The method is particularly attractive when the structure experiences regions where the system stiffness matrix becomes very soft or even singular [43]. In addition, if the solution of Eq. 5.6-1 is performed using explicit, direct integration techniques, the equation can be expressed in vector form which simplifies computations and reduces storage requirements [2,37,43].

The approach, however, cannot trace paths which are dynamically unstable or converge at unstable limit points and thus fails in post buckling analysis. In addition, a great number of iterations may be required to converge to a solution for a system which experiences dramatic changes during loading [43].

This section is designed to present a brief overview of DR, focusing attention on one particular variation proposed by Underwood [43] for controlling the mass and damping parameters. Although each author presents his own techniques for implementing DR, the overall procedures in each case are very similar. In the interest of brevity, only the one technique was chosen for use in the study in order to determine the merits of DR in the analysis of cable structures. Furthermore, since the study is concerned only with the effects of static loading, the theories involved with a complete dynamic analysis will not be presented here. The reader is directed to references such as Bathe [2] for more details in dynamic analysis.

Before developing the procedure, an important observation can be made with regards to Eq. 5.6-1. Since the equation is formulated at time $t$, the term $\dot{K}q$ is equivalent to $\dot{F}$ which gives

$$M \ddot{q} + C \dot{q} + \dot{F} = \dot{Q}$$  \hspace{1cm} (5.6 - 2)
This in effect eliminates the need to develop the stiffness matrix for the system since the internal forces at time $t$ can be found from consideration of the current state of strain in the element. Although this is not an outstanding attribute for the average nonlinear system, it is attractive to the analysis of cables since non-pretensioned cable structures have a tendency to experience small rigid body motions which cause the stiffness matrix to become singular.

As mentioned earlier, the use of an explicit integration scheme in the solution technique is particularly attractive due to simplification of the process and efficient use of storage. The most common approach is the use of central difference equations to approximate the time derivatives. The use of this technique linearizes the equation of motion about the current configuration at time $t$ by expressing the acceleration and velocity at $t$ in terms of those at time $t + \Delta t$ and $t - \Delta t$ as

$$t'q = \frac{1}{2} (t^{-\Delta t}'q + t^{+\Delta t}'q) \quad (5.6 - 3)$$

$$t^{+\Delta t}q = \frac{1}{\Delta t} (t^{-\Delta t}q + t^{+\Delta t}q) \quad (5.6 - 4)$$

where

$$t^{-\Delta t}q = \frac{1}{\Delta t} (t^{-\Delta t}q + t^{+\Delta t}q) \quad (5.6 - 5)$$

Substitution of the above expressions into Eq. 5.6-2 results in the pair of equations which can be solved for the configuration at time $t + \Delta t$, giving

$$t^{+\Delta t} = \frac{(M/\Delta t - 1/2C)}{(M/\Delta t + 1/2C)} t^{-\Delta t}q + \frac{t'q - t'F}{(M/\Delta t + 1/2C)} \quad (5.6 - 6)$$

$$t^{+\Delta t}q = t'q + \Delta t t^{+\Delta t}q \quad (5.6 - 7)$$

In order to preserve the advantages of using an explicit form for the solution, the mass and damping matrices in Eqs. 5.6-6 and 5.6-7 are considered to be diagonal in form [37,43]. Although this simplification does introduce a certain amount of error during iteration, as the system converges
to the desired equilibrium point, the inertial effects vanish and thus no longer effect the solution [43].

The primary difference between DR and a more conventional dynamic analysis is that DR is concerned solely with attaining an equilibrium configuration regardless of the motion the system undergoes. As a result, implementation of the method often involves scaling the mass and damping matrices in Eq. 5.6-2 in order to control the speed at which the equilibrium configuration is attained. There are generally three methods used by various authors to perform this scaling process [43]:

1. Assume the mass matrix to be proportional to the main diagonal of the tangent stiffness matrix, that is

\[
M = \rho D
\]  

(5.6 - 8)

where \( D \) is a diagonal matrix with \( D_{ii} = K_{ii} \) and \( \rho \) is a constant with units of mass density.

2. Assume that the mass is proportional to the absolute row sum of the tangent stiffness matrix, that is

\[
m_{ii} = \frac{1}{4} \Delta t^2 \sum_{j=1}^{n} |K_{Tij}|
\]  

(5.6 - 9)

This is an adaptation of Gershgorin's theorem [43].

3. "Choosing \( m_{ii} \) such that the transit times for information transfer for degree of freedom \( i \) to adjacent and like degrees of freedom is constant" [43].

In all the cases, the damping matrix is normally assumed to be a multiple of \( M \) which further reduces the number of unknowns.

The method proposed by Underwood [43] falls into the second category. In this approach, the damping matrix is assumed to be expressed as
\[ C = cM \quad (5.6 - 10) \]

where \( c \) is a damping coefficient.

Using Gerschgorin’s theorem [43], which states that all the eigenvalues of the matrix \( A \) lie within one of the circles \( C_1, C_2, \ldots, C_n \) where \( C_i \) has its center at \( a_i \) and radius equal to \( \sum_{j=1}^{n} |K_{ij}| \), the mass matrix can then be found from Eq. 5.6-9.

A well known requirement for solution stability when using central difference approximations is that the time step for the solution process must remain less than the critical time step expressed as [2,43]

\[ \Delta t \leq \Delta t_{cr} = \frac{T_n}{\pi} \quad (5.6 - 11) \]

where \( T_n \) is the smallest period of the \( n \) degree of freedom system.

The adaptive method proposed by Underwood [43] uses a constant time step \( \Delta t = 1.0 \) and seeks to adjust \( M \) (and thus \( C \) as well) to maintain the stability requirements of central difference. As a “margin of safety”, Eq. 5.6-9 is computed using \( \Delta t = 1.1 \) while iterations are performed with \( \Delta t = 1.0 \). In addition, to account for some of the errors introduced by the central difference approximations, the mass matrix from Eq. 5.6-9 is updated as necessary during the course of the solution process, particularly when the stiffness matrix changes considerably during loading (i.e., stiffening structures). To determine when the mass matrix must be reformed, Underwood [43] uses a “perturbed apparent frequency error measure” [38], \( \varepsilon \), which is found as

\[ \varepsilon = \max(\varepsilon_1, \ldots, \varepsilon_{\text{max DOF}}) \quad (5.6 - 12) \]

where

\[ \varepsilon_i = \frac{\Delta t^2 q_i}{4} \]

\[ q_i = |q_i^n - q_i^{n-\Delta t}| \]

\[ b_i = |q_i^n - q_i^{n-\Delta t}| \]
When $\epsilon$ is greater than 1.0, the mass matrix must be reformed or a smaller $\Delta t$ must be used.

After determining the mass matrix, the value of $c$ is determined using Rayleigh's quotient

$$
\dot{c} = 2\sqrt{(\dot{t}q)^T K' \dot{t}q / (\dot{t}q)^T M \dot{t}q} \quad (5.6 - 13)
$$
or, letting $\nu = \dot{c} \Delta t$,

$$
\nu = 2\Delta t \sqrt{(\dot{t}q)^T K' \dot{t}q / (\dot{t}q)^T M \dot{t}q} \quad (5.6 - 14)
$$

The term $K'$ in Eqs. 5.6-13 and 5.6-14 is a "local" tangent stiffness matrix defined as

$$
K'_u = \frac{[ -F_i(t^-\Delta t\dot{q}) + F_i(t\dot{q})]}{\Delta t t^-\Delta t\dot{q}_i} \quad (5.6 - 15)
$$

which is an estimation of the current tangent stiffness matrix at $t$. Eq. 5.6-15 is an approximation to the value of critical damping for the current configuration [38,43].

The adaptive procedure can be summarized as follows [43]:

1. Given initial displacement vector $\delta q$; assume $\delta \dot{q} = 0$.

2. Compute the mass matrix using Eq. 5.6-9 with $\Delta t = 1.1$.

3. Compute the critical damping parameter from Eq. 5.6-15.

4. For $t = 0$;

$$
\dot{t}^+ \Delta t \dot{q} = \Delta t M^{-1} r^0/2
$$

For $t \neq 0$;

$$
\dot{t}^+ \Delta t \dot{q} = \frac{2 - \nu \dot{t}^- \Delta t \dot{q} + 2\Delta t M^{-1} (\dot{t}^+ \Delta t Q - \nu F)}{2 + \nu}
$$

5. $\dot{t}^+ \Delta t \dot{q} = \dot{q} + \Delta t \dot{t}^+ \Delta t \dot{q}$
6. Compute the error defined in Eq. 5.6-13; if $\varepsilon > 1.0$, repeat steps 2-4.

7. Test for convergence.

During iteration, if the argument of the square root term in step 3 is not positive, the value of critical damping is set to zero. In addition, if the value is greater than 4, the value of $\nu$ is set equal to a value less than 2 (Underwood suggests 1.9). This is a result of limiting the maximum frequency of the system to 2.0 [43].

As seen by comparing the above process with that of the Newton-Raphson method, the procedures are very similar. The only major difference, other than the addition of inertial effects, is the use of central difference equations to linearize the equilibrium equations about the current configuration.

One slight change made in the implementation of this approach in the study arises in the method used to determine the mass matrix, specifically, the way in which the elements of $K_r$ are determined. The technique suggested by Underwood [43] is to use numerical differentiation of $\dot{F}$ to obtain $K_r$ rather than actually formulating the matrix. Since the program already included subroutines for formulating the stiffness matrix, the actual coefficients were used in Eq. 5.6-9.

5.7 Convergence Criteria

Since the iteration procedures used in the solution process of nonlinear problems are essentially trial and error methods, obtaining an "exact" answer is impractical if not impossible. Instead, a certain amount of error must be allowed in order to make the analysis feasible. It is important, however, that these errors do not accumulate during the solution process, leading to errors which may be undetectable [2].

In each of the solution techniques described in this chapter, convergence to the correct solution is only guaranteed monotonically with no restriction on the number of iterations required to find this solution. It is therefore necessary to set some guidelines to follow so the iteration process is terminated when a trial solution is sufficiently close to equilibrium to be taken as the true solution.

In general, there are three categories of convergence criteria which can be considered: [2]
1. Those which specify the allowable error in displacements,

2. Those which specify the error level in the residual, or out-of-balance force $t^+ \delta t R - t^+ \delta t F^0$,

3. And those which consider the total energy level of the system.

In each case, the quantity is calculated and compared with some specified tolerance level. If convergence is satisfied, the iteration process proceeds to the next load level.

In the following formulations, vector norms are used to evaluate the error level during the given iteration. The two norms used here are defined as

$$||v||_\infty = \max_i |v_i|$$

(5.7 - 1)

and

$$||v||_2 = \sum_{i=1}^{n} |v_i|^2 \frac{1}{2}$$

(5.7 - 2)

Eq. 5.7-1 is known as the infinity vector norm of the vector A and Eq. 5.7-2 is the Euclidean norm of A [2]

As a result of the displacement based finite element formulation, the most common choice to control iteration is to specify that the displacements corresponding to the configuration at $t + \Delta t$ be within a certain value of the true displacements. That is, when the trial solutions begin to approach the desired equilibrium point, the incremental displacements will tend to zero. This method can be expressed as [2]

$$\frac{||\Delta q^{(l)}||_2}{||t^+ \Delta t q||_2} \leq \epsilon_D$$

(5.7 - 3)
where \( \varepsilon_D \) is the displacement convergence tolerance specified by the user. One problem is that the displacements \( t^+ \Delta t^Q \) are not known beforehand. Bathe [2] suggests this problem can be overcome by simply using the current approximation \( t^+ \Delta t^Q(i) \) as the true solution. The recommended range for \( \varepsilon_D \) is \( 10^{-6} \) to \( 10^{-2} \) [10].

A slight variation of this approach recommended by Cook [10] employs the expression

\[
\frac{|| \Delta q(i) ||_{\infty}}{|| t^+ \Delta t^Q(i) ||_{\infty}} \leq \varepsilon_D
\]

(5.7 - 4)

where here \( \Delta q(i) \) is the most recent increment and \( t^+ \Delta t^Q \) is the largest total displacement of the same kind. That is, if \( \Delta q(i) \) corresponds to a rotational incremental displacement, \( t^+ \Delta t^Q \) corresponds to the largest rotational displacement.

Alternately, one may choose to place restrictions on the unbalanced force determined by \( t^+ \Delta Q - t^+ \Delta F(i) \). Bathe [2] recommends the current out-of-balance load be within a specified amount, \( \varepsilon_F \), of the original out-of-balance force determined by

\[
\frac{|| t^+ \Delta Q(i) - t^F(i) ||_2}{|| t^+ \Delta Q(i) - t^F ||_2} \leq \varepsilon_F
\]

(5.7 - 5)

The suggested value for \( \varepsilon_F \) is \( 10^{-3} \).

The third approach is to consider the increment in internal energy of the system between trial configurations, that is, the amount of work done by the out-of-balance forces as compared to the initial increment in internal energy [2]. This can be expressed as

\[
\frac{\Delta q(i)^T \left( t^+ \Delta t^Q(i) - t^+ \Delta t F(i-1) \right)}{\Delta q(i)^T \left( t^+ \Delta Q(i) - t^F \right)} \leq \varepsilon_E
\]

(5.7 - 6)

where the tolerance in energy \( \varepsilon_E \) is recommended to be \( 10 \times \varepsilon_D \times \varepsilon_F \) [2]. Additionally, a check for divergence can be made with \( \varepsilon_E = 1 \) [2].

Although each of the above methods of determining convergence is valid in itself, there are certain instances where one method will detect true convergence while the others cannot. The
simplest example of this is to consider the load-displacement path shown in Figure 5.14a and 5.14b. In Figure 5.14a, using the tolerance in displacements would halt iteration even when the residual force is still rather large. The opposite is true in Figure 5.14b where the out-of-balance tolerance would halt iteration while the displacements are still in error. These problems can be overcome by simply using both approaches in checking for convergence. Bathe [2] suggests that the requirements of the energy check alone will also solve this problem since both the errors in forces and displacements are incorporated in the test.

The program described in Chapter 7 allows for the use of any one of the above approaches or combinations of each. The problems of Chapter 8 primarily use the first two.
Figure 5.14. Problems of Convergence
Chapter 6

CABLE ANALYSIS

6.1 Introduction

The ability of the finite element method to handle even the most complex of problems in a well established, systematic formulation is one of its major attractions. The fundamental aspects of the problem can not be overlooked, however. This is especially true with tension structures. This chapter is designed to review the characteristics of cable structures and their response to loading. In addition, a brief discussion on the classical methods of analysis will be given. The work to follow is primarily based on Krishna [26] and Buchholdt [7].

6.2 The Freely Hanging Cable

Understanding the behavior of a freely hanging cable is very important when studying cable systems. The concepts discussed here can be directly extended to the analysis of more complex cable layouts.

Cables are characterized by a small diameter to span ratio, resulting in negligible bending or torsional stiffness. This flexibility limits the cable to developing only axial tension in response to loading. Thus the cable must attain a shape which develops only tension in the system. To demonstrate this important concept, consider a freely hanging weightless cable supported at A and B and loaded as shown in Figure 6.1. The equation of equilibrium for the cable is

\[ M_x = M_{ex} - Hz \]  

(6.2 - 1)

where \( M_{ex} \) is the simple beam bending moment at \( x \) produced by the same loading applied to a beam spanning between A and B. The assumption of zero bending stiffness in the cable results in
\[ 0 = Me_x - Hz \quad \text{(6.2 - 2)} \]

or

\[ z = \frac{Me_x}{H} \quad \text{(6.2 - 3)} \]

Eq.6.2-3 defines the shape of the cable and clearly indicates that the profile is, to some scale, the same as the simple beam bending moment diagram. Thus the cable follows the funicular curve of the loads [26]. It is interesting to note that under the given set of loads, the shape of the cable can be completely described knowing either the value of \( H \) or a value of \( z \) for a given value of \( x \).

Since the cable shape is a direct function of loading, changes in loading require changes in geometry to maintain equilibrium. Though this is true with any structure, the magnitude of change experienced by the cable in comparison to load change makes the analysis unique. In addition, this change of shape is nonlinear as demonstrated by considering a cable stretched between points \( A \) and \( B \) as shown in Figure 6.2a. Under a centrally located concentrated load \( P \), the equation of equilibrium of the cable is [26]

\[ P = 4(T_1 + \Delta T_1) \frac{w_1}{L} \quad \text{(6.2 - 4)} \]

or

\[ w_1 = \frac{PL}{4T_2} \quad \text{(6.2 - 5)} \]

where \( T_1 \) is the initial pretension in the cable, \( w_1 \) is the displacement caused by \( P \), and \( T_2 = T_1 + \Delta T_1 \). Now, apply a second load \( P \) at the center of the span and allow the cable to deflect by an additional amount \( w_2 \) (see Figure 6.2b). The equation of equilibrium then becomes

\[ 2P = 4(T_2 + \Delta T_2)(w_1 + w_2) \frac{1}{L} \quad \text{(6.2 - 6)} \]
Figure 6.1. Cable Under Point Loads
or, in terms of the incremental displacement

\[ w_2 = \frac{PL - 4w_1 \Delta T_2}{4(T_2 + \Delta T_2)} \]  

(6.2 - 7)

Comparing Eqs. 6.2-5 and 6.2-7, it is clear that \( w_2 < w_1 \) and thus the load-displacement relationship is nonlinear.

As discussed in Chapter 2 and shown above, the primary contribution to the nonlinear effects of cables is from the change in geometry under loading. In this study the cables were considered to experience only geometric nonlinearity with a linear elastic material response. This assumption can be made by observing that changes in geometry are required regardless of material behavior and in general predominate in the analysis.

6.3 The Initial Shape

As noted in Section 6.2, the shape a cable takes depends primarily on the loading imposed on it. In classical analysis of a single, freely hanging cable, the general procedure for analysis is to use a two step approach. The first step is to find the geometry of the cable under its own weight, including the effects of the permanent dead loads. The second step involves analyzing the cable under whatever live loads it will experience during its life. The analysis under dead load involves the assumption of an initial shape for the cable and then determination of the forces which must be developed to maintain this shape. Three basic forms are normally considered for the initial geometry: a catenary, a parabola, and an assembly of straight line elements.

The Catenary

The true shape of a freely hanging cable under a load \( q \) per unit length is that of a catenary. To develop the equation of a catenary, consider the segment of cable shown in Figure 6.3a. If an elemental length \( ds \) of this cable is removed and analyzed as a free body (see Figure 6.3b), then conditions of equilibrium in the vertical direction require

\[ \frac{\partial}{\partial s}(T \frac{\partial z}{\partial s}) + q = 0 \]  

(6.3 - 1)
Figure 6.2. Nonlinear Deflection of a Pretensioned Cable
and in the horizontal direction

\[ T \frac{\partial x}{\partial s} = \text{constant} = H \quad (6.3 - 2) \]

where

\[ T = \text{Axial tension in the cable.} \]
\[ H = \text{Horizontal component of } T. \]
\[ q = \text{Dead weight per unit length.} \]

The differential equation of equilibrium for the cable can be obtained from Eqs. 6.3-1 and 6.3-2 in the following manner [7]:

\[ \frac{\partial}{\partial s} \left( T \frac{\partial z}{\partial s} \frac{\partial x}{\partial x} \right) + q = 0 \quad (6.3 - 3) \]
\[ \frac{\partial}{\partial s} \left( T \frac{\partial x}{\partial z} \frac{\partial z}{\partial x} \right) + q = 0 \quad (6.3 - 4) \]
\[ \frac{\partial}{\partial s} \left( H \frac{\partial z}{\partial x} \right) + q = 0 \quad (6.3 - 5) \]
\[ H \frac{\partial^2 z}{\partial s \partial x} \frac{\partial x}{\partial x} + q = 0 \quad (6.3 - 6) \]

resulting in

\[ H \frac{\partial^2 z}{\partial x^2} + q \frac{\partial x}{\partial x} = 0 \quad (6.3 - 7) \]

Eq. 6.3-7 represents the equation of a catenary for the cable.

Integrating Eq. 6.3-7 twice and applying the boundary conditions

\[ z = 0 \text{ at } x = 0 \quad (6.3 - 8) \]
\[ z = Z \text{ at } x = X \]

results in
Figure 6.3. Catenary Segment of Cable
where

$$\alpha = \sinh^{-1} \left[ \frac{\beta(z/x)}{\sinh \beta} \right] + \beta \quad (6.3 - 10)$$

$$\beta = \frac{qX}{2h} \quad (6.3 - 11)$$

Once again, as in Section 6.2, the geometry of the cable can be completely described knowing either the value of $H$ or the coordinates of a point on the curve other than at $x = 0$.

Using Eq. 6.3-9, the values of $T'$ and $T''$, the reactions $S'$ and $S''$, and the length of the cable can be found from (see Figure 6.3a)

$$T' = H \cosh \alpha \quad (6.3 - 12)$$

$$T'' = \frac{q}{2}(l \coth \alpha - Z) \quad (6.3 - 13)$$

$$S' = H \sinh \alpha \quad (6.3 - 14)$$

$$S'' = \frac{q}{2}(Z \coth \beta - 1) \quad (6.3 - 15)$$

$$l = \frac{2H}{q} \sinh \beta \cosh(\alpha - \beta) \quad (6.3 - 16)$$

If the cable segment represents the configuration shown in Figure 6.4, that is

$$z = 0 \text{ at } x = L \quad (6.3 - 17)$$

$$z = f \text{ at } x = L/2$$

then Eq. 6.3-9 becomes
\[ z = \frac{H}{q} \left[ \cosh \alpha - \cosh \left( \frac{q x}{H} - \alpha \right) \right] \quad (6.3 - 18) \]

where

\[ \alpha = \beta = \frac{q L}{2H} \quad (6.3 - 19) \]

Substitution of Eqs. 6.3-17 into 6.3-18 results in

\[ f = \frac{H}{q} \cosh \alpha - 1 \]

which can be solved for \( H \) and this value used in Eq. 6.3-18 to define the cable geometry.

The Parabola

If the value of dead weight is approximated by a uniformly distributed horizontal load acting along the cable, the value of \( q \) becomes a constant with respect to \( x \) and thus the equilibrium equation becomes [7]

\[ \frac{H \partial^2 z}{\partial x^2} + q = 0 \quad (6.3 - 21) \]

This approximation for \( q \) can be shown valid if the sag to span ratio is small or if superimposed dead load, acting in a uniform manner, dominates the self weight of the cable.

Eq. 6.3-21 is clearly that of a parabola. If integration of this equation is performed and the boundary conditions of Eqs. 6.3-8 are applied, the resulting expression for the cable geometry is

\[ z = \frac{q x}{ZH} (X - x) + \frac{Z}{X} x \quad (6.3 - 22) \]

Here again, the complete geometry of the cable can be found knowing a coordinate on the curve or the value of \( H \).

For a parabola, the expressions for \( S', S'', T', \) and \( T'' \) become
Figure 6.4. Simply Suspended Cable
\[ S' = \frac{qX}{2} + H \frac{Z}{X} \quad (6.3 - 23) \]

\[ S'' = \frac{qX}{2} - H \frac{Z}{X} \quad (6.3 - 24) \]

\[ T' = (H^2 + S'^2)^{1/2} \quad (6.3 - 25) \]

\[ T'' = (H^2 + S''^2)^{1/2} \quad (6.3 - 26) \]

The length of the cable is found from

\[ l = \int_0^x \left[ 1 + \left( \frac{dz}{dx} \right)^2 \right]^{1/2} dx \quad (6.3 - 27) \]

which, by using a binomial expansion and neglecting higher order terms [26], gives

\[ l = X \left[ 1 + \frac{8f^2}{3X^2} + \frac{1}{2} \frac{Z^2}{X^2} \right] \quad (6.3 - 28) \]

If the segment represents a cable with the boundary conditions of Eqs. 6.3-17, then the above equations reduce to

\[ H = \frac{qL^2}{8f} \quad (6.3 - 29) \]

\[ z = \frac{4fx(l - x)}{L^2} \quad (6.3 - 30) \]

\[ T_{\text{max}} = H \left[ 1 + 16 \left( \frac{f}{L} \right)^2 \right]^{1/2} \quad (6.3 - 31) \]

\[ l = L \left[ 1 + \frac{8}{3} \left( \frac{f}{L} \right)^2 \right] \quad (6.3 - 32) \]
Linear Elements

Perhaps the simplest of the approaches is to consider the cable to be composed of a series of linear segments. Though this approximation may at first appear somewhat crude, as the number of segments is increased, the results compare well with the parabola or catenary. The major advantage in this approach is the simplification of the equations. This becomes a primary concern when dealing with large, complex systems.

In presenting the equations for a straight line approximation, consider one segment of the cable as shown in Figure 6.5. The equations defining the cable are clearly

\[ z = \frac{Z}{X^2}x \quad (6.3 - 33) \]

\[ l = (X^2 + Z^2)^{1/2} \quad (6.3 - 34) \]

\[ T = (H^2 + S^2)^{1/2} \quad (6.3 - 35) \]

where \( S \) is determined from the approximation for \( q \). That is

\[ S = \frac{ql}{2} \quad (6.3 - 36) \]

or

\[ S = \frac{qX}{2} \quad (6.3 - 37) \]

The choice between the three different shapes depends to a large extent on the accuracy desired in the results versus the expense of the analysis. While the straight line elements are by far the simplest to employ, the accuracy of results is questionable unless a large number of elements is used. The differences between the parabolic shape and the catenary are small for a majority of cable systems, thus the use of this approach is more common than the catenary [7,26]. Yet the catenary equations cannot be overlooked for cables with large sag to span ratios or if a high degree of accu-
Figure 6.5. Straight Line Cable Segment
racy is desired. In addition, the equations as presented do not take into consideration the effects of cable extension or thermal properties. These can be easily accounted for; see for instance [7,26,40].

6.4 Methods of Analysis

Though the primary emphasis of this study is on the application of nonlinear finite element techniques to the analysis of cables, the study would be incomplete without a brief discussion of other approaches to the problem. The equations presented in Section 6.3 lead to simple hand calculations for single cables even if the effects of elongation or temperature change are considered. However, their extension to more elaborate systems can become quite complex [35,40].

There are generally two approaches used in the solution of cable systems. The first of these involves extending the closed-form solutions while making certain assumptions to reduce complexity. These assumptions include analyzing the cables individually and ignoring the two way action of nets, considering only vertical deflections, or assuming orthogonality in plane at all times [35,40]. The equations of equilibrium are then solved using various analysis techniques such as the central difference method. This general approach can give good results; however, it does not adapt well to computer implementation.

The second approach is to use the matrix-displacement method combined with Newton-Raphson iteration in much the same approach used in the finite element method. This technique is more commonly used in the analysis of cable nets where the focus is on the system as a whole rather than the individual elements. This approach employs straight line segments for the cable, concentrating on the displacements of joints to determine cable forces. With almost all cable nets being pretensioned prior to loading, the use of line elements is quite accurate since the cable assumes a straight line under axial tension only. Furthermore, all loads on the net are assumed to act at the node and not on the cables. This method can be implemented on the computer quite easily and thus is the preferred choice among current authors [7,26,40].
Chapter 7

PROGRAM DEVELOPMENT

7.1 Introduction

The program developed for use in this study is an adaptation of programs written by Butler [9] and Navarro [33] for their work in nonlinear analysis. The structure of the program, shown in Figure 7.1, follows the form presented by Holzer [24] in his work with matrix structural analysis. The intent of the program is to implement the displacement based finite element method in a clear, well structured format which is easy to follow, particularly for those familiar with Holzer's work.

In this chapter, a brief description of the individual subroutines is given along with a Nassi-Schneiderman (NS) Diagram [24] for each. The program listing itself is presented in Appendix B which includes a description for the variables used and a brief description of the format required for input. The coding language used in the program is standard Fortran 77.

The solution routines (SOLVE, FACTOR, REDUCE, and BACSUB) are borrowed directly from Bathe [2] and therefore are not included here.

7.2 Program Subroutines

Main Program

Function: Initialize dimensioning control parameters MX, MXNEQ, and MXNA. Initialize iteration control variables and echo all settings. Read and echo initial force distribution factor QI, maximum distribution factor QIMAX, and load increment DQI. Read and echo degree of freedom to be plotted (if desired), IMPOR. Call DATA and one of the iteration methods: NEWRAP, RIKWEM, ORTHOG, or DYNAM.
NS Diagram: Figure 7.2

*Subroutine DATA*

Function: Input control routine for structural data. Read and echo number of elements NE, number of joints NJ, and element type, MTYP.

NS Diagram: Figure 7.3

*Subroutine STRUCT*

Function: Input and process data which defines the configuration of the structure. Read and echo member incidences, MINC, for each element. Initialize the joint code matrix JCODE to unity. Read and echo joint constraints and initialize the corresponding locations of JCODE to zero. Call CODES, DETMAX, and PROP.

NS Diagram: Figure 7.4

*Subroutine CODES*

Function: Form the joint code matrix JCODE and the member code matrix MCODE.

NS Diagram: Figure 7.5

*Subroutine DETMAX*

Function: Determine the length of the tangent stiffness vector (in skyline storage [2]) NKT, the vector which stores the addresses of the main diagonal terms MAXA, and the number of elements below the skyline of each column.
Subroutine PROP

Function: Read and echo joint coordinates X. For each element, compute the element length ELENG(I), read and echo AREA(I) and modulus of elasticity EMOD(I).

Subroutine LOAD

Function: Controlling module for input of loading conditions. Initialize joint load vectors QJ and QP to zero. Call JLOAD and MACT.

Subroutine JLOAD

Function: Read and echo joint number, joint direction, and joint force for incremental joint loads QJ and non-incremental joint loads QP.

Subroutine MACT

Function: For each member action (see Section 4.5), read and echo member number MN(I), action type MAT(I), and the value of the action ACT(I). Initialize internal stress matrix TAU to zero. Read and echo initial pretension force (if any) for each element.
Subroutine NEWRAP

Function: Perform Newton-Raphson or Modified Newton-Raphson iterations until the desired load level is reached or the maximum number of iterations is exceeded. Call FORCES, UPDATF, STIFF, SOLVE, UPDATC, TEST, and RESULT. In addition, DYNAM can be accessed for regions in which the stiffness matrix becomes singular.

NS Diagram: Figure 7.11

Subroutine RIKWEM

Function: Perform the Modified Riks-Wempner iterative process to determine the desired solution. Call FORCES, UPDATF, STIFF, SOLVE, DOTPRD, UPDATC, TEST, and RESULT.

NS Diagram: Figure 7.12

Subroutine ORTHOG

Function: Use Orthogonal Trajectory Accession to iterate along the equilibrium path. Call FORCES, UPDATF, STIFF, SOLVE, DOTPRD, UPDATC, TEST, and RESULT.

NS Diagram: Figure 7.13

Subroutine DYNAM

Function: Use a Dynamic Relaxation approach to iterate along the equilibrium curve. Call STIFF, FORCES, UPDATF, UPDATC, TEST, and RESULT.
Subroutine FORCES

Function: Control module for determining internal forces of each member and updating the external joint loads. Call ELEMFI and EXTRN1, or ELEMF2 and EXTRN2.

Subroutine ELEMFI

Function: Determine the current level of internal stress for the two node element. Compute the global element forces FG and sum them into the system internal force vector F.

Subroutine EXTRN1

Function: Update the external loads on the member for the two node element.

Subroutine ELEMF2

Function: Compute the current internal stress of the member for a three node element using Gaussian quadrature [2]. Compute the global element forces FG and sum into the system internal force vector F. Call SHAPE.
Subroutine EXTRN2

Function: Update the external load vector for the three node element.

NS Diagram: Figure 7.19

Subroutine STIFF

Function: Control module for determining the tangent stiffness vector SKT in the current configuration. Call CBL1 or CBL2 and ASSEMS.

NS Diagram: Figure 7.20

Subroutine CBL1

Function: Compute the element tangent stiffness matrix SE for the two node element using the process described in Section 4.3.

NS Diagram: Figure 7.21

Subroutine CBL2

Function: Compute the element tangent stiffness matrix SE for the three node element using Gaussian quadrature [2]. Call SHAPE.

NS Diagram: Figure 7.22
Subroutine ASSEMS

Function: Map the element stiffness matrix $SE$ into the system tangent stiffness vector $SKT$ using $MAXA$ and $MCODE$.

NS Diagram: Figure 7.23

Subroutine TEST

Function: Control module for convergence tests. Call $ENERGY$, $UNBALF$, $DISPL1$, and $DISPL2$ when their corresponding tolerances are less than 1.0. Test for divergence if $TOLENE = 1.0$.

NS Diagram: Figure 7.24

Subroutine ENERGY

Function: Compute the error in incremental internal energy and test for convergence. If $DIVER > 0$ then test for divergence.

NS Diagram: Figure 7.25

Subroutine UNBALF

Function: Test for convergence in unbalanced forces by computing the norm of out-of-balance forces.

NS Diagram: Figure 7.26
Subroutine DISPLj

Function: Compute the Euclidean vector norm of displacements and test for convergence in displacements.

NS Diagram: Figure 7.27

Subroutine RESULT

Function: Control module for displaying results of the current iteration. Initialize the joint reaction matrix P to zero and call JOINTF and OUTPUT.

NS Diagram: Figure 7.28

Subroutine JOINTF

Function: Determine the joint forces from the global element forces FG and sum into P.

NS Diagram: Figure 7.29

Subroutine OUTPUT

Function: Compute the joint displacements DJ from D using JCODE. Output desired results determined by the value of NPRINT.

NS Diagram: Figure 7.30
**Subroutine UPDATC**

Function: Update the joint coordinates $X$ by adding the current incremental displacements to the previous joint coordinates.

NS Diagram: Figure 7.31

**Subroutine UPDATF**

Function: Update the current load level $QT$ by multiplying the incremental joint load load vector $QJ$ by the load increment $QI$ and adding the constant joint load vector $QP$ to the result.

NS Diagram: Figure 7.32

**Subroutine SHAPE**

Function: Compute the linear and nonlinear strain-displacement matrices of the three node element at the Gauss point PR.

NS Diagram: Figure 7.33

**Subroutine DOTPRD**

Function: Compute the dot product of the two vectors DOT1 and DOT2.

NS Diagram: Figure 7.34
Figure 7.1: Program Structure
Initialize dimension parameters: MX, MXNEQ, MXNA

Initialize iteration parameters; iteration method, iteration limits, convergence criteria

Read and echo: QI, QIMAX, DQI

Call DATA

Do case, ITEMTH

<table>
<thead>
<tr>
<th>ITEMTH = 1</th>
<th>ITEMTH = 2</th>
<th>ITEMTH = 3</th>
<th>ITEMTH = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call NEWRAP</td>
<td>Call RIKWEM</td>
<td>Call ORTHOG</td>
<td>Call DYNAM</td>
</tr>
</tbody>
</table>

Figure 7.2: Subroutine MAIN

Read and echo: NE, NJ, MTYP

<table>
<thead>
<tr>
<th>If NE &lt; MX and NJ &lt; MX</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call STRUCT</td>
<td>Print error message</td>
</tr>
<tr>
<td>Call LOAD</td>
<td>STOP</td>
</tr>
</tbody>
</table>

Figure 7.3: Subroutine DATA

If MTYP = 1

Then

<table>
<thead>
<tr>
<th>Read and echo MINC(J,I) J = 1,2 I = 1,NE</th>
<th>Read and echo MINC(J,I) J = 1,3 I = 1,NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize JCODE(L,J) = 1</td>
<td>L = 1,3 J = 1,NJ</td>
</tr>
</tbody>
</table>

Read joint constraint JNUM, JDIR

While JNUM ≠ 0

<table>
<thead>
<tr>
<th>Print JNUM JDIR</th>
<th>JCODE(JNUM, JDIR) = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read JNUM, JDIR</td>
<td>Read JNUM, JDIR</td>
</tr>
</tbody>
</table>

Call CODES

Call DETMAX

Call PROP

Else

Figure 7.4: Subroutine STRUCT
NEQ = 0
Do for J = 1,NJ
  Do for L = 1,3
    If JCODE(L,J) ≠ 0
      Then
        NEQ = NEQ + 1
        JCODE(L,J) = NEQ
    Else

Initialize NN: NN = 2 If MTYP = 1 Else NN = 3
Do for I= 1,NE
  Do for L= 1,NN
    J = MINC(L,I)
    N = 3*I, M = N-1, K = M-1
    MCODE(K,I) = JCODE(1,I)
    MCODE(M,I) = JCODE(2,I)
    MCODE(N,I) = JCODE(3,I)

Figure 7.5: Subroutine CODES

Initialize KHT = 0  I= 1,NEQ
Initialize NN: NN = 2 If MTYP = 1 Else NN = 3
Do for I= 1,NEQ
  J = 1
  While MCODE(J,I) = 0
    J = J + 1
  MIN = MCODE(J,I)
  J = J + 1
  Do for L= J,NN*3
    K = MCODE(L,I)
    If K ≠ 0
      Then
        KHT(K) = max of (KHT(K),(K-MIN))
    Else

MAXA(I) = 1
Do for I= 1,NEQ
  MAXA(I+1) = MAXA(I) + KHT(I) + 1
NKT = MAXA(NEQ + 1) -1

Figure 7.6: Subroutine DETMAX
Read and echo joint coordinates:
\[ X(1,J), X(2,J), X(3,J) \quad J = 1,N_J \]

<table>
<thead>
<tr>
<th>Then</th>
<th>If MTYP = 1</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for ( I = 1,NE )</td>
<td>Compute ( ELENG(I) ) using Eq. 4.4-4</td>
<td>Do ( I = 1,NE )</td>
</tr>
<tr>
<td>( J = \text{MINC}(1,I) )</td>
<td>Read ( \text{AREA}(I), \text{EMOD}(I) )</td>
<td></td>
</tr>
<tr>
<td>( K = \text{MINC}(2,I) )</td>
<td>Print ( \text{AREA}(I), \text{EMOD}(I) ), ( ELENG(I) )</td>
<td></td>
</tr>
<tr>
<td>( EL1 = X(1,K) - X(1,J) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( EL2 = X(2,K) - X(2,J) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( EL3 = X(3,K) - X(3,J) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( ELENG(I) = \sqrt{EL1^2 + EL2^2 + EL3^2} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read ( \text{AREA}(I), \text{EMOD}(I) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Print ( \text{AREA}(I), \text{EMOD}(I), ELENG(I) )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.7: Subroutine PROP

Initialize \( QJ(I) = 0 \) and \( QP(I) = 0 \) \( I = 1, NEQ \)

Call JLOAD

Call MACT

Figure 7.8: Subroutine LOAD
<table>
<thead>
<tr>
<th>Read JNUM, JDIR, FORCE</th>
<th>If JNUM ≠ 0</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>Then</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Print headings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>While JNUM ≠ 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Print JNUM, JDIR, FORCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K = JCODE(JDIR, JNUM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QJ(K) = FORCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read JNUM, JDIR, FORCE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Read JNUM, JDIR, FORCE</th>
<th>If JNUM ≠ 0</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>Then</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Print headings</td>
<td></td>
<td></td>
</tr>
<tr>
<td>While JNUM ≠ 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Print JNUM, JDIR, FORCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K = JCODE(JDIR, JNUM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QP(K) = FORCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read JNUM, JDIR, FORCE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.9: Subroutine JLOAD
I = 1
Read MN(I), MAT(I), ACT(I)

If MN(I) ≠ 0

Then

Print headings

While MN(I) ≠ 0
Print MN(I), MAT(I), ACT(I)
I = I + 1
Read MN(I), MAT(I), ACT(I)

NAT = NAT - 1
Initialize TAU(1,I) = 0.

I = 1, NE
Read MEM, TAU(1,MEM)

If MEM < NE

Then

Print headings

While MEM < NE
Print MEM, TAU(1,MEM)
Read MEM, TAU(1,MEM)

If MTYP = 2

Else

TAU(2,I) = TAU(1,I)
TAU(3,I) = TAU(1,I)
I = 1, NE

Else

Print headings

While MEM < NE
Print MEM, TAU(1,MEM)
Read MEM, TAU(1,MEM)

Then

If MTYP = 2

Else

TAU(2,I) = TAU(1,I)
TAU(3,I) = TAU(1,I)
I = 1, NE

Figure 7.10: Subroutine MACT
Call FORCES
Call UPDATF
While QI ≤ QIMAX

<table>
<thead>
<tr>
<th>ITENUM = ITEUPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITCNT = 0</td>
</tr>
<tr>
<td>INCONV = 1</td>
</tr>
<tr>
<td>NTRY = 0</td>
</tr>
<tr>
<td>KSTBL = 0</td>
</tr>
</tbody>
</table>

While INCONV ≠ 0 and ITCNT ≤ ITEMAX

<table>
<thead>
<tr>
<th>If ITEENUM ≥ ITEUPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Else</td>
</tr>
<tr>
<td>Call STIFF</td>
</tr>
<tr>
<td>ITEENUM = 0</td>
</tr>
<tr>
<td>Call SOLVE</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>If KSTBL ≠ 0 and NTRY ≤ 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Else</td>
</tr>
<tr>
<td>Call DYNAM</td>
</tr>
<tr>
<td>KSTBL = 0</td>
</tr>
<tr>
<td>ITEENUM = ITEUPD</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>If KSTBL ≠ 0 and NTRY &gt; 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Else</td>
</tr>
<tr>
<td>Print error message</td>
</tr>
<tr>
<td>STOP</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>If ITCNT = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Else</td>
</tr>
<tr>
<td>DD1(I) = DD(I) I = 1,NEQ</td>
</tr>
<tr>
<td>D(I) = D(I) + DD(I) I = 1,NEQ</td>
</tr>
<tr>
<td>FPI(I) = F(I) I = 1,NEQ</td>
</tr>
</tbody>
</table>

Figure 7.11: Subroutine NEWRAP
Call UPDATC
Call FORCES
Call TEST
ITENUM = ITENUM + 1
ITECNT = ITECNT + 1

QI = QI + DQI
FP(I) = F(I)  I = 1,NEQ
Call RESULT

Then

If INCONV ≠ 0

Else

Print error message
STOP

Call UPDATF

Figure 7.11: Subroutine NEWRAP (con’t)
ITECNT = 0
KSTBL = 0
NTRY = 0
ITP = 4
Call FORCES
While QI ≤ QIMAX and ITECNT ≤ ITEMAX

<table>
<thead>
<tr>
<th>Call STIFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call SOLVE: Find DD01</td>
</tr>
<tr>
<td>If KSTBL ≠ 0 Then STOP</td>
</tr>
<tr>
<td>Else If ITECNT = 0 Then</td>
</tr>
<tr>
<td>Else DS = DQI* (DOTPRD(DD01,DD01,NEQ) + 1)</td>
</tr>
<tr>
<td>DQI = DS/ (DOTPRD(DD01,DD01,NEQ) + 1)</td>
</tr>
<tr>
<td>TEMP = DQI* (DOTPRD(DD01,DD01,NEQ) + DQI)</td>
</tr>
<tr>
<td>If TEMP &gt; 0 Then SGN = 1.</td>
</tr>
<tr>
<td>Else SGN = -1.</td>
</tr>
<tr>
<td>DQI1 = SGN*DQI</td>
</tr>
<tr>
<td>DQI1 = DQI</td>
</tr>
<tr>
<td>DD0(I) = DQI*DD01(I)</td>
</tr>
<tr>
<td>D(I) = D(I) + DD0(I)</td>
</tr>
<tr>
<td>DDP(I) = DD0(I)</td>
</tr>
<tr>
<td>QI = QI + DQI</td>
</tr>
<tr>
<td>Call UPDATC</td>
</tr>
<tr>
<td>Call FORCES</td>
</tr>
</tbody>
</table>

Figure 7.12: Subroutine RIKWEM
INCONV = 1
ITENUM = ITEUPD
IT = 0

While INCONV ≠ 0 and IT ≤ ITEMAX

Call UPDATF If ITENUM ≥ ITEUPD
Then
Call STIFF
ITENUM = 0
Call SOLVE: Find DD1
Call SOLVE: Find DD2
DQI = -(DOTPRD/DD0, DD2, NEQ)/(DOTPRD/DD0, DD1, NEQ) + DQII)
DD(I) = DQI*DD(I) + DD2
D(I) = D(I) + DD(I) I = 1,NEQ
DDP(I) = DDP(I) + DD(I)
Call UPDATC
Call FORCES
QI = QI + DQI
Call TEST
ITENUM = ITENUM + 1, IT = IT + 1

ITECNT = ITECNT + 1
Call RESULT

Then
If INCONV ≠ 0
Else
Print error message
STOP
DS = DS*SQRT(ITEDES/IT)

Figure 7.12: Subroutine RIKWEM (con’t)
ITECNT = 0
KSTBL = 0
NTRY = 0
LCNT = 0
DS = DQI
INCONV = 1

Call FORCES

While INCONV ≠ 0 and LCNT ≤ 10

| Call UPDATF |
| Call STIFF |
| Call SOLVE: Find DD1 |
| Call SOLVE: Find DD2 |

Then

If KSTBL ≠ 0

STOP

DQI = -(DOTPRD(DD1,DD2,NEQ) / (DOTPRD(DD1,DD1,NEQ) + DQII))

DD(I) = DQI*DD1(I) + DD2(I)
D(I) = D(I) + DD(I) I = 1,NEQ

Call UPDATC
Call FORCES
QI = QI + DQI
Call TEST
LCNT = LCNT + 1

Else

Initialize DDP(I) = 0 I = 1,NEQ
DQII = 1

While QI ≤ QIMAX and ITECNT ≤ ITEMAX

| Call STIFF |
| Call SOLVE: Find DD01 |

Figure 7.13: Subroutine ORTHOG
If KSTBL ≠ 0

<table>
<thead>
<tr>
<th>Then</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>STOP</td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{DQI} = \frac{DS}{\sqrt{\text{DOTPRD} (\text{DD01}, \text{DD01}, \text{NEQ}) + 1}}
\]

\[
\text{TEMP} = \text{DQI} \times (\text{DOTPRD} (\text{DD01}, \text{DD01}, \text{NEQ}) + \text{DQII})
\]

<table>
<thead>
<tr>
<th>Then</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{SGN} = 1. \quad \text{SGN} = -1.
\]

\[
\text{DQI} = \text{SGN} \times \text{DQI}
\]

\[
\text{DQII} = \text{DQI}
\]

\[
\text{DD0}(I) = \text{DQI} \times \text{DD01}(I)
\]

\[
\text{D}(I) = \text{D}(I) + \text{DD0}(I) \quad I = 1, \text{NEQ}
\]

\[
\text{DDP}(I) = \text{DD0}(I)
\]

\[
\text{QI} = \text{QI} + \text{DQI}
\]

Call UPDATC

Call FORCES

\[
\text{INCONV} = 1
\]

\[
\text{ITENUM} = \text{ITEUPD}
\]

\[
\text{IT} = 0
\]

While INCONV ≠ 0 and IT ≤ ITEMAX

Call UPDATF

<table>
<thead>
<tr>
<th>If ITENUM ≥ ITEUPD</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Call STIFF

\[
\text{ITENUM} = 0
\]

Call SOLVE: Find DD1

Call SOLVE: Find DD2

\[
\text{DQI} = -\frac{(\text{DOTPRD} (\text{DD0}, \text{DD2}, \text{NEQ})}{(\text{DOTPRD} (\text{DD0}, \text{DD1}, \text{NEQ}) + \text{DQII})}
\]

\[
\text{DD}(I) = \text{DQI} \times \text{DD1}(I) + \text{DD2}
\]

\[
\text{D}(I) = \text{D}(I) + \text{DD}(I) \quad I = 1, \text{NEQ}
\]

\[
\text{DDP}(I) = \text{DDP}(I) + \text{DD}(I)
\]

Figure 7.13: Subroutine ORTHOG (con’t)
<table>
<thead>
<tr>
<th>Call UPDATC</th>
<th>Call FORCES</th>
<th>QI = QI + DQI</th>
<th>Call TEST</th>
<th>ITECNT = ITECNT + 1</th>
</tr>
</thead>
</table>
| ITENUM = ITENUM + 1 | IT = IT + 1 | ITECNT = ITECNT + 1 | Call RESULT | If INCONV ≠ 0

Then

Print error message

STOP

Else

STOP

Figure 7.13: Subroutine ORTHOG (con't)
DT = 0
Call FORCES
Call UPDATF
While QI ≤ QIMAX

<table>
<thead>
<tr>
<th>INCONV = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LNT = 0 ; MFLG = 1 ; NREF = 1</td>
</tr>
<tr>
<td>QTEMP(I) = QT(I)</td>
</tr>
<tr>
<td>ACP(I) = 0</td>
</tr>
<tr>
<td>ZP(I) = 0</td>
</tr>
<tr>
<td>FP(I) = 0</td>
</tr>
</tbody>
</table>

While INCONV ≠ 0 and LNT ≤ LCNT

<table>
<thead>
<tr>
<th>Then</th>
</tr>
</thead>
<tbody>
<tr>
<td>If MFLG ≠ 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMASS(I) = 0 I = 1,NEQ</td>
</tr>
<tr>
<td>Call STIFF</td>
</tr>
<tr>
<td>Compute mass matrix from Eq. 5.6-9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Then</th>
</tr>
</thead>
<tbody>
<tr>
<td>If LNT = 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute local stiffness matrix, Eq.5.6-16</td>
</tr>
<tr>
<td>Compute damping coefficient Eq.5.6-15</td>
</tr>
<tr>
<td>Compute new velocity vector Z(I) using Eq.5.6-6</td>
</tr>
<tr>
<td>ACP(I) = AC(I)</td>
</tr>
<tr>
<td>AC(I) = (Z(I)-ZP(I))/DT I = 1,NEQ</td>
</tr>
</tbody>
</table>

Figure 7.14: Subroutine DYNAM
| DP(I) = D(I) |
| D(I) = D(I) + DT*Z(I) |
| DD(I) = D(I) - DP(I)  | \( I = 1, \text{NEQ} \) |
| FPI(I) = F(I)         |
| Then                  |
| If LNT \( \neq 0 \)   |
| Compute error from Eq.5.6-13 |
| If E < 1              |
| Call UPDATC           |
| Call FORCES           |
| Call TEST             |
| MFLG = 1              |
| NREF = NREF + 1       |
| Stop if NREF > 10     |
| LNT = LNT + 1         |
| FP(I) = F(I) I = 1, \text{NEQ} |
| Call RESULT           |
| Then                  |
| If INCONV \( \neq 0 \) |
| Else                  |
| STOP                  |
| QI = QI + DQI         |
| Call UPDATF           |

Figure 7.14: Subroutine DYNAM
Initialize $F(I) = 0$. $I = 1, NEQ$

<table>
<thead>
<tr>
<th>Then</th>
<th>If $MTYP = 1$</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for $I = 1, NE$</td>
<td>Call ELEMFL</td>
<td>Call ELEMFL</td>
</tr>
</tbody>
</table>
| if $NAT 
eq 0$ | Call EXTRNI | Call EXTRN2 |

Figure 7.15: Subroutine FORCES

| Then | If $L 
eq 0$ | Else |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for $J = 1, 6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L = MCODE(J, I)$</td>
<td>$DDE(J) = DD(L)$</td>
<td></td>
</tr>
<tr>
<td>DDE(J) = 0.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do for $L = 1, 2$</td>
<td>$XL(L) = X(1, J)$, $YL(L) = X(2, J)$, $ZL(L) = X(3, J)$</td>
<td></td>
</tr>
<tr>
<td>$EL2 = ELENG(I)^2$</td>
<td>$A = (XL(2)-XL(1))/EL2$, $B = (YL(2)-YL(1))/EL2$, $C = (ZL(2)-ZL(1))/EL2$</td>
<td></td>
</tr>
<tr>
<td>$EPS = A * (DDE(4)-DDE(1)) + B *(DDE(5)-DDE(2)) + C *(DDE(6)-DDE(3))$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$TAU(1, I) = TAU(1, I) + EMOD(I)*EPS$</td>
<td>PT = $TAU(1, I)*AREA(I)$</td>
<td></td>
</tr>
<tr>
<td>FG(4, I) = PT $\times A*ELENG(I)$</td>
<td>FG(4, I) = PT $\times A*ELENG(I)$</td>
<td></td>
</tr>
<tr>
<td>FG(5, I) = PT $\times B*ELENG(I)$</td>
<td>FG(5, I) = PT $\times B*ELENG(I)$</td>
<td></td>
</tr>
<tr>
<td>FG(6, I) = PT $\times C*ELENG(I)$</td>
<td>FG(6, I) = PT $\times C*ELENG(I)$</td>
<td></td>
</tr>
<tr>
<td>FG(1, I) = -FG(4, I)</td>
<td>FG(1, I) = -FG(4, I)</td>
<td></td>
</tr>
<tr>
<td>FG(2, I) = -FG(5, I)</td>
<td>FG(2, I) = -FG(5, I)</td>
<td></td>
</tr>
<tr>
<td>FG(3, I) = -FG(6, I)</td>
<td>FG(3, I) = -FG(6, I)</td>
<td></td>
</tr>
<tr>
<td>Do for $J = 1, 6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L = MCODE(J, I)$</td>
<td>$F(L) = F(L) + FG(J, I)$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.16: Subroutine ELEMFL1
<table>
<thead>
<tr>
<th>Statement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize Q(I) = QJ(I)</td>
<td>I = 1, NEQ</td>
</tr>
<tr>
<td>Initialize FF(I) = 0.</td>
<td>I = 1, 6</td>
</tr>
<tr>
<td>Do for I = 1, NAT</td>
<td></td>
</tr>
<tr>
<td>EL = MN(I)</td>
<td></td>
</tr>
<tr>
<td>If MAT(I) = 1</td>
<td></td>
</tr>
<tr>
<td>DUM1 = ACT(I) * ELENG(EL) / 2</td>
<td></td>
</tr>
<tr>
<td>FF(2) = DUM1</td>
<td></td>
</tr>
<tr>
<td>FF(5) = DUM1</td>
<td></td>
</tr>
<tr>
<td>Else</td>
<td></td>
</tr>
<tr>
<td>Do for J = 1, 2</td>
<td></td>
</tr>
<tr>
<td>K = MINC(J, EL)</td>
<td></td>
</tr>
<tr>
<td>XL(J) = X(1, K), ZL(J) = X(3, K)</td>
<td></td>
</tr>
<tr>
<td>EL1 = XL(2) - XL(1)</td>
<td></td>
</tr>
<tr>
<td>EL3 = ZL(2) - ZL(1)</td>
<td></td>
</tr>
<tr>
<td>EL13 = SQRT(EL1^2 + EL3^2)</td>
<td></td>
</tr>
<tr>
<td>FF(2) = EL13 * ACT(I) / 2</td>
<td></td>
</tr>
<tr>
<td>FF(5) = FF(2)</td>
<td></td>
</tr>
<tr>
<td>Else</td>
<td></td>
</tr>
<tr>
<td>Do for J = 1, 6</td>
<td></td>
</tr>
<tr>
<td>L = MCODE(J, I)</td>
<td></td>
</tr>
<tr>
<td>If L ≠ 0</td>
<td></td>
</tr>
<tr>
<td>Then</td>
<td></td>
</tr>
<tr>
<td>Q(L) = Q(L) + FF(J)</td>
<td></td>
</tr>
<tr>
<td>Else</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.17: Subroutine EXTRN1
Do for $J = 1,9$.

$L = \text{MCODE}(J,I)$

<table>
<thead>
<tr>
<th>If $L \neq 0$</th>
<th>Else</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{DDE}(J) = \text{DD}(L)$</td>
<td>$\text{DDE}(J) = 0$.</td>
</tr>
</tbody>
</table>

Do for $Na = 1,NGAUS$.

$\text{EPS} = 0.$

Call SHAPE.

$DV = WGT(NA,NGAUSS) \times \text{AREA}(I) \times \text{ELENG}(I)/2$

Do for $J = 1,9$

$\text{EPS} = \text{EPS} + BL(J) \times \text{DDE}(J)$

$\text{TAU}(NA,I) = \text{EMOD}(\text{*I}) \times \text{EPS}$

Do for $J = 1,9$

$\text{FG}(J,I) = \text{FG}(J,I) + BL(J) \times \text{TAU}(NA,I) \times DV$

Figure 7.18: Subroutine ELEMF2
<table>
<thead>
<tr>
<th>Initialize $Q(I) = QJ(I) \quad I = 1, NEQ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do for $I = 1, NAT$</td>
</tr>
<tr>
<td><strong>EL</strong> = $MN(I)$</td>
</tr>
<tr>
<td>Initialize $FF(J) = 0. \quad J = 1, 9$</td>
</tr>
<tr>
<td>Then</td>
</tr>
<tr>
<td><strong>DUM1</strong> = $ACT(I) * ELENG(EL)$</td>
</tr>
<tr>
<td>$FF(2) = DUM1 / 6$</td>
</tr>
<tr>
<td>$FF(5) = DUM1 * 2 / 3$</td>
</tr>
<tr>
<td>$FF(8) = FF(2)$</td>
</tr>
<tr>
<td>Else</td>
</tr>
<tr>
<td>$If MAT(I) = 1$</td>
</tr>
<tr>
<td>$DUM1 = ACT(I) + ELENG(EL)$</td>
</tr>
<tr>
<td>$FF(2) = DUM1 / 6$</td>
</tr>
<tr>
<td>$FF(5) = DUM1 * 2 / 3$</td>
</tr>
<tr>
<td>$FF(8) = FF(2)$</td>
</tr>
<tr>
<td>Then</td>
</tr>
<tr>
<td><strong>If MAT(I) = 2</strong></td>
</tr>
<tr>
<td>Else</td>
</tr>
<tr>
<td><strong>Do for</strong> $K = 1, 3$</td>
</tr>
<tr>
<td>$J = MINC(K, EL)$</td>
</tr>
<tr>
<td>$XL(K) = X(1, J), ZL(K) = X(2, J)$</td>
</tr>
<tr>
<td>$EL1A = XL(2) - XL(1), EL1B = XL(3) - XL(2)$</td>
</tr>
<tr>
<td>$EL3A = ZL(2) - ZL(1), EL3B = ZL(3) - ZL(2)$</td>
</tr>
<tr>
<td>$EL13A = SQRT(EL1A^2 + EL3A^2)$</td>
</tr>
<tr>
<td>$EL13B = SQRT(EL1B^2 + EL3B^2)$</td>
</tr>
<tr>
<td>$FF(2) = EL13A * ACT(I) / 2$</td>
</tr>
<tr>
<td>$FF(8) = EL13B * ACT(I) / 2$</td>
</tr>
<tr>
<td>$FF(5) = FF(2) + FF(8)$</td>
</tr>
<tr>
<td><strong>Do for</strong> $J = 1, 9$</td>
</tr>
<tr>
<td>$L = MCODE(J, EL)$</td>
</tr>
<tr>
<td>Then</td>
</tr>
<tr>
<td><strong>If L ≠ 0</strong></td>
</tr>
<tr>
<td>$Q(L) = Q(L) + FF(J)$</td>
</tr>
<tr>
<td>Else</td>
</tr>
</tbody>
</table>

Figure 7.19: Subroutine EXTRN2
Figure 7.20: Subroutine STIFF

<table>
<thead>
<tr>
<th>Initialize SKT(I) = 0.</th>
<th>I = 1, NEQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Then</td>
<td>Else</td>
</tr>
<tr>
<td>Do for N = 1, NE</td>
<td>Do for N = 1, NE</td>
</tr>
<tr>
<td>Call CBL1</td>
<td>Call CBL2</td>
</tr>
<tr>
<td>Call ASSEMS</td>
<td>Call ASSEMS</td>
</tr>
</tbody>
</table>

Figure 7.21: Subroutine CBL1

<table>
<thead>
<tr>
<th>Initialize SE(I,J) = 0.</th>
<th>I = 1,9 J = 1,9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute BL(I) using Eq. 4.3-5</td>
<td>I = 1,6</td>
</tr>
<tr>
<td>Do for I = 1,6</td>
<td></td>
</tr>
<tr>
<td>Do for J = 1,6</td>
<td></td>
</tr>
<tr>
<td>SE(I,J) = SE(I,J) + BL(I)*BL(J)</td>
<td></td>
</tr>
<tr>
<td>DUM1 = TAU(1,N)*AREA(N)/ELENG(N)</td>
<td></td>
</tr>
<tr>
<td>Do for J = 1,6</td>
<td></td>
</tr>
<tr>
<td>SE(J,J) = SE(J,J) + DUM1</td>
<td></td>
</tr>
<tr>
<td>Do for J = 1,3</td>
<td></td>
</tr>
<tr>
<td>SE(J,J+3) = SE(J,J+3) + DUM1</td>
<td></td>
</tr>
</tbody>
</table>
Initialize $SE(I,J) = 0. \ I = 1,9 \ J = 1,9$

Do for $I = 1, NGAUSS$

| PR = PLACE(NA,NGAUSS) |
| Call SHAPE |
| $DV1 = WGT(NA,NGAUSS) \cdot AREA(N) \cdot EMOD(N) \cdot ELENG(N)/2$ |
| $DV2 = WGT(NA,NGAUSS) \cdot AREA(N) \cdot TAU(NA,N) \cdot ELENG(N)/2$ |

Do for $I = 1,9$

| Do for $J = 1,9$ |
| $SE(I,J) = SE(I,J) + BL(I) \cdot BL(J) \cdot DV1$ |

Do for $J = 1,3$

| I = 3$J$, L = I-1, K = L-1 |
| Do for $M = 1,9,3$ |
| $SE(K,M) = SE(K,M) + BNL(1,K) \cdot BNL(1,M) \cdot DV2$ |
| $SE(L,M + 1) = SE(L,M + 1) + BNL(2,L) \cdot BNL(2,M + 1) \cdot DV2$ |
| $SE(I,M + 2) = SE(I,M + 2) + BNL(1,I) \cdot BNL(1,M + 2) \cdot DV2$ |

Do for $JE = 1,M \ (M = 6 \text{ for } MTYP = 1 \text{ else } M = 9)$

| J = MCODE(JE,N) |

| Then | If $J \neq 0$ |
| Else |

| Do for $IE = 1,JE$ |

| I = MCODE(IE,N) |

| Then | If $I \neq 0$ |
| Else |

| K = MAXA(J) + J-1 |
| $SKT(K) = SKT(K) + SE(IE,JE)$ |

Figure 7.22: Subroutine CBL2

Figure 7.23: Subroutine ASSEMS
### Figure 7.24: Subroutine TEST

<table>
<thead>
<tr>
<th>Condition</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>INCONV = 0</code></td>
<td></td>
</tr>
<tr>
<td><code>If TOLENE &lt;= 1</code></td>
<td>Call ENERGY</td>
</tr>
<tr>
<td><code>If TOLFOR &lt; 1</code></td>
<td>Call UNBALF</td>
</tr>
<tr>
<td><code>If TOLDI1 &lt; 1</code></td>
<td>Call DISPL1</td>
</tr>
<tr>
<td><code>If TOLDI2 &lt; 1</code></td>
<td>Call DISPL2</td>
</tr>
</tbody>
</table>

### Figure 7.25: Subroutine ENERGY

<table>
<thead>
<tr>
<th>Condition</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>WORKP = 0; WORKI = 0</code></td>
<td></td>
</tr>
<tr>
<td><code>Do for I = 1 to NE</code></td>
<td></td>
</tr>
<tr>
<td><code>WORKI = WORKI + DD(I)*(QT(I)-FPI(I))</code></td>
<td></td>
</tr>
<tr>
<td><code>WORKP = WORKP + DD(I)*(QT(I)-FP(I))</code></td>
<td></td>
</tr>
<tr>
<td><code>If DIVER &gt; 0</code></td>
<td></td>
</tr>
<tr>
<td><code>WORKI &gt; DIVER*WORKP</code></td>
<td>Print Divergence message</td>
</tr>
<tr>
<td><code>STOP</code></td>
<td></td>
</tr>
<tr>
<td><code>If TOLENE &gt; 0</code></td>
<td></td>
</tr>
<tr>
<td><code>WORKI &gt; TOLENE*WORKP</code></td>
<td></td>
</tr>
<tr>
<td><code>INCONV = INCONV + 1000</code></td>
<td></td>
</tr>
</tbody>
</table>
Figure 7.26: Subroutine UNBALF

```
UNBFI = 0
UNBFP = 0
Do for I = 1 to NEQ
    UNBFI = UNBFI + ((QT(I) - F(I))^2)
    UNBFP = UNBFP + ((QT(I) - FP(I))^2)
If UNBFP ≠ 0
    Then
        C = (DSQRT(UNBFI)) / (DSQRT(UNBFP))
    Else
        INCONV = INCONV + 100
        C > TOLFOR
Else
    INCONV = INCONV + 100
```

Figure 7.27: Subroutine DISPL1

```
DELTAD = 0
TOTALD = 0
Do for I = 1 to NEQ
    DELTAD = DELTAD + (DD(I))^2
    TOTALD = TOTALD + (D(I))^2
If TOTALD ≠ 0
    Then
        C = (DSQRT(DELTAD)) / (DSQRT(TOTALD))
    Else
        Print error message
        C > TOLD11
Else
    INCONV = INCONV + 10
```
Do for $J = 1$ to $NJ$

    Do for $I = 1$ to $3$

        $P(I,J) = 0.0$

    Call JOINTF

    Call OUTPUT

Figure 7.28: Subroutine RESULT

If $MTYP = 1$

    Then

        $NN = 2$

    Else

        $NN = 3$

    Do for $I = 1$ to $NE$

        Do for $l = 1$ to $NN$

            $J = \text{MINC}(l,I)$
            $N = 3L; K = N-1; M = K-1$

            $P(l,J) = P(l,J) + FG(M,I)$
            $P(2,J) = P(2,J) + FG(K,I)$
            $P(3,J) = P(3,J) + FG(N,I)$

    Figure 7.29: Subroutine JOINTF

Do for $J = 1$ to $NJ$

    Do for $I = 1$ to $3$

        $DP(I,J) = 0.0$

        $K = \text{JCODE}(l,J)$

        If $K \neq 0$

            Then

            Else

                $DP(I,J) = D(K)$

Print desired output

Figure 7.30: Subroutine OUTPUT
Do for $J = 1, NJ$

Do for $L = 1, 3$

$k = JCODE(L, J)$

If $k \neq 0$

Then

Else

$x(L, J) = x(L, J) + DD(k)$

Figure 7.31: Subroutine UPDATC

Do for $I = 1, NEQ$

$QT = Q(I) + QI + QP(I)$

Figure 7.32: Subroutine UPDATF

Compute Eqs. 4.4-6 at PR

Compute BL(I) by Eq. 4.4-5

$\text{I} = 1, 9$

Compute BNL(I, J) by Eq. 4.4-7

$I = 1, 3 \text{ J} = 1, 9$

Figure 7.33: Subroutine SHAPE

$\text{DOTPRD} = 0.$

Do for $I = 1$ to $N$

$\text{DOTPRD} = \text{DOTPRD} + \text{DOT1}(I) \cdot \text{DOT2}(I)$

Figure 7.34: Subroutine DOTPRD
8.1 Introduction

The test problems used in this study can be divided into two distinct categories. Test sets 1 through 3 are used to validate the program, demonstrate the characteristics of cable structures, and comment on the use of the two node and three node elements. Test set 4 is included to compare the Modified Riks-Wempner method with Orthogonal Trajectory Accession using two models which exhibit a more complex load-displacement path.

In each of the test problems, the following convergence criteria are used (see Section 5.7):

- **Tolerance in displacements:**
  - TOLD1 = 0.001 (infinity vector norm)
  - TOLD2 = 0.01 (Euclidean vector norm)

- **Tolerance in unbalanced forces:**
  - TOLFOR = 0.1

The test for convergence in energy was not used as the above three checks are sufficient.

8.2 Test Set 1

The problem for the first test set was taken from the work of Krishna [26] and involves a freely suspended cable subjected to three loading conditions (see Figure 8.1). The three load conditions were chosen to study the behavior of the cable under the influence of the same total loading distributed in different manners.

As suggested by Krishna, the horizontal projection of the cable was divided at tenth points along the span. The nodes corresponding to these points were then determined by assuming the cable to be a parabola with a maximum sag of 10 ft. (see Chapter 6).
Figure 8.1: Test Set 1: A Freely Hanging Cable
The vertical displacements along the cable from the initial configuration are shown in Figure 8.2 for the three load cases. The results were obtained using Newton-Raphson with a load increment of 0.25. Although Krishna presents his results in a similar graphical form, the results of this study compare quite well with his.

As emphasized by Krishna, it is interesting to note the change of the cable profile when subjected to unsymmetric loads, particularly concentrated loads. One problem experienced in the analysis of the unstressed cable under the concentrated and partial uniform loads was the tendency for the stiffness matrix to become singular. This problem was a result of the initial motion of the elements being essentially rigid body prior to the development of axial tension. To overcome this problem, the cable was analyzed in a two part manner as described in Chapter 6. First, the cable was analyzed under its own weight. A second run was then performed using the final shape and stresses from the first run as starting values. Thus, the cable for these loads was pretensioned and the singularity problem was corrected.

Krishna suggests that most simple cable problems can be analyzed fairly accurately with no fewer than 10 linear elements [26]. To check the accuracy attained in the present study, the cable under the full uniform loading was reanalyzed using 20 straight line elements. For this particular analysis, in order to show more clearly the load-displacement behavior of the cable, EA of the cable was reduced to $20^k$ with an initial pretension of 5 kips and only the vertical displacement of the center of the cable was considered. Figure 8.3 shows the resulting path for both the 10 element mesh and 20 element mesh. As shown, the accuracy gained with the use of 20 elements is negligible.

As a quick comparison between the Newton-Raphson method and the Riks-Wempner method, this same load-displacement path was traced using Riks-Wempner. For this test, EA = $20^k$ with the initial pretension force of 5$.^k$. The results in Figure 8.4 show only a slight discrepancy.

To determine the behavior of the three node element, the cable was reanalyzed using 5 curvilinear elements. The node points along the cable were chosen to correspond to those used for the linear element to determine if the same accuracy could be achieved using half the number of elements of the previous analysis. The behavior of the element, however, was quite erratic for all but the full uniform load condition. The solution process was much more susceptible to singularity...
Figure 8.2: Test Set 1: Resulting Displacements of Cable
Figure 8.3: Test Set 1: Comparison of Mesh Refinement
Figure 8.4: Test Set 1: Newton-Raphson Vs. Riks-Wempner
problems, even with pretensioning. The resulting center node load-displacement path under the uniformly distributed load is shown in Figure 8.5 along with that found using linear elements. The two plots compare well with the three node element being slightly stiffer than expected. In both cases \( EA = 200^* \) with no initial pretension force. When 10 curvilinear elements were used, the problem of singularity was even greater and thus no sound results could be obtained to verify whether the accuracy gained using more elements would be significant.

One unique behavior of the element was noticed during trial solutions for the concentrated load condition. When the cable was pretensioned, it had a tendency to flatten out rather than maintaining a curved shape. This of course is a direct response to the initial unbalanced internal forces at the nodes; however, this may be a problem when studying pretensioned cables with a large initial force.

8.3 Test Set 2

The second test problem is also adapted from Krishna [26] and consists of the hyperbolic pretensioned cable net shown in Figure 8.6. This problem was chosen to study the three dimensional characteristics of a cable net. In addition, the configuration is representative of a common shape used in many roofing applications of cable networks. The loadings used in the analysis consist of:

1. Dead load only = 9 k/node
2. Dead load (9 k) + live load (13.5 k) = 22.5 k/node
3. Dead load + live load on section ABD
4. Dead load + wind pressure (9 k/node) on ABD + wind suction (9 k/node) on BCD.

The horizontal component of pretensioning in the cable is 180° and \( EA \) of the hogging and sagging cables is 44000° and 66000° respectively. The Newton-Raphson method was used for the iterative process.

For this problem, only the two node element was used in the analysis since the net is pretensioned and thus the cable assumes a straight line between node points. This is the same assumption
Figure 8.5: Test Set I: Two Node Element Vs. Three Node Element
Figure 8.6: Test Set 2: Hyperbolic Cable Net
Figure 8.7: Test Set 2: Displacements Along $x = 0$
Figure 8.8: Test Set 2: Displacements Along $z = 0$

(a) In $x_2$ Direction

(b) In $x_3$ Direction
used by Krishna and results in negligible error, particularly when the network is covered with rigid cladding [26].

As in test set 1, the resulting displacements of the cable compare quite well with those obtained by Krishna. The plots in Figures 8.7a and b show the displacements of the net from the initial configuration in the $x_1$ and $x_2$ direction for each of the load cases along the $x_1$ axis. Figures 8.8a and b show the displacements in the $x_2$ and $x_3$ directions along the $x_2$ axis. One comment made by Krishna, which is reflected in the results, is the tendency for cables to act as a continuous membrane is such systems.

8.4 Test Set 3

Test set 3 is an investigation of Dynamic Relaxation. The first problem of test set 3 is an application of the Dynamic Relaxation approach described in Section 5.6 to the analysis of cable structures. The problem consists of reanalyzing the structure of test set 1 under the effect of the full uniform loading. The original intent of the test was to determine if DR could be used successfully in finding an equilibrium configuration for the unstressed cable under the concentrated loading. The technique, however, did not behave well during the analysis of the uniform loading and thus this load case was not investigated.

Using the value of $\Delta t = 1.0$ as suggested by Underwood [43], the solution process for the uniform loading quickly diverged, resulting in failure of the solution. After an extensive trial and error approach, it was determined that a final solution could not be attained unless the value of $\Delta t$ was within the range of 0.20 to 0.35. Above this range the solution began to oscillate and diverge. Below 0.2 the solution process moved much too slowly for convergence. In addition, the resulting displacements within this range were roughly twice what they should be.

One reason for this problem was thought to be a result of the mass matrix obtained using the approach given in Section 5.6. Since the mass matrix is directly formulated from the stiffness matrix of the system, the inertial forces were considerably higher than the actual loads applied to each node. The motion of the structure was thus dominated by the mass and not the loading. To test this hypothesis, the value of $E/A$ was reduced to $20^4$ and the problem was reanalyzed using both
Figure 8.9: Test Set 3: Displacements of Freely Hanging Cable Using DR.
Figure 8.10: Test Set 3: Truss-Spring Model
Figure 8.11a: Test Set 3: Load-Displacement of Truss-Spring
Figure 8.11b: Test Set 3: Load-Displacement of Truss-Spring
Newton-Raphson and DR. The vertical displacements along the cable are shown in Figure 8.9. As shown, the values obtained compare well with those using Newton-Raphson; however, the value of the time step used to obtain the results was 0.23.

To test the validity of DR further, the one degree of freedom problem used by Underwood [43] was analyzed. The model is the simple truss and spring configuration shown in Figure 8.10. The results are included here to illustrate the problems experienced with DR.

The initial approach to this problem was to use the same parameters chosen by Underwood for his solution. These consisted of setting the value of the lumped mass to a constant value of 30 lbs. and $\Delta t = 1.0$. The resulting load-displacement curves for $\Delta t = 1.0$ and $\Delta t = 0.50$ are shown in Figure 8.11a where the dark line is the path determined by Underwood. As shown, the results using $\Delta t = 1.0$ are reasonably close with a better correlation obtained with $\Delta t = 0.50$.

A second approach for the analysis was to form the lumped mass using the method given in Section 5.6. This results in a value of roughly one half of the value above. With $\Delta t = 1.0$, the method was not able to obtain a solution, with the resulting displacements diverging considerably. As in the analysis of the cable system, the value of $\Delta t$ was reduced until a solution was obtained. The range of $\Delta t$ which converged to a solution was from 0.12 to 0.5. Figure 8.11b shows the results determined using $\Delta t = 0.45$, 0.35, and 0.12. The results of $\Delta t = 0.45$ and 0.12 show the approximate limits beyond which the solution fails.

8.5 Test Set 4

The problems presented thus far have shown virtually no differences in the results obtained using either Newton-Raphson, Riks-Wempner, or Orthogonal Trajectory Accession. The primary reason for this is the simple load-displacement path exhibited by these structures. As an extension of the development of OTA presented in Chapter 5, it was decided that a brief comparison between Riks-Wempner and OTA should be performed using a more complex load-displacement path in order to determine a few characteristics of OTA. The intent here is to create a foundation for future work in applications of OTA to other systems.
To investigate the differences between the two methods, two structures exhibiting snap-through characteristics were analyzed. The first structure consists of a 21 degree of freedom lamella dome subjected to a vertical concentrated load at the crown (see Figure 8.12). This model was previously analyzed by Holzer and Vu [25,45] in their work with the Modified Riks-Wempner method and offers a good model on which to test the tracing abilities of OTA. The particular curve to be traced for this study corresponds to the projection of the equilibrium path onto the $X - q_1$ plane, where $q_1$ is the vertical displacement of the crown and $X$ is the nondimensionalized loading parameter (see Section 5.4) expressed as $X = 10^9 \lambda / EA$.

To begin the investigations, a benchmark test was run using the Riks-Wempner method with the initial load increment $\Delta \lambda^0 = 3.0 \times 10^{-4}$ as used by Vu [45]. For the first run the simple method of scaling the arc length during iterations described in Section 5.4 was used; however, that as the solution progressed, the arc length began to grow too large to follow the path closely. To control this problem, $\Delta s$ was arbitrarily limited to a maximum of twice the original arc length. The two plots in Figure 8.13 show the difference obtained when this limit is in effect and when it is not.

Comparing the results given by Vu [45] with those obtained here, a slight discrepancy is noticed, particularly in the later portions of the plot. Two reasons which can account for this are the use of a different formulation in the strain-displacement model and the use of different tolerance levels. In Vu's work, the tolerance levels for both displacements and unbalanced forces was set at $1 \times 10^{-8}$, which are very restrictive. When the program was run with these tolerance levels, a great deal more iteration was required with little variation in the resulting path. The more likely cause for the difference is the models used. It was found during the progress of implementing the linear element that the model is very susceptible to large increments in displacements as a result of the incremental formulation. The model used by Vu is not restricted in the size of displacements or rotations.

Using the scaled results of Figure 8.12 as the benchmark, the Orthogonal Trajectory Accession approach was used to analyze the structure. For this method, the initial value of $\Delta s = 0.27$ was used, which is roughly the same as $\Delta s^0$ obtained in the Riks-Wempner solution. Here again, in
Figure 8.12: Test Set 4: 21 DOF Lamella Dome
Figure 8.13: Test Set 4: Riks-Wempner, With and Without Limit
order to keep the value of the arc length from becoming too large during iteration, the maximum value was limited to twice the original arc length. Figure 8.14 shows the resulting path traced by OTA as compared with that determined from the Riks-Wempner method. It is interesting to note the difference in the two solutions as the paths progress. The two solutions are virtually identical until just after the maximum positive limit point is reached. During the descending portion of the path, the arc length of the Riks-Wempner method begins to grow at a much more rapid rate than OTA (see Figure 8.13). Thus, a greater amount of error was introduced in the remaining portions of the plot. Although this problem can be overcome by simply specifying a smaller limit on $\Delta s$ for the Riks-Wempner method, it is interesting to note the much smoother path obtained using OTA with essentially the same restrictions applied. In addition, the plot traced by OTA corresponds much better to that given by Vu [45].

The second model used for this investigation is the simple truss configuration shown in Figure 8.15. This particular problem was taken from the theory manual of ABAQUS [23] and was chosen to demonstrate the starting characteristics of OTA. As mentioned in Section 5.5, the formulation of OTA allows for the use of a starting configuration which need not be an equilibrium state of the system. To verify this ability, an initial configuration corresponding to $\lambda = 0.5$ and $q = 0$ was chosen. As shown in Figure 8.16, this value of loading exceeds the first limit point of the equilibrium path. The solution process, however, successfully found and traced the path with only a marginal error resulting from the large initial increment in displacement. The complete path shown in the figure was generated using OTA starting from a zero stress state with virtually no difference from that given in ABAQUS [23].

A conclusion that OTA is a substantially better solution technique than the Modified Riks-Wempner method cannot be made after these two brief test problems. One conclusion can be drawn which may help others more fully investigate the method. The most important point to consider with both OTA and Riks-Wempner is an efficient and effective means of controlling the arc length during iteration. As demonstrated by the two models used here, proper control of the arc length is very important in order to reduce the propagation of errors during the solution. Although the scaling method used in this study works well for the structures under consideration, a
Figure 8.14: Test Set 4: Riks-Wempner Vs. OTA
Figure 8.15 Set 4: One Degree of Freedom Truss Model
Figure 8.16: Test Set 4: Starting Ability of OTA
substantial amount of trial and error testing was performed in order to gain a reasonably accurate plot without excessive iteration.
Chapter 9

CONCLUSION

9.1 Conclusions

Using the principles of continuum mechanics, the nonlinear displacement-based finite element equations of equilibrium were developed using both the Total Lagrangian and Updated Lagrangian formulations. The Updated Lagrangian equations were then specialized for two one-dimensional elements: a linear two node element and a curvilinear three node element. The two elements were then implemented in a computer program developed for the analysis of three-dimensional cable structures under static loading.

In addition to the implementation of the two elements, four solution techniques were investigated in the solution of the equilibrium equations: the Newton-Raphson method, The Modified Riks-Wempner method, a modification of the Riks-Wempner method referred to by Fried [15] as Orthogonal Trajectory Accession, and a Dynamic Relaxation approach suggested by Underwood [43].

To study the characteristics of cable structures and the application of the solution techniques in the analysis of cables, three test sets were performed. In the first test, a freely hanging cable was analyzed using both the two node and three node elements. In this problem the two node element was found to perform quite well as compared to the published results. The three node element, however, exhibited erratic behavior for all but the simplest of the load cases. The primary reason for this is thought to be the sensitivity of the element to singularity problems. In addition, the three node element did not behave well when subjected to an initial pretensioning. Although many authors warn of the sensitivity of the curvilinear element to incorrect strain-displacement modeling, the exact problem in the formulation used here was never determined.
The second test set was concerned with the behavior of a hyperbolic pretensioned cable network. The intent was to show the characteristics of cables in three dimensional networks. The results of this analysis, obtained with the two node element, compare quite favorably with those published by Krishna [26].

The third test set was an application of a Dynamic Relaxation approach to the analysis of nonlinear problems. DR is an adaptation of the principles of structural dynamics to the solution of the equilibrium equations. In this study, one particular approach proposed by Underwood [43] was chosen for implementation in the program. This method, however, was extremely sensitive in the analysis of cable structures and thus no clear conclusions could be drawn as to the effectiveness of this approach. It was originally thought that this method would be able to solve those problems where singularity caused the other solution techniques to fail. Considerable effort was spent with little results to prove this, however.

The fourth test set was included to provide some comparisons between the Modified Riks-Wempner method and Orthogonal Trajectory Accession. As demonstrated on two separate models, OTA is very similar to the Riks-Wempner method in application. Both were able to follow the equilibrium paths to completion; however, OTA was able to follow the true path more closely under the same restrictions as applied to the Riks-Wempner method. In addition, a demonstration of the starting abilities of OTA from a poor trial configuration was included.

9.2 Recommendations For Further Studies

1. As an extension of the work started here, the extension of the program to include beam and membrane elements would provide for a much more versatile tool in conducting a thorough investigation of tension structures in general. A large portion of the program was borrowed directly from the work of Navarro [33] and thus implementation of this beam element should prove rather simple.

2. The problems experienced with the three node element require a thorough investigation of the behavior of this particular element. Many of the authors referenced in this work express cau-
tion when considering implementation of this element. It is particularly important to model the strain-displacement relations correctly.

3. Although the problems experienced with the implementation of the Dynamic Relaxation approach in this study may suggest that DR is not a reliable method in the analysis of cables, the approach used here was only one adaptation among numerous other variations. It is felt that a more thorough investigation of DR would prove the technique to have some attractive features in the solution of highly nonlinear problems.

4. As an extension of the above suggestion, many authors express the need for more research into the dynamic characteristics of cable structures, particularly cable networks. A more extensive investigation of the dynamics of cables should be performed prior to further work with DR in order to predict the behavior of the method more accurately.

5. A very broad adaptation of this work involves the extension of the program capabilities to include the analysis of pneumatic structures. This would involve the development of a membrane element for implementation in the program and the consideration of follower forces in the formulation of the equilibrium equations.

6. A test problem was intentionally included as a basis for future work with OTA. Although only two brief tests were performed, the results should indicate the need for further work in this area. Particular attention needs to be given to an effective way to control the arc length during iteration.

7. The program was written to follow the structure used by Holzer [24] as closely as possible since the modular format makes the program easy to modify. An interesting extension of the program would be an adaptation to the PC. This would involve the development of pre and post processing programs in addition to considering the limitations of memory and speed. As dis-
cussed by Haber [19,20], the use of an interactive environment is particularly valuable when analyzing cable structures.
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NONLINEAR F.E. ANALYSIS OF CABLES

WRITTEN BY WILLIAM M. SAGE
1986

THIS PROGRAM IS WRITTEN TO PERFORM GEOMETRICALLY NONLINEAR FINITE ELEMENT ANALYSIS OF CABLE STRUCTURES USING THE UPDATED LAGRANGIAN APPROACH. FOUR SEPARATE SOLUTION TECHNIQUES ARE INCLUDED TO SOLVE THE EQUILIBRIUM EQUATIONS: THE NEWTON-RAPHSON METHOD, THE MODIFIED RIKS-HEMPNER METHOD, AN ORTHOGONAL TRAJECTORY ACCESSION METHOD, AND A DYNAMIC RELAXATION METHOD.

TWO ELEMENT TYPES CAN BE USED: A TWO NODE LINEAR ELEMENT AND A THREE NODE CURVILINEAR ELEMENT. IN EACH CASE, THE ELEMENTS HAVE CONSTANT CROSS-SECTION AND MATERIAL PROPERTIES.

IN ADDITION TO SPECIFYING NODAL LOADS WHICH ARE INCREMENTALLY APPLIED, LOADS WHICH REMAIN CONSTANT MAY BE APPLIED AND AN INITIAL PRETENSION FORCE CAN BE SPECIFIED FOR RESTART PURPOSES. TWO LOAD TYPES CAN BE USED: DEAD WEIGHT PER UNIT LENGTH AND UNIFORM LOAD PER UNIT HORIZONTAL PROJECTION.

**VARIABLES**

- **ACINEQJ**: ACCELERATION AT CURRENT TIME STEP.
- **ACPNEQJ**: ACCELERATION OF PREVIOUS TIME STEP.
- **ACT(NAT)**: MAGNITUDE OF ELEMENT ACTION NUMBER NAT.
- **AREAINE**: CROSS-SECTIONAL AREA OF ELEMENT NE.
- **BL(9)**: LINEAR STRAIN DISPLACEMENT MATRIX.
- **BNL3,N9**: NONLINEAR STRAIN DISPLACEMENT MATRIX.
- **DNEQ**: TOTAL DISPLACEMENT CORRESPONDING TO DOF NEQ.
- **DDNEQ**: INCREMENTAL DISPLACEMENT CORRESPONDING TO DOF NEQ.
- **DD1NEQ**: DD FOR THE FIRST ITERATION.
- **DE(9)**: LOCAL ELEMENTINCREMENTAL DISPLACEMENTS.
- **DIVER**: FLAG TO TEST FOR DIVERGENCE.
- **DIJ(3,NJ)**: TOTAL JOINT DISPLACEMENT.
- **DMASSNEQ**: LUMPED MASS MATRIX.
- **DOT1, DOT2**: VECTORS BETWEEN WHICH DOT PRODUCT IS FOUND.
- **DPNEQ**: DISPLACEMENT FROM PREVIOUS TIME STEP.
- **DQI**: INCREMENT IN LOAD LEVEL.
- **DT**: TIME STEP SIZE.
- **E**: PERTURBED APPARENT ERROR LEVEL IN DYNAM.
- **ELENGNE**: ELEMENT LENGTH.
- **EMODNE**: MODULUS OF ELASTICITY OF ELEMENT NE.
- **FINEQ**: INTERNAL FORCE VECTOR FOR CURRENT STRESS LEVEL.
- **FF(9)**: LOCAL ELEMENT END FORCES.
- **FG9,NE**: INTERNAL ELEMENT FORCES IN GLOBAL COORDINATES.
- **FPINEQ**: INTERNAL FORCES OF THE PRESENTING EQUILIBRIUM POINT.
- **FPINEQ**: INTERNAL FORCES OF THE PRESENTING ITERATION.
- **IMPOR**: DEGREE OF FREEDOM CHOSEN TO BE PLOTTED.
- **INCONV**: INDICATOR OF CONVERGENCE.
- **ITDES**: DESIRED NUMBER OF ITERATIONS BETWEEN EQ. POINTS IN RIKS-HEMPNER AND OTA.
ITEMAX = MAXIMUM NUMBER OF ITERATIONS IN N/R, R/K, AND OTA.

ITEUPD = NUMBER OF ITERATIONS BETWEEN UPDATING THE TANGENT STIFFNESS MATRIX.

JCODE(3,NJ) = JOINT CODE MATRIX CONTAINING DOF INFORMATION.

KFLG = LINEAR/NONLINEAR OPTION (TWO NODE ELEMENT ONLY).

KHT(NEQ+1) = COLUMN HEIGHT OF FULL TANGENT STIFFNESS MATRIX.

LCNT = MAX NUMBER OF ITERATIONS IN DYNAMIC RELAXATION.

MAT(NAT) = MEMBER ACTION TYPE FOR ACTION NAT.
1 - DEAD HEIGHT PER UNIT LENGTH.
2 - UNIFORMLY DISTRIBUTED LOAD (IN HORZ.).

MAXA(NEQ+1) = ADDRESSES OF THE MAIN DIAGONAL TERMS OF FULL TANGENT STIFFNESS MATRIX.

MCODE(9,NE) = MEMBER CODE MATRIX CONTAINING DOF INFO. OF ELEM.

MFLG = FLAG FOR UPDATING MASS MATRIX.

MINC(3,NE) = MEMBER INCIDENCE MATRIX CONTAINING NUMBER OF JOINT AT EACH NODE FOR THE ELEMENT.

MN(NAT) = MEMBER NUMBER SUBJECTED TO LOAD NAT.

MTYP = FLAG FOR MEMBER TYPE USED
1 - TWO NODE ELEMENT
2 - THREE NODE ELEMENT

MX = MAXIMUM NUMBER OF ELEMENTS AND JOINTS ALLOWED.

MNA = MAXIMUM NUMBER OF ACTIONS ALLOWED.

MNEQ = MAXIMUM NUMBER OF DOF.

NE = NUMBER OF ELEMENTS.

NEQ = NUMBER OF EQUATIONS (DOF).

NGAUSS = ORDER OF GAUSSIAN QUADRATURE.

NJ = NUMBER OF JOINTS.

NPRINT = DESIRED OUTPUT INDICATOR.
1 - EQUILIBRIUM PATH PLOT DATA.
2 - EQUILIBRIUM PATH PLOT AND ELEMENT STRESSES.
3 - FULL DEBUGGING OUTPUT.
4 - GLOBAL JOINT DISPLACEMENTS AND FORCES.

NREF = ITERATION COUNTER FOR NUMBER TRYS TO REFORM DMMASS.

PI(3,NJ) = JOINT FORCES.

PLACE(3,3) = LOCATION OF GAUSS POINTS.

QI(NEQ) = APPLIED LOAD DISTRIBUTION VECTOR.

QI = LOAD MULTIPLYING PARAMETER AT CURRENT LOAD LEVEL.

QIMAX = MAXIMUM ALLOWABLE LOAD LEVEL.

QJ(NEQ) = INCREMENTAL EXTERNALLY APPLIED JOINT LOADS.

QP(NEQ) = CONSTANT EXTERNALLY APPLIED JOINT LOADS.

QT(NEQ) = APPLIED LOAD LEVEL AT CURRENT CONFIGURATION.

SE9,9 = LOCAL ELEMENT STIFFNESS MATRIX.

SKTI(1) = SYSTEM STIFFNESS STORED IN SKYLINE FASHION.

SL = LOCAL ELEMENT STIFFNESS CONTRIBUTION IN DYN.

TAU(3,NE) = STRESS AT GAUSS POINT FOR EACH ELEMENT
(MAX OF 3 GAUSS POINTS IN THREE NODE ELEMENT).

TOLDI1 = TOLERANCE IN DISPLACEMENT (EUCLIDEAN VECTOR NORM).

TOLDI2 = TOLERANCE IN DISPLACEMENT (INFINITY VECTOR NORM).

TOLENE = TOLERANCE IN INTERNAL ENERGY.

TOLFOR = TOLERANCE IN UNBALANCED FORCES.
VN = CURRENT CRITICAL DAMPING PARAMETER.
WGT(3,3) = WEIGHTING VALUES FOR GAUSSIAN QUADRATURE.
X(3,NJ) = JOINT COORDINATES.
XL, YL, ZL = LOCAL JOINT COORDINATES FOR A GIVEN ELEMENT.
Z(NEQ) = DUMMY VECTOR IN RIKS-HEMPNER NAD OTA.
ZP(NEQ) = PREVIOUS VELOCITY VECTOR IN DYNAM.

CURRENT CRITICAL DAMPING PARAMETER.
WEIGHTING VALUES FOR GAUSSIAN QUADRATURE.
JOINT COORDINATES.
LOCAL JOINT COORDINATES FOR A GIVEN ELEMENT.
DUMMY VECTOR IN RIKS-HEMPNER NAD OTA.
PREVIOUS VELOCITY VECTOR IN DYNAM.

***** INPUT FORMAT *****

NOTE: ALL READ STATEMENTS ARE FREE FORMAT.
1 - (IN MAIN) QI,QIMAX,DQI
2 - (IN MAIN) IMPOR
3 - (IN DATA) NE,NJ,MTYP
4 - (IN STRUCT) MINC(J,I) J= 1 TO NUMBER OF NODES / ELEMENT
5 - (IN STRUCT) JOINT CONSTRAINTS
6 - (IN PROP) JOINT COORDINATES
7 - (IN PROP) MEMBER PROPERTIES
8 - (IN PROP) JOINT COORDINATES
9 - (IN PROP) MEMBER PROPERTIES
10 - (IN MACT) MEMBER ACTIONS
11 - (IN MACT) INITIAL STRESSES

***** MAIN *****

PARAMETER (MX=30,MNENQ=3*(MX-1),MNDA=25)
DIMENTIAL REAL*8 (A-H,O-Z)
DIMENSION ACT(MX),AREA(MX),D(MNENQ),DI(MNENQ),D00(MNENQ),
D11(MNENQ),D22(MNENQ),D01(MNENQ),DE(9),DOT(9),
D21(MNENQ),DOTZ(MNENQ),ELENG(MX),EMOD(MX),F(MNENQ),
FG19(MXENQ),FG2(MNENQ),FG1(MNENQ),FF1(MNENQ),FF1(MNENQ),
FCODE(3,MX),KHTH(100),
MAT(MX),TEXTA(100),MCODE(3,MX),MINC(MX),MNMX,
PLAC(3,3),QR(MNENQ),QJ(MNENQ),QP(MNENQ),QT(MNENQ),
SKT(450),TAU(3,MX),WGT(3,3),X(3,MX),Z(MNENQ)

INITIALIZE GAUSS QUADRATURE PARAMETERS
- NUMBER OF GAUSS POINTS
NGAUSS=3
- GAUSS POINT LOCATIONS
DATA PLACE /0.00,0.00,0.00, -.577350269189600,+.577350269189600/
- WEIGHT
DATA MGT /2.00,0.00,0.00, 1.00,1.00,0.00, .5555555555555600,
COVERGENCE PARAMETERS

- TOLDI: INCONV + 10
  TOLDI=1.0-03
- TOLDZ: INCONV + 1
  TOLDZ=1.0-02
- TOLFOR: INCONV + 100
  TOLFOR = 1.00-01
- TOLENE: INCONV + 1000
  TOLENE = 1.0-03+1.00
- DIVERGENE
  DIVER = 1.00

WRITE(6,50) TOLDI,TOLDZ,TOLFOR,TOLENE,DIVER

TYPE OF OUTPUT

- NPRINT = 1 FOR EQUILIBRIUM PATH
  2 FOR EQUILIBRIUM PATH RESULTS
  3 FOR FULL DEBUGGING OUTPUT
  4 FOR FULL FINAL OUTPUT

READ*,NPRINT
WRITE(6,70) NPRINT

LINEAR OR NONLINEAR ANALYSIS (FOR DEBUGGING)

- KFLG = 0 FOR NONLINEAR ANALYSIS
  = 1 FOR LINEAR ANALYSIS
  KFLG=0

ITERATION PROCESS FOR ANALYSIS

- ITEMTH = 1 NEHTON RAPHSON METHOD
  2 MODIFIED RIKS WEMPNER METHOD
  3 ORTHOGONAL TRAJECTORY ACCESSION
  4 A DYNAMIC RELAXATION METHOD

ITEMTH=1
WRITE(6,80) ITEMTH

NUMBER OF ITERATIONS

- NUMBER OF ITERATIONS BETWEEN UPDATING SKT.
  ITEUPD = 1
- NUMBER OF MAXIMUM ITERATIONS BETWEEN TWO EQUILIBRIUM POINTS.
  ITEMAX = 10
- NUMBER OF ITERATIONS DESIRED FOR CONVERGENCE IN MODIFIED
  RIKS WEMPNER METHOD.
  ITDES = 1
- NUMBER OF MAXIMUM ITERATIONS IN THE DYNAMIC RELAXATION ROUTINE.
  WRITE(6,90) ITEUPD,ITEMAX,ITDES,LCNT

READ AND ECHO INITIAL DATA

READ*,QI,QIMAX,DQI
WRITE(6,100) QI,QIMAX,DQI
READ*,IMPOR
WRITE(6,200) IMPOR

CALL DATA (ACT,AREA,ELENG,EMOD,JCODE,KHT,MAT,MATFLG,MAYA,MCODE,
  $ MNC,MN,MTYP,XX,XXA,XXN,XXH,XXNEQ,NAT,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,
  $ NC,PLACE,QJ,QP,TAU,HGT,X)

DO 30 I=1,NQ
  DII(I)=QI(I)
  DDII(I)=0.0D0
  QI(I)=QI(I)
  ZII(I)=0.0D0
  FP(I)=0.0D0
  FPII(I)=0.0D0
30 CONTINUE

IF (ITEMTH.EQ.1) THEN
  CALL NEHRAP (ACT,AREA,D,DD,DD1,DD2,DD,DIV,DD,DIVER,QI,ELENG,EMOD,
  $ F,FG,FP,FPI,IMPOR,ITEMAX,ITEUPD,JCODE,KFLG,MAT,MATFLG,
  $ MAXA,MCODE,MNC,MN,MTYP,XX,XXA,XXN,XXH,XXNEQ,NAT,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,
  $ PLACE,QJ,QP,TAU,HGT,X,LCNT)
ELSE IF(ITEMTH.EQ.2) THEN
  QI=0.0D0
  CALL RIKHEM (ACT,AREA,D,DD,DD,DD,DD,DD1,DD2,DD,DIV,DD1,DIV1,
  $ DOT2,QI,ELENG,EMOD,F,FG,FP,FPI,IMPOR,ITEMAX,ITEUPD,
  $ JCODE,KFLG,MAT,MATFLG,MAYA,MCODE,MNC,MN,MTYP,XX,XXA,XXN,
  $ XXH,XXNEQ,NAT,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,PLACE,QI,QIMAX,QJ,QP,Y,SKY,TAU,
$ TOLDI1,TOLDI2,TOLENE,TOLFOR,HGT,X,Z$  

$ ELSE IF(ITEMTH.EQ.3) THEN$  
CALL ORTHOG(ACT,AREA,D,DD,DD1,DD2,DDO,DDE,DD1,DD2,DDO,DIVER,DOT1,$  
$ DQI,ELENG,EMOD,F,FG,FP,FPI,IMPOR,ITEMAX,ITEUPD,$  
$ JCODE,KFLG,MAT,MATFLG,MAXA,MCODE,MINC,MN,MTYP,NAT,NE,NEQ,$  
$ NGAUSS,NJ,NKT,NPRINT,PLACE,Q,GI,QIMAX,QJ,QP,QG,QT,SKU,TAU,$  
$ TOLDI1,TOLDI2,TOLENE,TOLFOR,HGT,X,Z$  
$ END IF$  

$ ELSE IF(ITEMTH.EQ.4) THEN$  
$ NTRY=0 CALL DYNAM(ACT,AREA,D,DD,DD1,DE,DDE,DIVER,DQI,ELENG,EMOD,$  
$ F,FG,FP,FPI,IMPOR,ITEMAX,ITEUPD,JCODE,KFLG,MAT,MATFLG,MAXA,MCODE,MINC,MN,MTYP,NAT,NE,NEQ,$  
$ NGAUSS,NJ,NKT,NPRINT,PLACE,Q,GI,QIMAX,QJ,QP,QG,QT,SKU,TAU,TOLDI1,TOLDI2,TOLENE,TOLFOR,HGT,X,Z,NTRY,$  
$ END IF$  

WRITE(6,300)  

50 FORMAT(/T10,'CONVERGENCE PARAMETERS'/T10,$  
$ 'TOLDI1 .............. ',F5.3/T10,$  
$ 'TOLDI2 .............. ',F5.3/T10,$  
$ 'TOLENE .............. ',F5.3/T10,$  
$ 'DIVER ............... ',F5.3)  

70 FORMAT(/T10,'NPRINT .............. ',I2)  

80 FORMAT(/T10,'ITERATION METHOD ........... ',I2)  

90 FORMAT(/T10,'ITERATION PARAMETERS'/T10,$  
$ 'ITEUPD .......... ...... ',I3/T10,$  
$ 'ITEMAX .......... ...... ',I3/T10,$  
$ 'ITEDES .......... ...... ',I3/T10,$  
$ 'LCNT .......... ...... ',I3)  

100 FORMAT(/T10,'LOADING PARAMETERS'/T10,$  
$ 'QI ............... ....... ',F9.6/T10,$  
$ 'QIMAX .............. ....... ',F9.6/T10,$  
$ 'DQI .............. ....... ',F9.6)  

200 FORMAT(/T25,'DEGREE OF FREEDOM TO BE PLOTTED .... IMPOR ..',I4)  

300 FORMAT(/T25,'***** NORMAL EXIT *****')  

STOP  
END

C *-----------------------------------------------------DATA-----------------------------------------------------*

READS AND ECHO THE NUMBER OF ELEMENTS, NE, NUMBER OF JOINTS, NJ, IF AT LEAST ONE EXCEEDS MX, PRINT ERROR MESSAGE AND STOP; ELSE CALLS STRUCT AND LOADS.

SUBROUTINE DATA(ACT,AREA,ELENG,EMOD,JCODE,KHT,MAT,MATFLG,MAXA,$  
$ MCODE,MINC,MN,MTYP,MX,MXNA,MXNEQ,NAT,NE,NEQ,NGAUSS,NJ,$  
$ NJ,NKT,NPRINT,PLACE,Q,GI,QIMAX,QJ,QP,QG,QT,SKU,TAU,HGT,X,$  
$ READ AND ECHO NE, NJ, MTYP READ*,NE,NJ,MTYP$  
$ STOP$  
$ RETURN END

C *-----------------------------------------------------DATA-----------------------------------------------------*

READ AND ECHO MEMBER INCIDENCES, MINC. INITIALIZE JOINT CODE,
SUBROUTINE STRUCTAREA, ELENG, EMOD, JCODE, KHT, MAXA, MCODE, MINC, MTYP, $ MONEQ, NEQ, NEQG, NJ, NPRINT, PLACE, HGT, X)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION AREA(*), ELENG(*), EMOD(*), JCODE(*), KHT(*), MAXA(*), $ MCODE(*), MINC(*), PLACE(*), HGT(*), X(*)

READ AND ECHO MINC .................................

IF (MTYP.EQ.1) THEN
  WRITE(6,100) DO 5 I=1,NE
  READ*(MINC(I,1),MINC(I,2))
  WRITE(6,200) I, MINC(I,1), MINC(I,2)
  CONTINUE
ELSE
  WRITE(6,110) DO 7 I=1,NE
  READ*(MINC(I,1),MINC(I,2),MINC(I,3))
  WRITE(6,210) I, MINC(I,1), MINC(I,2), MINC(I,3)
  CONTINUE
END IF

C INITIALIZE JCODE ......................................
DO 20 L=1,3 DO 10 J=1,NJ
  JCODE(L,J)=1
20 CONTINUE

READ CONSTRAINTS AND STORE ZERO IN JCODE ...........................
WRITE(6,300) READ*, JNUM, JDIR
IF (JNUM.NE.0) THEN
  WRITE(6,400) JNUM, JDIR
  JCODE(JDIR,JNUM)= 0
  READ*, JNUM, JDIR
  GO TO 30
END IF

CALL CODES(JCODE, MCODE, MINC, MTYP, MONEQ, NEQ, NJ, NPRINT)
CALL DETMAX(KHT, MAXA, MCODE, MTYP, NE, NEQ, NKT)
CALL PROP(AREA, ELENG, EMOD, MINC, MTYP, NE, NEQG, NJ, NPRINT, $ PLACE, HGT, X)
ELSE
  WRITE(6,500) STOP
END IF

C SUBROUTINE LOADIACT, JCODE, MAT, MATFLG, HN, MXNA, MTYP, NAT, NE, NEQ, $ NPRINT, QJ, QP, TAU
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION ACT(*), JCODE(*), MAT(*), MATFLG(*), MN(*), QJ(*), QP(*), TAU(*)

CALL JLOAD(MCODE, MINC, MTYP, MONEQ, NEQ, NJ, NPRINT)
CALL MACT(ACT, JCODE, MAT, MATFLG, MN, QJ, QP, TAU)
RETURN

C INITIALIZATION TO ZERO THE JOINT LOAD DISTRIBUTION VECTOR, QJ, AND $ THE NON-INCREMENTAL JOINT LOAD VECTOR, QP; CALL JLOAD AND MACT.

SUBROUTINE LOAD(ACT, JCODE, MAT, MATFLG, MN, QJ, QP, TAU)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION ACT(*), JCODE(*), MAT(*), MN(*), QJ(*), QP(*), TAU(*)

CALL JLOAD(JCODE, QJ, QP)
CALL MACT(ACT, MAT, MATFLG, MN, QJ, QP, TAU)
RETURN
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C******* CODES *****************

GENERATE THE JOINT CODE, JCODE, BY ASSIGNING INTEGERS IN SEQUENCE BY COLUMNS, TO ALL NONZERO ELEMENTS OF JCODE FROM 1 TO NEQ. TEST THE NUMBER OF EQUATIONS, NEQ, AGAINST NEQ. GENERATE THE MEMBER CODE, MCDOE, BY TRANSFerring VIA MINC COLUMNS OF JCODE INTO COLUMNS OF MCDOE. PRINT JCODE AND MCDOE.

SUBROUTINE CODES (JCODE,HCODE,MINC,MTYP,NEQ,NEQ,NJ,NPRINT)
DIMENSION JCODE(1,3),HCODE(1,3),MINC(1,3)

C GENERATE JCODE

NEQ=0
DO 10 J=1,NJ
  IF (JCODE(J).NE.0) THEN
    NEQ=NEQ+1
    JCODE(J)=NEQ
  END IF
10 CONTINUE

C CHECK LIMITS

IF (NEQ.GT.HXNEQ) THEN
  WRITE(*,100)
  STOP
END IF

C GENERATE MCDOE

IF (MTYP.EQ.1) THEN NN=2 ELSE NN=3 END IF
DO 30 I=1,NE
  DO 20 L=1,NN
    J=MINC(I,I)
    N=3*L
    M=N-1
    K=M-1
    MCODE(K,I)=JCODE(J)
    MCODE(K+1,I)=JCODE(J+1)
    MCODE(K+2,I)=JCODE(J+2)
20 CONTINUE
30 CONTINUE

C PRINT JCODE AND MCDOE

WRITE(*,200)
DO 50 J=1,NJ
  WRITE(*,300) J,(JCODE(J),J=1,3)
50 CONTINUE

RETURN
END

C******* DETMAX ******

DETERMINE THE COLUMN HEIGHT OF FULL TANGENT STIFFNESS MATRIX, KHT, THE ADDRESSES OF THE DIAGONAL TERMS, MAXA, AND THE NUMBER OF ELEMENTS BELOW THE SKYLINE, NKT.

SUBROUTINE DETMAX (KHT,MAXA,MCODE,MTYP,NEQ,NK1,NK2)
DIMENSION KHT(1,3),MAXA(1,3),MCODE(1,3)

C INITIALIZE KHT

DO 10 I=1,NEQ
  KHT(I)=0
10 CONTINUE

C INITILIZE MAXA

DO 20 I=1,NEQ
  MAXA(I)=0
20 CONTINUE

C DETERMINE THE COLUMN HEIGHT OF FULL TANGENT STIFFNESS MATRIX, KHT, THE ADDRESSES OF THE DIAGONAL TERMS, MAXA, AND THE NUMBER OF ELEMENTS BELOW THE SKYLINE, NKT.
CONTINUE

C GENERATE KHT .................................................................

IF (HTYP.EQ.1) THEN
  NN=2
ELSE
  NN=5
END IF

DO 30 I=1,NE
  J=1
  15 IF (MCODE(J,I).EQ.0) THEN
    J=J+1
  END IF
  MIN=MCODE(J,I)
  J=J+1
  DO 20 L=J,NN+3
    K=MCODE(L,I)
    IF (K.NE.0) THEN
      KHT(K)=MAX0(KHT(K),(K-MIN))
    END IF
  CONTINUE
  30 CONTINUE

C GENERATE MAXA AND FIND NKT .............................................

MAXA(I)=1

DO 40 I=1,NEQ
  MAXA(I+1)=MAXA(I)+KHT(I)+1

CONTINUE

NKT=MAXA(NEQ+1)-1

C PRINT KHT, MAXA, NKT ..........................................................

WRITE(6,100)

DO 50 I=1,NEQ
  WRITE(6,200) I,KHT(I),MAXA(I)

CONTINUE

WRITE(6,300) NKT

100 FORMAT//T10,'COLUMN',4X,'COLUMN HEIGHT',4X,'ADDRESS OF DIAG.'/

$ T13,'I',10X,'KHT(I)',10X,'MAXA(I)'

200 FORMAT(T11,I13,10X,I13,10X,13,10X,I13)

500 FORMAT//T10,'NUMBER OF ELEMENTS IN THE LAST COLUMN, NKT :',I7,

RETURN

END

C ----------------------------------------------------------------------------
C--------------- PROP ---------------
C----------------------------------------------------------------------------

C READ AND ECHO THE JOINT COORDINATES, X; COMPUTE FOR EACH ELEMENT
C THE LENGTH, ELENG. READ THE CROSS SECTIONAL AREA AND THE MODULUS
C OF ELASTICITY. PRINT ELEMENT PROPERTIES.

SUBROUTINE PROPAREA,ELENG,EMOD,MINC,HTYP,NE,NGAUSS,NJ,NPRINT,
PLACE,HGT,X

IMPLICIT REAL*8A-H,O-Z
DIMENSION AREA(*),ELENG(*),EMOD(*),MINC(*),PLACE(*),HGT(*),X(*)

IF (NPRINT.EQ.3) THEN
  WRITE(6,200)
END IF

C READ AND ECHO JOINT COORDINATES ..........................................

WRITE(6,210)

DO 30 J=1,NJ
  READ*,X(J,1),X(J,2),X(J,3)
  WRITE(6,220) J,X(J,1),X(J,2),X(J,3)

CONTINUE

C COMPUTE ELEMENT LENGTH AND READ ELEMENT PROPERTIES ..................

WRITE(6,250)

IF (HTYP.EQ.1) THEN
  C LINEAR ELEMENT .......................................................
  DO 60 I=1,NE
    J=MINC(1,I)
    K=MINC(2,I)
    EL1=X(K,J)-X(I,J)
    EL2=X(K,J)-X(I,J)
    EL3=X(K,J)-X(I,J)
    ELENG(I)=DSQRT(EL1*EL1+EL2*EL2+EL3*EL3)
  CONTINUE
  READ*,AREA(I),EMOD(I)
  WRITE(6,250) I,AREA(I),EMOD(I),ELENG(I)

C
DO 150 I=1,NE
  ELENG(I)=0.000
DO 130 L=1,3
  J=MINC(L,1)
  XL(L)=X(I,J)
  YL(L)=Y(I,J)
  ZL(L)=Z(I,J)
CONTINUE
DO 140 NA=1,NGAUSS
  PR=PLACE(NA,NGAUSS)
  A=PR-0.500
  B=-2.000+PR
  C=PR+0.500
  DUM1=A*XL(L)+B*YL(L)+C*ZL(L)**2
  DUM2=A*YL(L)+B*XL(L)+C*ZL(L)**2
  DUM3=A*ZL(L)+B*XL(L)+C*YL(L)**2
  ELENG(I)=ELENG(I)+DSQRT(DUM1+DUM2+DUM3)*HGT(NA,NGAUSS)
CONTINUE
READ*,AREA(I),EMOD(I)
WRITE(6,230) I,AREA(I),EMOD(I),ELENG(I)
CONTINUE
END IF
C
200 FORMAT(/'PROP CALLED')
210 FORMAT(/'T10,'NODE COORDINATES'/T10,'NODE 1-DIRECTION',3X,$
          '2-DIRECTION',3X,'3-DIRECTION')
220 FORMAT(T10,T10,F8.3,T10,F8.3,T10,F8.3)
230 FORMAT(T10,T10,F8.3,T10,F8.3,T10,F8.3)
250 FORMAT(/'T10,'ELEMENT PROPERTIES'/T10,'ELEMENT',T21,'AREA',T35,$
          'E ',T48,'LENGTH')
RETURN
END
C
C*****************************************
C---------------* JLOAD *---------------
C*****************************************
C
READ AND ECHO THE JOINT NUMBER, JNUM, JOINT DIRECTION, JDIR, AND
THE APPLIED FORCE, FORCE. ASSIGN THE VALUE OF THE LOAD TO QJ.
SIMILARLY FOR QP.
SUBROUTINE JLOAD (JCODE,JQ,QP)
IMPLICIT REAL*(A-H,O-Z)
DIMENSION JCODE(3,*),JQ(*),QP(*)
C
C
READ JOINT FORCES AND STORE IN JQ ....................
READ*,JNUM,JDIR,FORCE
IF ( JNUM.NE.0 ) THEN
  WRITE(6,100)
  10 IF (JQ(JDIR,1),0.0) THEN
      WRITE(6,200) JNUM,JDIR,FORCE
      K=JCODE(JDIR,JNUM)
      JQ(K)= FORCE
      READ*,JNUM,JDIR,FORCE
      GO TO 10
  END IF
ELSE
  WRITE (6,300)
END IF
C
READ NON-INCREMENTED FORCES AND STORE IN QP ............
READ*,JNUM,JDIR,FORCE
IF ( JNUM.NE.0 ) THEN
  WRITE(6,400)
  20 IF (JQP(JDIR,1),0.0) THEN
      WRITE(6,500) JNUM,JDIR,FORCE
      K=JCODE(JDIR,JNUM)
      QP(K)= FORCE
      READ*,JNUM,JDIR,FORCE
      GO TO 20
  END IF
ELSE
  WRITE (6,600)
END IF
C
100 FORMAT(/'T10,'APPLIED NODAL FORCES':/T10,'NODE',3X,'DIRECTION',3X,$
       'FORCE')
200 FORMAT(T10,T10,T10,F8.3)
300 FORMAT(T10,'NO APPLIED NODAL LOADS')
400 FORMAT(/'T10,'APPLIED CONSTANT NODAL FORCES':/T10,'NODE',3X,$
       'DIRECTION',3X,'FORCE')
500 FORMAT(T10,T10,T10,F8.3)

C 600 FORMAT(/T10,'NO CONSTANT NODAL LOADS')
C RETURN
END
C*******************************************************************************
C MACT
*******************************************************************************
C*******************************************************************************
C READ AND ECHO FOR EACH ACTION: THE MEMBER NUMBER, MN, ACTION TYPE MAT, AND ACTION, ACT. TEST THE NUMBER OF ACTIONS AGAINST MXNA.
C STORE THE NUMBER OF MEMBER ACTIONS, NAT.
C*******************************************************************************
C SUBROUTINE MACT(MAT,MATFLG,MN,MAXA,MAT,Y,N,PRINT,TAU)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION MAT(*),MN(*),TAU(*)
C IF (PRINT.EQ.3) THEN PRINT*,"MACT CALLED'
END IF
C READ AND ECHO MEMBER ACTION DATA ..............................................
MATFLG=0
I=1
IF (MN) .NE. 0) THEN
  IF (MN).NE.0) THEN
    IF (I.LT.MXNA) THEN
      WRITE(6,100)
    ELSE
      STOP
    END IF
  ELSE
    WRITE(6,400)
  END IF
  NAT = I-1
  IF (PRINT.EQ.3) THEN
    WRITE(6,500)
  END IF
  END IF
C INITIALIZE CABLE STRESSES .........................................................
DO 15 I=1,NE
  TAU(I,I)=0.000
15 CONTINUE
C INPUT CABLE STRESS (IF NON-ZERO) ................................................
READ*,MN,MAT,TAU(I)
IF (MN .LE. NE) THEN
  WRITE(6,600)
ELSE
  WRITE(6,800)
END IF
C IF (MTY.EQ.2) THEN
DO 30 I=1,NE
  TAU(I,I)=TAU(I)
  TAU(I,I)=TAU(I)
30 CONTINUE
END IF
C 100 FORMAT(/T10,'MEMBER ACTIONS:'//T10,'MEMBER',3X,'ACTION TYPE',3X,$ 'ACTION')
200 FORMAT(T11,I3,T20,I2,T30,F10.3)
300 FORMAT('***** ERROR: NUMBER OF ACTIONS EXCEED MAXA *****')
400 FORMAT(/T10, 'NO MEMBER ACTIONS')
500 FORMAT(/T10, 'NUMBER OF MEMBER ACTIONS .......NAT.......',I3/$ 'FOllower Force Flag ' ......,MATFLG,*,I3)
600 FORMAT(/T10, 'INITIAL PRESTRESS'//T10,'ELEMENT',5X,'STRESS')
700 FORMAT(T11,I3,T18,F14.7)
800 FORMAT(/T10,'INITIAL STRESSES ARE ZERO'/)
C RETURN
C
PERFORM THE NEHTON-RAPHSON OR THE MODIFIED NEHTON-RAPHSON METHOD.

CALL STIFF, FORCES, TEST, RESULT, UPDATC AND UPDATF.

SUBROUTINE NEHRAPIACT,AREA,D,DD,DD1,DE,DDE,DIVER,DG1,ELENG,EMOD,
$\quad F,FG,FP,FP1,IMPORT,ITEMAX,ITEUPD,JCODE,KFLG,MAT, MATFLG,$
$\quad MAXA,MCODE,MINC,MN,MTYP,NAT,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,$
$\quad PLACE,Q,GI,QIMAX,QJ,QP,QT,SKT, TAU, TOLDI1, TOLDI2, TOLENE,$
$\quad TOLFOR, HGT, XI, Z, LCNT)
IMPLICIT REAL*8 (A-H,O-Z)

DIMENSION ACT(*),AREAI(*),DI(*) ,DDI(*) ,DDII(*) ,DDEI(*) ,DEI(*) ,ELENGI(*),
$\quad EMODI(*),FI(*),FGI(*),FP1(*),FPPI(*),JCODEI(*),MATI(*),
$\quad MAXAI(*),MCODEI(*),MINCI(*),MNI(*),PLACEI(*),QI(*),
$\quad QJI(*),QPI(*),QT(*),SKTI(*),TAUI(*),HGTI(*),XI(*),ZI(*)

CALL FORCESIACT,AREA,DD,DE,ELENG,EMOD,F,FG,MAT,MCODE,MINC,MN,
$\quad MTYP,NAT,NE,NEQ,NGAUSS,NPRINT,PLACE,Q,GI,TAU,HGT,X)
CALL UPDATFINEQ,QI,QP,QT))

C ITERATION FROM THE FIRST LOAD INCREMENT TO QIMAX

C ITENUM = ITEUPD
ITECNT = 0
INCONV = 1
NTRY = 0
KSTBL = 0

C ITERATION BETWEEN TWO EQUILIBRIUM POINTS

C IF (ITEMUM.GE.ITEUPD) THEN
C ITEMUM = 0
C END IF

C CALL SOLVE (DD,F,ITEMUM,KSTBL,MAXA,NEGPIV,NEQ,NKT,NPRINT,QT,
$\quad SKT)
C
C IF (KSTBL.LE.0 .AND. NTRY.LE.2) THEN
C CALL DYNAMIACT,AREA,D,DD,DD1,DE,DDE,DIVER,DQI,ELENG,EMOD,
$\quad F,FG,FP,FP1,IMPORT,ITEMAX,ITEUPD,JCODE,KFLG,MAT,MATFLG,$
$\quad MAXA,MCODE,MINC,MN,MTYP,NAT,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,$
$\quad PLACE,Q,GI,QI,QJ,QP,QT,SKT,TAU,TOLDI1,TOLDI2,TOLENE,$
$\quad TOLFOR, HGT, XI, Z, NTRY, LCNT)
C KSTBL = 0
C ITEMUM = ITEUPD
C GO TO 6
C ELSE IF (KSTBL.LE.0 .AND. NTRY .GT. 2) THEN
C WRITE (6,175)
C STOP
C END IF

C IF (ITECNT.EQ.0) THEN
C DO 10 I=1,NEQ
C DDII(I) = DD(I)
C CONTINUE
C END IF
C DO 20 I=1,NEQ
C D(I) = D(I) + DDII(I)
C FP(I) = FP(I)
C CONTINUE
C
C CALL UPDATC (DD,JCODE,NJ,NPRINT,X)

C CALL FORCESIACT,AREA,DD,DE,ELENG,EMOD,F,FG,MAT,MCODE,MINC,
$\quad MN,MTYP,NAT,NE,NEQ,NGAUSS,NPRINT,PLACE,Q,GI,TAU,HGT,X)

C IF (MATFLG .NE. 0) THEN
C CALL UPDATF(NEQ,GI,GI,QT)
C END IF

C CALL TEST (DD,DD1,DIVER,F,FP1,IMPORT,JCODE,NEQ,NJ,
$\quad NPRINT,QT,TOLDI1,TOLDI2,TOLENE,TOLFOR)

C IF (NPRINT.EQ.3) THEN
C WRITE(6,150) ITECNT
C DO 30 I=1,NEQ
C WRITE(6,200) QT(I),F(I),D(I)
C CONTINUE
C END IF

C IF (ITEMUM.EQ.0) THEN
C IITEMUM = IITEMUM + 1
C IITECNT = IITECNT + 1
C END IF
C GO TO 6
C END IF

C IF (NPRINT.EQ.3) THEN
C WRITE(6,300) INCONV,ITECNT
C END IF

C DO 40 I=1,NEQ
C FPI(I)=F(I)
C CONTINUE

C CALL RESULT (D,FG,IMPOR,JCODE,MINC,MTYP,NE,NEQ,NJ,NPRINT,
C $ QI,QT,TAU,X)
C IF (INCONV.NE.0) THEN
C WRITE(6,400) STOP
C END IF

C QI = QI + DQI
C CALL UPDATF
C GO TO 5

C END IF

C 150 FORMAT(/10,'NEWTON-RAPHSON ITERATION ',I5/I5,'QT',20X,'F',
C $ 20X,'D')
C 175 FORMAT(/' *** POOR TRIAL CONFIGURATION ***')
C 200 FORMAT(15X,I5)!
C 300 FORMAT(' QINCONV=',I4,5X,'ITECNT=',I4)
C 350 FORMAT(' ',20X,F13.7/' ',20X,F14.8)
C 400 FORMAT(' LAST SOLUTION IS NOT CONVERGED ***')
C RETURN
C
C********************************************************************
C**                   RIKHEM                                         **
C********************************************************************

SUBROUTINE RIKHEM(ACT,AREA,DD,DE,DDE,ELENG,EMOD,F,FG,FPI,IMPOR,JCODE,
$ MAT,MATFLG,MAXA,MCODE,MINC, $ 
$ MN,MTYP,NEQ,NGAUSS,NJ,NKT,NPRINT,PLACE,Q,QT,$ 
$ QSIMAX,QJ,QT,SKT,TAU,TOLDI1,TOLDI2,TOLENE,TOLFOR,MGT, $ 
$ X,Z) IMPLICIT REAL*8(A-H,O-Z) DIMENSION ACT(*),AREA(*),DD(*),DE(*),  
$ DDE(*),ELENG(*),EMOD(*),F(*),FG(*),FPI(*),IMPOR(*),JCODE(*),  
$ MAT(*),MAXA(*),MCODE(*),MINC(*),MN(*),MTYP(*),NEQ(*),NGAUSS(*),  
$ NJ(*),NKT(*),PLACE(*),Q(*),QT(*),QJ(*),SKT(*),TAU(*),TOLDI1(*), 
$ TOLDI2(*),TOLENE(*),TOLFOR(*),MGT(*),X(*) Z(*) DDPI(100)

C ITECNT=0
C NEPIV=0
C KSTBL=0
C NTRY=0
C ITP=4

CALL FORCES(ACT,AREA,DD,DE,ELENG,EMOD,F,FG,IMPOR,JCODE,MINC,MN,$ 
MTYP,NEQ,NGAUSS,NPRINT,PLACE,Q,QT,TAU,MGT,X)

C SET UP TANGENT VECTOR, DS ..............................
C IF(QI.LE.QIMAX.AND.ITECNT.LE.IITEMAX) THEN
C CALL STIFF(ACT,AREA,ELENG,EMOD,KFLG,MAXA,MCODE,MINC,MTYP,$ 
NEQ,NGAUSS,NPRINT,PLACE,SKT,TAU,MGT,X) 
C CALL SOLVE(DDD1,DD0,KSTBL,MAXA,NEPIV,NEQ,NPRINT,QT,SKT)
C IF (KSTBL .NE. 0) THEN
C STOP
C END IF

C COMPUTE DS FOR THE FIRST STEP OF THE FIRST ITERATION,
C COMPUTE DQI FOR ALL REMAINING ITERATIONS ....................
C IF(ITECNT.EQ.0) THEN
C DS=DQI*DSQRT(ITECDCP(DD0,DD1,NEQ)+1.00) 
C DSNAX=DS*2.
C ELSE
C DQI=DS/DSQRT(ITECDCP(DD0,DD1,NEQ)+1.00)
C TEMP=DQI*ITECDCP(DD0,DD1,NEQ)+DQI)
C IF (TEMP .GT. 0.000) THEN
C SGN=1.000
C ELSE
C SGN=-1.000
C END IF
C DQI=SGN*DQI
C
C SAVE THE VALUES FOR THE FIRST TRIAL CONFIGURATION:
DQI=DQI
DO 10 I=1,NEQ
   DDP(I)=0.0
DDO(I)=DQI*DDO(I)
10 CONTINUE
QI=QI+DQI
C CALL UPDATE(DD,JCODE,NJ,NPRINT,X)
C IF(NPRINT.EQ.3) THEN
   WRITE(6,500) QI,DIIMPOR
END IF
C CALL FORCES(ACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,MINC,
$  MN,MTYP,NAT,NE,NEQ,NGAUSS,NPRINT,PLACE,Q,QJ,TAU,MGT,X)
INCONV=1
ITEMENT=ITEMENT+1
IT=0
C ITERATE ALONG THE NORMAL
7 IF(INCONV.NE.0.AND. IT.LE.ITEMAX) THEN
   CALL UPDATE(NEQ,Q,QI,QP,QT)
   IF(ITENUM.GE.ITEUPD) THEN
      CALL STIFF(NEQ,AREA,ELENG,EMOD,KFLG,MAXA,MCODE,MINC,
$  NE,NGAUSS,NKT,NPRINT,PLACE,SKT,TAU,MGT,X)
      ITENUM=O
   END IF
   CALL SOLVE(DD1,Z,ITENUM,KSTBL,MAXA,NEGPIV,NEQ,NKT,NPRINT,Q,
$  SKI)
   CALL SOLVE(DD2,F,1,KSTBL,MAXA,NEGPIV,NEQ,NKT,NPRINT,QT,SKT)
C APPLY THE CONSTRAINT EQUATION
DQI=-DOTPRD1DDO,DD2,NEQ)/(DOTPRD1DDO,DD1,NEQ)+DQI)
UPDATE THE CONFIGURATION
DO 20 I=1,NEQ
   DDI1=DQI*DDI1+DD2I
   D(I)=D(I)+DDI1
   DDP(I)=DDP(I)+DDI1
20 CONTINUE
C CALL UPDATE(DD,JCODE,NJ,NPRINT,X)
C CALL FORCES(ACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,
$  MINC,MN,MTYP,NAT,NE,NEQ,NGAUSS,NPRINT,PLACE,Q,QJ,TAU,
$  MGT,X)
QI=QI+DQI
C CALL TESTDD,DD,DD1,DIVER,F,FP,FPI,INCONV,JCODE,NEQ,NJ,
$  NPRINT,QT,TOLD1,TOLD2,TOLENE,TOLFOR)
ITEMENT=ITEMENT+1
IT=IT+1
C IF(NPRINT.EQ.3) THEN
   WRITE (6,600) IT,QI,DIIMPOR,INCONV
END IF
GO TO 7
END IF
ITEMENT=ITEMENT+1
IF(NPRINT.EQ.3) THEN
   WRITE(6,700) IT
END IF
C CALL RESULT(D,FG,IMPOR,JCODE,MINC,MTYP,NE,NEQ,NJ,NPRINT,
$  QI,QT,TAU,X)
C IF(INCONV.NE.0) THEN
   WRITE(6,800) STOP
END IF
C SCALE DS TO CONTROL NUMBER OF ITERATIONS BETWEEN
C EQUILIBRIUM POINTS
C IF ( IT.LE.2 .AND. ITP.LE.2) THEN
   DS=DS*1.5D0
DS=DS*DBSQRT(DFLOAT(ITDES)/DFLOAT(IT))
IF (DABS(DS).GT.BSMAX) THEN
   STOP
END IF
C
IF (DS.LT.OJ) THEN
  DS=-DSHAX
ELSE
  DS=DSHAX
END IF
END IF
C END IF
C
C IF(NPRINT.EQ.3) THEN
WRITE(6,350) DS
END IF
GO TO 5
END IF
C
C 350 FORMAT(/TIO,'DS= ',F14.8)
400 FORMAT(' ',20X,F13.7/' ',20X,F14.8)
500 FORMAT(/TIO,'ITERATION ',I3,' QI=',F13.7,' D= ',F13.7,' ICI=',IS)
600 FORMAT(/TIO,'LAST SOLUTION IS NOT CONVERGED *****')
C RETURN
C
C ORTHOG PERFORMS ORTHOGONAL TRAJECTORY ACCESSION TO THE CURVE.
C STIFF, SOLVE, FORCES, TEST, RESULT, UPDATE, AND DOTPROD ARE CALLED
C
C SUBROUTINE ORTHOG(ACT,AREA,DD,DE,DDE,ELENG,EMOD,F,FG,FP,FPI,IMPOR,IODES,
$ ITEMAX,ITEUPD,JCODE,KFLG,KAFLG,MAXA,MAT,MATFLG,MINC,
$ MN,MTPY,N,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,PLACE,Q,QI,
$ QIMAX,QJ,QQ,QT,SKT,TAU,TOLDI1,TOLDI2,TOLEN,TOLFOLDGT,MGT,
$ X,Z)
IMPLICIT REAL*8(A-H,O-Z)
DIMENSION ACT(*),AREA(*),DD(*),DE(*),DDE(*),DDO(*),DD1(*),DIVER(*),
$ DOT1,DOT2,DQI,ELENG,EMOD,F,FG,FP,FPI,IMPOR,IODES(*),
$ ITEMAX,ITEUPD,JCODE,KFLG,KAFLG,MAXA,MAT,MATFLG,MINC(*),
$ MN,MTPY,N,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,PLACE,Q,QI(*),
$ QIMAX,QJ,QQ,QT,SKT,TAU,TOLDI1,TOLDI2,TOLEN,TOLFOLDGT,MGT(*),
$ X(*),Z(*))
RETURN
C
C ITENCT=0 NEGPIV=0 INCONV=1 KSTBL=0 NTRY=0 LCNT=0 DS=DQI DSMAX=DQI
C
C IF (NPRINT.EQ.1) THEN
WRITE(6,400) QI,DIMPOR
C END IF
C
C CALL FORCES(ACT,AREA,DD,DE,DDE,ELENG,EMOD,F,FG,FP,FPI,IMPOR,IODES,
$ ITEMAX,ITEUPD,JCODE,KFLG,MAXA,MAT,MATFLG,MINC,MN,
$ MTPY,N,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,PLACE,Q,QI,TAU,HGT,X)
CALL UPDATE(NEQ,Q,QI,QQ,QT)
GO TO 24
C
C FIND A POINT ON THE CURVE ..............................................
10 IF (INCONV .NE.0 .AND. LCNT.LE.10) THEN
  CALL UPDATE(NEQ,Q,QI,QQ,QT)
C
  CALL STIFF(ACT,DD,DD1,DD2,DE,DDE,ELENG,EMOD,F,FG,FP,FPI,IMPOR,IODES,
$ PLACE,QI,SKT,TAU,HGT,X)
  CALL SOLVE(DD1,Z,0,KSTBL,MAXA,NEGPIV,NEQ,NK,NPRINT,Q,
$ SKT)
  CALL SOLVE(DD2,F,1,KSTBL,MAXA,NEGPIV,NEQ,NK,NPRINT,QT,SKT)
  IF (KSTBL .NE. 0) THEN
     STOP
  END IF
C
  IF (KSTBL .NE. 0) THEN
     STOP
  END IF
C
  APPLY THE CONSTRAINT EQUATION .................................
DQI = -(DOTPROD(DD1,DD2,NEQ))/(DOTPROD(DD1,DD1,NEQ)+1.0D0)

UPDATE THE CONFIGURATION

DO 20 I=1,NEQ
   DDI(I) = DQI*DDI(I) + DD2(I)
   QI = QI + DQI

CONTINUE

CALL UPDATC(DD,JCODE,NJ,NPRINT,X)

IF (NPRINT.EQ.3) THEN
   WRITE(6,200) LCNT,QI,Di(IMPOR)
END IF
IF (NPRINT.EQ.1) THEN
   WRITE(6,400) QI,Di(IMPOR)
END IF

CALL FORCESIACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,MINC,
   MM,MTYP,NE,NEG,NGAUSS,NPRINT,PLACE,Q,JQ,TAU,MGT,X

CALL TESTID,DD,DD1,DIVER,F,FP,FPI,INCONV,JCODE,NEQ,NJ,
   NPRINT,QT,TOLDI1,TOLDI2,TOLENE,TOLFORJ

LCNT = LCNT + 1
GO TO 10
END IF

DO 24 I=1,NEQ
   DDI(I) = 0.0D0
CONTINUE

DO 21 I=1,NEQ
   DDPIIJ = 0.0DO
CONTINUE

QI = QI + DQI
CALL UPDATC(DD,JCODE,NJ,NPRINT,X)

IF INPRINT.EQ.3 THEN
   WRITE(6,500) QI,Di(HPORJ
END IF

CALL FORCESIACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,MINC,
   MM,MTYP,NE,NEG,NGAUSS,NPRINT,PLACE,Q,JQ,TAU,MGT,X

IF ITENUM = ITENUM + 1 THEN
   CALL STIFFIAREA,ELENG,EMOD,KFLG,MAXA,MCODE,MINC,MTYP,NE,
      NGAUSS,NKT,NPRINT,PLACE,SKT,TAU,MGT,X
   CALL SOLVE(DD01,Z,O,KSTBL,MAXA,NEGPIV,NEG,QKT,PRT,SKT)
   CALL OUTP(DD01,Z,O,KSTBL,MAXA,NEGPIV,NEG,QKT,PRT,SKT)
END IF

COMPUTE DQI FOR TRIAL EQUILIBRIUM POINT

IF (QI.LE.QIMAX.AND.ITECNT.LE.ITEMAX) THEN
   CALL STIFFIAREA,ELENG,EMOD,KFLG,MAXA,MCODE,MINC,MTYP,NE,
      NGAUSS,NKT,NPRINT,PLACE,SKT,TAU,MGT,X
   CALL SOLVE(DD01,Z,O,KSTBL,MAXA,NEGPIV,NEG,QKT,PRT,SKT)
   CALL OUTP(DD01,Z,O,KSTBL,MAXA,NEGPIV,NEG,QKT,PRT,SKT)\nEND IF

SAVE THE VALUES FOR THE FIRST TRIAL CONFIGURATION

UPDATE THE CONFIGURATION

DO 40 I=1,NEQ
   DDI(I) = DQI
   DDPIIJ = 0.0DO
   DDI(I) = DDI(I) + DDI(I)
   DDP(I) = DDP(I)
CONTINUE

QI = QI + DQI
CALL UPDATC(DD,JCODE,NJ,NPRINT,X)

IF (NPRINT.EQ.3) THEN
   WRITE(6,500) QI,Di(IMPOR)
END IF

CALL FORCESIACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,MINC,
   MM,MTYP,NE,NEG,NGAUSS,NPRINT,PLACE,Q,JQ,TAU,MGT,X

ITERATE ALONG THE NORMAL TO THE CURRENT TANGENT

IF (INCONV.NE.0.AND.IT.LE.ITEMAX) THEN
   CALL UPDATF(NEQ,QT,QI,QP,QT)
END IF

IF (ITENUM.GE.ITEUPD) THEN
   CALL STIFFIAREA,ELENG,EMOD,KFLG,MAXA,MCODE,MINC,MTYP,
      MM,NE,NEG,NGAUSS,NKT,NPRINT,PLACE,SKT,TAU,MGT,X
END IF
ITEMEN=0 END IF

CALL SOLVE(DD1,Z,ITEMEN,KISTBL,MAXA,NEGPIV,NEQ,NKT,NPRINT,Q,SKT)
CALL SOLVE(DD2,F,1,KISTBL,MAXA,NEGPIV,NEQ,NKT,NPRINT,QT,SKT)

APPLY THE CONSTRAINT EQUATION

DQI=-(DOTPRD(DD1,DD2,NEQ))/(DOTPRD(DD1,DD1,NEQ)+1.0D0)

UPDATE THE CONFIGURATION

DO 25 I=1,NEQ
   DD(I)=DD(I)+DD2(I)
   DDI(I)=DD1(I)+DD2(I)
   DDP(I)=DDP(I)+DD2(I)
   DDI(I)=DD1(I)+DD(I)
   DDP(I)=DDP(I)+DD(I)
CONTINUE

CALL UPDATE(DD,JCODE,NJ,NPRINT,X)

CALL FORCES(ACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,
MINC,MN,MTYP,NE,NEQ,NGAUSS,NPRINT,PLACE,Q,QJ,TAU,
MGT,X)

QI=QI+DQI

CALL TEST(D,DD,DD1,DIVER,F,FP,FPI,INCONV,JCODE,NEQ,NJ,
NPRINT,QT,TOLDI1,TOLDI2,TOLENE,TOLFOR)

ITEMEN=ITEMEN+1

IF (NPRINT.EQ.3) THEN
   WRITE (6,600) IT,DI,IMPORJ,INCONV
END IF

GO TO 50

END IF

END IF

CALL RESULT ID,FG,IMPOR,JCODE,MINC,MTYP,NE,NEQ,NJ,NPRINT,
QI,QT,TAU,X)

IF (INCONV.NE.0) THEN
   STOP END IF

RETURN

END

DYNAM USES A DYNAMIC RELAXATION APPROACH TO DETERMINE A TRIAL
CONFIGURATION FOR THE CABLE BASED ON THE CENTRAL DIFFERENCE
METHOD

SUBROUTINE DYNAM(ACT,AREA,DD,DD1,DE,DDE,DIVER,DQI,ELENG,EMOD,
MET,MCODE,MN,MTYP,NE,NEQ,NGAUSS,NJ,NK,T,KFLG,MAT,MCODE,
MINC,MN,MTYP,NE,NEQ,NGAUSS,NJ,NKT,NPRINT,PLACE,Q,QI,QIMAX,QJ,QP,QT,SKT,TAU,TOLDI1,TOLDI2,TOLENE,
INITIALIZE VARIABLES

CALL FORCESIACT,AREA,DD,DDE,ELENG,EMOD,F,FG,MAT,MCODE,
MINC,MN,MTYP,NAT,NE,NEQ,NGAUSS,NPRINT,PLACE,Q,QJ,
TAU,MGT,X)

CALL UPDATFINEQ,Q,QI,QP,QT)

ITERATION FROM THE FIRST LOAD INCREMENT TO QIMAX

IF (QJ.LE.QIMAX) THEN
   INCONV=1
   LNT=0
   MFLG=1
   NREF=1
   DO 10 I=1,NEQ
      QTEMP(I)=QT(I)
      ACP(I)=0.DO
      ZPI=0.DO
      FPI=0.DO
   10 CONTINUE
   IF (INCONV.NE.0 .AND. LNT.LE.LCNT) THEN
      CALL STIFFIAREA,ELENG,EMOD,KFLG,MAXA,MCODE,MINC,MTYP,
NE,NGAUSS,NKT,NPRINT,PLACE,SKT,TAU,HGT,X)
      CALL EIGENIMAXA,NEQ,NPRINT,SKT)
      DO 30 I=1,NEQ
         DO 20 J=I,NEQ
            KHTT=MAXA(J+1)-MAXA(J)-1
            NA=J-KHTT-1
            NB=J-I
            IF (NA.GE.I) THEN
               SS=0.DO
            ELSE
               SS=SKTIMAXA(IJ)+NB)
            END IF
            DMASS(IJ)=DMASS(IJ)+DABSISS)*DUM
            IF I.NE.JJ THEN
               DMASS(JJ)=DMASS(JJ)+DABSISS)*DUM
            END IF
         20 CONTINUE
      MFLG=0
      IF (NPRINT.EQ.3) THEN
         HRITE(6,245)
         HRITE(6,250) (DMASS(I),I=1,NEQ)
      END IF
   END IF
   END IF

COMPUTE CURRENT VELOCITY VECTOR

IF (LNT.EQ.0) THEN
   DO 40 I=1,NEQ
      ZI=DT*(QTEMP(I)-F(I))/(-2.DO*DMASS(I))
   40 CONTINUE
   ELSE
      TEMP1=0.DO
      TEMP2=0.DO
      DO 50 I=1,NEQ
         IF (ZPI(I).EQ.0.DO) THEN
            SL=0.DO
            ELSE
            SL=(F(I)-FPI(I))/(DT*ZPI(I))
         END IF
      50 CONTINUE
      TEMP1=TEMP1+D(I)*D(I)*SL
TEMP2=TEMP2+DIIl*DMASS(I)

CONTINUE

TEMP3=TEMP3/TEMP2

COMPUTE NEW DAMPING COEFFICIENT

IF (TEMP3.LE.0) THEN
  VN=0.DO
ELSE IF (TEMP3.GE.4) THEN
  VN=1.9DO
ELSE
  VN=2*DT*D2SQRT(TEMP3)
END IF

IF (NPRINT.EQ.3) THEN
  WRITE(6,400) VN
END IF

T1=2-VN
T2=2+VN

DO 60 I=1,NEQ
  ZP(I)=Z(I)
  Z(I)=T1*Z(I)/T2+2*DT*(QTEMP(I)-F(I))/(DMASS(I)*T2)
  ACPI(I)=AC(I)
END DO

CONTINUE

COMPUTE NEW DISPLACEMENT VECTOR

DO 70 I=1,NEQ
  DIIl=DII(I)
  DIIl=DII(I)+DT*ZII
  DIII(I)=ACII(I)
END DO

IF (NPRINT.EQ.3) THEN
  WRITE(6,345)
  WRITE(6,350) (D(I),I=1,NEQ)
END IF

IF (LNT.NE.0) THEN
  COMPUTE ERROR MEASURE

  E=0.DO
  DO 80 I=1,NEQ
    DUM2=4.DO*DABSIACII)-DPIIJ)
    IF (DUM2.EQ.0.DO) THEN
      DUM3=0.DO
    ELSE
      DUM3=DT*DT*DABSIACII)-ACPIIJ)/DT
    ENDF
    E=DMAX1,E,DUM3)
  END DO

  IF (E.LT.1.DO) THEN
    UPDATE THE CONFIGURATION AND TEST FOR CONVERGENCE
    CALL UPDATE1DD,JCODE,NJ,NPRINT,X
  END IF

  CALL FORCESACT,AREA,DD,DDE,ELENG,EMOD,F,F1G,MAC,MCODE,
       MINC,MM,MTYP,NN,NEQ,NGAUSS,NPRINT,PLACE,Q,QJ
       TAU,HGT,X
  CALL TESTID,DD,DII,DIVER,F,FPI,INCONV,JCODE,
       NEQ,NJ,NPRINT,QT,TOLD11,TOLD2,TOLENE,TOLF0R

  LNT=LNT+1
  NREF=1
ELSE
  MFLG=1
  NREF=NREF+1
  IF (NREF.GT.10) THEN
    WRITE(6,600)
    STOP
ENDIF
END IF

END IF
END IF
END IF
GO TO 15
END IF

END
DO 32 I=1,NEQ
  FP(I)=F(I)
32 CONTINUE

CALL RESULT(D,FG,IMPOR,JCODE,HINC,MTPN,NEQ,NJ,
$              NPRINT,QI,QT,TAU,X)

IF (INCONV.NE.0) THEN
  WRITE(6,225)
  STOP
END IF

QI=QI+DQI
CALL UPDATF(NEQ,Q,QI,QP,QT)
GO TO 14
END IF

QTRY=NTRY+1

100 FORMAT(' ','DYNAM NUMBER',I3)
200 FORMAT(' ','LCNT =',I3)
225 FORMAT(' ','SOLUTION NOT CONVERGING ******
245 FORMAT(' ','DMASS')
250 FORMAT(' ','(F14.7,2X)')
300 FORMAT(' ','(F14.7,2X)')
345 FORMAT(' ','DISPLACEMENT')
350 FORMAT(' ','(F14.7,2X)')
400 FORMAT(' ','VN=',E10.4)
600 FORMAT(' ',POOR MASS MATRIX ******

RETURN END

C STIFF DETERMINES THE STIFFNESS MATRIX FOR THE SYSTEM, CALLING
EITHER CBL1 OR CBL2 DEPENDING ON THE ELEMENT USED.

SUBROUTINE STIFFIAREA,ELENG,EMOD,KFLG,MAXA,MCODE,HINC,MTPN,
$               NE,NGAUSS,NKT,NPRINT,PLACE,UNITA,UNITB,UNITC)

DO 10 I=1,NKT
  SKTIIJ=0.0DO 10 CONTINUE

IF (IMTYP .EQ. 1) THEN
  C LINEAR ELEMENT
  DO 20 N=1,NE
    CALL CBL1(AREA,ELENG,EMOD,KFLG,HINC,N,NGAUSS,NPRINT,PLACE,UNITA,UNITB,UNITC)
    CALL ASSEMS(MAXA,MCODE,N,PLACE,UNITA,UNITB,UNITC)
  20 CONTINUE
ELSE
  C CURVILINEAR ELEMENT
  DO 30 N=1,NE
    CALL CBL2(AREA,ELENG,EMOD,HINC,N,NGAUSS,NPRINT,PLACE,UNITA,UNITB,UNITC)
    CALL ASSEMS(MAXA,MCODE,N,PLACE,UNITA,UNITB,UNITC)
  30 CONTINUE
END IF

IF (NPRINT.EQ.6) THEN
  WRITE(6,100) (SKT(I),I=1,NKT)
END IF

100 FORMAT(' ','SKT',/','5(E14.7,2X))

RETURN END

C CBL1 (LINEAR ELEMENT)
C CBL1 COMPUTES THE TANGENT STIFFNESS MATRIX, SE, FOR THE LINEAR
ELEMEN N.

SUBROUTINE CBL1(AREA,ELENG,EMOD,KFLG,HINC,N,NGAUSS,NPRINT,PLACE,UNITA,UNITB,UNITC)

IMPLICIT REAL*8(A-H,O-Z)

DIMENSION AREA(*),ELENG(*),EMOD(*),MAXA(*),MCODE(9,*),HINC(3,*),
$               NKT(3,*),PLACE(3,*),UNITA(9,9),UNITB(3,*),UNITC(3,*),X(3,*)

C INITIALIZE GLOBAL STIFFNESS VECTOR
DO 10 I=1,NKT
  SKTI=0.0DDO 10 CONTINUE

10 IF (M TP .EQ. 1) THEN
  C LINEAR ELEMENT
  DO 20 N=1,NE
    CALL CBL1(AREA,ELENG,EMOD,KFLG,HINC,N,NGAUSS,NPRINT,PLACE,UNITA,UNITB,UNITC)
    CALL ASSEMS(MAXA,MCODE,N,PLACE,UNITA,UNITB,UNITC)
  20 CONTINUE
ELSE
  C CURVILINEAR ELEMENT
  DO 30 N=1,NE
    CALL CBL2(AREA,ELENG,EMOD,HINC,N,NGAUSS,NPRINT,PLACE,UNITA,UNITB,UNITC)
    CALL ASSEMS(MAXA,MCODE,N,PLACE,UNITA,UNITB,UNITC)
  30 CONTINUE
END IF

IF (NPRINT.EQ.6) THEN
  WRITE(6,100) (SKTI,I=1,NKT)
END IF

100 FORMAT(' ','SKTI',/','5(E14.7,2X))

RETURN END
C INITIALIZE LOCAL TANGENT STIFFNESS MATRIX, SE ..............
DO 8 I=1,9
DO 5 J=1,9
SE(I,J)=0.000
5 CONTINUE
8 CONTINUE
C COMPUTE LINEAR CONTRIBUTION TO LOCAL TANGENT STIFFNESS MATRIX ...
DO 10 L=1,2
J=MINC(L,N)
XL(L)=X(L,J)
YL(L)=Y(L,J)
ZL(L)=Z(L,J)
IF (N.GT.7) THEN
END IF
10 CONTINUE
TEMPl=XL(2-L-XL(1))
TEMP2=YL(2-L-YL(1))
TEMP3=ZL(2-L-ZL(1))
TEMP4=AREA(N)*EMODINJ/ELENG(N)*3
BL(1)=-TEMPl
BL(2)=-TEMP2
BL(3)=-TEMP3
BL(4)= TEMPl
BL(5)= TEMP2
BL(6)= TEMP3
C DO 30 I=1,6
DO 20 J=1,6
SE(I,J)=SE(I,J)+BL(I)*BL(J)*TEMP4
20 CONTINUE
30 CONTINUE
C COMPUTE THE NONLINEAR CONTRIBUTION (UPPER TRI. ONLY) .........
IF (KFLG .EQ. 0) THEN
DUMl=TAU(1,N)*AREA(N)/ELENG(N)
DO 40 J=1,6
SE(I,J)=SE(I,J)+DUMl
40 CONTINUE
DO 50 J=1,3
SE(J,J+3)=SE(J,J+3)-DUMl
50 CONTINUE
END IF
C IF (NPRINT .EQ. 5) THEN
WRITE(6,100)N
DO 60 I=1,6
WRITE(6,200) (SE(I,J), J=1,6)
60 CONTINUE
END IF
C 100 FORMAT(' ', 'SE MATRIX FOR ELEMENT', I3)
200 FORMAT(' ', 6(E13.7,5X))
C RETURN
END

***********************************************************************
CBL2 (CURVILINEAR ELEMENT)
***********************************************************************
C
CBL2 USES GAUSS QUADRATURE TO COMPUTE THE ELEMENT STIFFNESS MATRIX, SE, FOR A CURVILINEAR ELEMENT. FIRST CALLING SHAPE TO COMPUTE THE MATRICES BL AND BNL, THEN SUMMING CONTRIBUTIONS OF THE LINEAR AND NONLINEAR PARTS INTO SE.

SUBROUTINE CBL2(AREA,ELENG,EMOD,HINC,N,NGAUSS,NPRINT,PLACE,SE, $ TAU,MGT,X)
IMPLICIT REAL*8(A-H,O-Z)
DIMENSION AREA(*),BL(9),BNL(3,9),ELENG(*),EMOD(*),MINC(3,*)
$ PLACE(3,*),SE(9,*),TAU(3,*),MGT(3,*,X(3,*))
C
C IF (NPRINT.EQ.3) THEN
WRITE(6,3) THEN
END IF
C
C INITIALIZE ELEMENT STIFFNESS MATRIX, SE. ......................
DO 8 K=1,9
DO 5 L=1,9
SE(K,L)=0.000
5 CONTINUE
8 CONTINUE
CONTINUE
8 CONTINUE

C START GAUSS QUADRATURE LOOP USING NGAUSS BY NGAUSS RULE. ...........
DO 90 NA = 1, NGAUSS
PR = PLACE(NA, NGAUSS)
C
CALL SHAPE(BL, BNL, ELENG, MINC, N, PR, X)
C
DV1 = WGT(NA, NGAUSS) * AREA(N) * EMOD(N) * ELENG(N) / 2.0D0
DV2 = WGT(NA, NGAUSS) * AREA(N) * TAU(NA, N) * ELENG(N) / 2.0D0
C
COMPUTE THE LINEAR CONTRIBUTION TO SE. .....................
DO 50 I = 1, 9
J = I + 1
SE(I, J) = SE(I, J) + BL(I) * BL(J) * DV1
CONTINUE
50 CONTINUE

C COMPUTE THE NONLINEAR CONTRIBUTION TO SE. ...................
DO 70 J = 1, 3
I = 3 * J
K = L - 1
DO 60 L = 1, 3
M = 3 * L
SE(I, M) = SE(I, M) + BL(M, K) * BL(M, L) * DV2
SE(I, M + 1) = SE(I, M + 1) + BL(M + 1, K) * BL(M + 1, L) * DV2
SE(I, M + 2) = SE(I, M + 2) + BL(M + 2, K) * BL(M + 2, L) * DV2
60 CONTINUE
70 CONTINUE
90 CONTINUE

IF (NPRINT.EQ.5) THEN
WRITE(6, 125)
END IF
DO 102 I = 1, 9
WRITE(6, 150) ( SE(I, J), J = 1, 9)
102 CONTINUE
END IF

100 FORMAT(/' ASSEMS CALLED')
RETURN
END

*******************************************************************************
******************************************************************************
ASSEMS ASSIGN STIFFNESS COEFFICIENTS FROM THE ELEMENT STIFFNESS
MATRIX, SE, OF ELEMENT N TO THE SYSTEM STIFFNESS VECTOR, SKT,
USING MCODE AND MAXA.
*******************************************************************************

SUBROUTINE ASSEMS(MAXA, MCODE, N, SE, SKT, M)
IMPLICIT REAL*8(A-H, O-Z)
DIMENSION SKT(*), MCODE(9, *), SE(9, *), MAXA(*)
C
IF (NPRINT.EQ.3) THEN
WRITE(6, 100)
END IF
C
DO 20 J = 1, M
J = MCODE(JE, N)
IF (J .NE. 0) THEN
DO 10 IE = 1, JE
I = MCODE(IE, N)
IF (I .NE. 0) THEN
K = MAXA(J, I) + J - 1
SKT(K) = SKT(K) + SE(IE, JE)
END IF
10 CONTINUE
END IF
20 CONTINUE

100 FORMAT(/' ASSEMS CALLED')
C
RETURN
END

*******************************************************************************
******************************************************************************
FORCES
*******************************************************************************
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FORCES computes the internal force vector, $F$, for the current displacement by calling ELEMF1 if MTYP = 1 or ELEMF2 if MTYP = 2. In addition, the external force vector, $Q$, is updated at the current configuration by calling either EXTRN1 or EXTRN2.

SUBROUTINE FORCES(ACT, AREA, DD, DDE, ELENG, EMOD, F, FG, MAT, MCODE, MINC, MNN, MTYP, NAT, NE, NEQ, NGAUSS, NPRINT, PLACE, Q, QJ, TAU, HGT, X)

IMPLICIT REAL*8(A-H,O-Z)
DIMENSION ACT(*), AREA(*), DD(*), DDE(*), ELENG(*), EMOD(*), F(*), FG(*), MAT(*), MCODE(*), MINC(*), MNN(*), PLACE(*), Q(*), QJ(*), TAU(*), HGT(*), X(*)

INITIALIZE INTERNAL FORCE VECTOR
DO 10 I=1,NEQ
   F(I)=0.0
10 CONTINUE

IF (MTYP .EQ. 1) THEN
   LINEAR ELEMENT
   DO 20 I=1,NE
      CALL ELEMF1(AREAl, DD, DDE, ELENG, EMOD, F, FG, I, MCODE, MINC, NPRINT, TAU, X)
20 CONTINUE
   IF (NAT .NE. 0) THEN
      CALL EXTRN1(ACT, ELENG, MAT, MCODE, MINC, MN, NAT, NE, NEQ, NPRINT, Q, QJ, X)
   END IF
ELSE
   CURVILINEAR ELEMENT
   DO 30 I=1,NE
      CALL ELEMF2(AREAl, DD, DDE, ELENG, EMOD, F, FG, I, MCODE, MINC, NGAUSS, NPRINT, PLACE, TAU, HGT, X)
30 CONTINUE
   IF (NAT .NE. 0) THEN
      CALL EXTRN2(ACT, ELENG, MAT, MCODE, MINC, MN, NAT, NE, NEQ, NGAUSS, NPRINT, PLACE, Q, QJ, HGT, X)
   END IF
END IF

RETURN
END

**************************************************************
ELEMFL (LINEAR ELEMENT)
**************************************************************

ELEMFL computes the current strain, $\varepsilon$, and Cauchy stress, $\tau$, of element $I$. Then the internal element force, $P$, due to the stress is computed and transformed into the global internal force vector, $F$.

SUBROUTINE ELEMF1(AREA, DD, DDE, ELENG, EMOD, F, FG, I, MCODE, MINC, NPRINT, TAU, X)

IMPLICIT REAL*8(A-H,O-Z)
DIMENSION AREA(*), DD(*), DDE(*), ELENG(*), EMOD(*), F(*), FG(*), MCODE(*), MINC(*), MN, NE, NEQ, NGAUSS, TAU(*), X(*)

FIND LOCAL INCREMENTAL DISPLACEMENTS
DO 10 J=1,6
   L=MCODE(I,J)
   IF (L .NE. 0) THEN
      DDE(J)=DD(I)
   ELSE
      DDE(J)=0.0
   END IF
10 CONTINUE

FIND LOCAL ELEMENT COORDINATES
DO 18 L=1,2
   J=MCODE(I,L)
   XL(L)=X(I,J)
   YL(L)=X(J,2)
   ZL(L)=X(3,J)
18 CONTINUE

EL2=ELENG(I)*ELENG(I)
A=(XL(2)-XL(1))/EL2
B=(YL(2)-YL(1))/EL2
COMPUTE INCREMENTAL STRAIN AND STRESS IN ELEMENT .................

EPS = A*(DDE(4) - DDE(1)) + B*(DDE(5) - DDE(2)) + C*(DDE(6) - DDE(3))

TAU(I,J) = TAU(I,J) + EMOD(I)*EPS

DETERMINE GLOBAL ELEMENT FORCES ...................................

PT = TAU(I,I)*AREA(I)
FG(4,I) = PT*A*ELENG(I)
FG(5,I) = PT*B*ELENG(I)
FG(6,I) = PT*C*ELENG(I)

FG(1,I) = FG(4,I)
FG(2,I) = FG(5,I)
FG(3,I) = FG(6,I)

SUM ELEMENT FORCES INTO SYSTEM INTERNAL FORCE VECTOR ............

DO 20 J=1,6
   L = MCODE(J,J)
   IF (L .NE. 0) THEN
      F(L) = F(L) + FG(J,J)
   END IF
20 CONTINUE

RETURN
END

ELEMF2 USES GAUSSIAN QUADRATURE TO COMPUTE THE CURRENT STRAIN, E.
AND CAUCHY STRESS, TAU, AT THE GAUSS POINTS. FROM THESE
VALUES, THE CURRENT INTERNAL FORCE, FG, IS COMPUTED AND MAPPED
INTO THE GLOBAL INTERNAL FORCE VECTOR, F.

SUBROUTINE ELEMF2(AREA,DD,ELENG,EMOD,F,FG,MCODE,MINC,NGAUSS,
$           NPRINT,PLACE,TAU,HGT,XI)
IMPLICIT REAL*8(A-H,O-Z)
DIMENSION AREA(*),DD(9),ELENG(9),EMOD(*),F(*),FG(*),MCODE(*),PLACE(*),
$           TAU(*),HGT(*),XI(*)

IF (NPRINT.EQ.3) THEN
   WRITE(6,100)
END IF

DO 5 L=1,6
   FG(L,L) = 0.000
5 CONTINUE

FIND LOCAL INCREMENTAL DISPLACEMENTS ..............................

DO 10 J=1,6
   L = MCODE(J,J)
   IF (L .NE. 0) THEN
      DDE(J) = DD(J)
   ELSE
      DDE(J) = 0.000
   END IF
10 CONTINUE

START GAUSS QUADRATURE LOOP ........................................

DO 50 NA=1,NGAUSS
   EPS = 0.000
   PR = PLACE(NA,NGAUSS)

   CALL SHAPE(BL,BNL,ELENG,MINC,PR,XI)

   DV = HGT(NA,NGAUSS)*AREA(I)*ELENG(I)/2.000

   DO 20 J=1,9
      EPS = EPS + BL(J)*DDE(J)
20 CONTINUE

COMPUTE STRESS AT GAUSS POINT ......................................

DO 20 J=1,9
   EPS = EPS + BL(J)*DDE(J)
20 CONTINUE

SUM CONTRIBUTIONS INTO LOCAL FORCE VECTOR ........................

DO 30 J=1,9
   FG(J,J) = FG(J,J) + BL(J)*TAU(NA,J)*DV
30 CONTINUE

SUM ELEMENT FORCES INTO SYSTEM INTERNAL FORCE VECTOR ............

DO 60 J=1,9
   L = MCODE(J,J)
   IF (L .NE. 0) THEN
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C
F(L)=F(L)+F(G,J,I)
END IF
60 CONTINUE
C
100 FORMAT('/'ELEMF2 CALLED')
C
RETURN
END
C-----------------------* EXTRN1 (LINEAR ELEMENT) *-----------------------
C
EXTRN1 COMPUTES THE CONTRIBUTION OF MEMBER ACTIONS TO THE JOINT LOAD VECTOR. MAT(I)=1 IS A UNIFORMLY DISTRIBUTED LOAD ACTING VERTICAL ONLY AND MAT(I)=2 IS A UNIFORMLY DISTRIBUTED FOLLOWER TYPE FORCE.
C
SUBROUTINE EXTRN1(ACT,ELENG,MAT,MCODE,MINC,MN,NAT,NE,NEQ,NPRINT,$
Q,QJ,X)
IMPLICIT REAL*8(A-H,O-Z)
DIMENSION ACT(*),ELENG(*),FF(9),MAT(*),MCODE(9,*),MINC(3,*),$
MN(*),Q(*),QJ(*),X(3,*)
C
IF (NPRINT,EQ.3) THEN
WRITE(*,100)
END IF
C
INITIALIZE EXTERNAL JOINT LOAD VECTOR .........................
DO 10 I=1,NEQ
Q(I)=QJ(I)
10 CONTINUE
C
INITIALIZE ELEMENT NODAL LOAD VECTOR ........................
DO 15 I=1,6
FF(I)=0.000
15 CONTINUE
C
DO 50 I=1,NAT
EL=MN(I)
IF (MAT(I), EQ. 1) THEN
DUM=ACT(I)*ELENG(EL)/2.000
FF(2)=DUM1
FF(5)=DUM1
ELSE IF (MAT(I), EQ. 2) THEN
DO 16 J=1,2
K=MINC(J,EL)
XL(J)=X(K)
ZL(J)=Z(K)
16 CONTINUE
EL=X(L2)-XL(1)
EL3=ZL(2)-ZL(1)
EL3=DSQRT(EL1*EL1+EL3*EL3)
FF(2)=EL3*ACT(I)/2.000
FF(5)=FF(2)
END IF
C
DO 20 J=1,6
L=MCODE(J,EL)
IF (L .NE. 0) THEN
Q(L)=Q(L)+FF(J)
END IF
20 CONTINUE
50 CONTINUE
C
100 FORMAT('/'EXTRN1 CALLED')
C
RETURN
END
C-----------------------* EXTRN2 (CURVILINEAR ELEMENT) *-----------------------
C
EXTRN2 COMPUTES THE CONTRIBUTION OF MEMBER ACTIONS TO THE JOINT LOAD VECTOR. MAT(I)=1 IS A UNIFORMLY DISTRIBUTED LOAD ACTING VERTICAL ONLY AND MAT(I)=2 IS A UNIFORMLY DISTRIBUTED FOLLOWER TYPE FORCE.
C
SUBROUTINE EXTRN2(ACT,ELENG,MAT,MCODE,MINC,MN,NAT,NE,NEQ,NPRINT,$
PLACE,Q,J,QJ,MGT,X)
IMPLICIT REAL*8(A-H,O-Z)
DIMENSION ACT(*),ELENG(*),ETA(3),FF(9),MAT(*),MINC(3,*),$
MCODE(9,*),MN(*),PLACE(3,*),Q(*),QJ(*),MGT(3,*),X(3,*)
C

$ XL(9),YL(9),ZL(9)

C

IF (NPRINT.EQ.3) THEN
  WRITE(6,200)
END IF

C

INITIALIZE EXTERNAL JOINT LOAD VECTOR

DO 10 I=1,NEQ
  Q(I)=Q(J)
  CONTINUE

C

DO 100 I=1,NAT
  EL=MNI(I)
  DO 20 J=1,9
    FF(J)=0.0DO
    CONTINUE

C

IF (MAT(I) .EQ. 1) THEN
  DUM1=ACT(I)*ELENG(EL)
  FF(2)=DUM1*6.0DO
  FF(5)=DUM1*2.0DO/3.0DO
  ELSE IF (MAT(I) .EQ. 2) THEN
DO 30 K=1,3
  J=MINC(K,EL)
  XL(K)=X(1,J)
  ZL(K)=X(3,J)
C
DO 35 K=1,3
  J=MINC(K,EL)
  XL(K)=X(2,J)
  ZL(K)=X(3,J)
C
DO 80 NA=1,NGAUSS
  PR=PLACE(NA,NGAUSS)
  A=PR-0.5DO
  B=-2.0DO*PR
  C=PR+0.5DO
  ETA(1)=(PR+PR-PR)/2.0DO
  ETA(2)=1.0DO-PR*PR
  ETA(3)=(PR+PR+PR)/2.0DO
  DJ11=A*X(1,1)+B*X(2,1)+C*X(3,1)
  DJ12=A*X(1,2)+B*X(2,2)+C*X(3,2)
  DJ21=A*X(1,3)+B*X(2,3)+C*X(3,3)
  DJ22=A*X(1,3)+B*X(2,3)+C*X(3,3)
  DJ23=A*X(1,3)+B*X(2,3)+C*X(3,3)
  DO 40 J=1,3
    M=3*J
    L=M-1
    K=L-1
    FF(K)=FF(K)-ETA(J)*J12*ACT(I)*HGT(NA,NGAUSS)
    FF(L)=FF(L)+ETA(J)*J11*ACT(I)*HGT(NA,NGAUSS)
    FF(M)=FF(M)+1
  CONTINUE
80 CONTINUE

C

DO 90 J=1,9
  L=MCODE(J,EL)
  Q(L)=Q(L)+FF(J)
90 CONTINUE
100 CONTINUE

C

RETURN
END

$ ***************
SOLVE ******************

***************

IF THE STIFFNESS MATRIX HAS BEEN UPDATED (IITEMUM=0) CALL FACTOR,
OBTAIN THE UNBALANCE FORCE, CALL REDUCE AND BACKSUB TO SOLVE THE
SYSTEM OF LINEAR EQUATIONS BY GAUSS ELIMINATION.

SUBROUTINE SOLVE(DD,F,IITEMUM,KSTBL,MAXA,NEGPIV,NEG,NKT,NPRINT,QT,
  $ IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION DD(*),F(*),MAXA(*),QT(*),SKT(*)

C IF (ITENUH.EQ.0) THEN
   CALL FACTOR (KSTBL,MAXA,NEGPIV,NEQ,NPRINT,SKT)
C
C IF (KSTBL.NE.0) THEN
   RETURN
END IF
C
IF (NPRINT.EQ.5) THEN
   WRITE(6,200)
   WRITE(6,300) (SKT(I),I=1,NKT)
END IF
DO 10 I=1,NEQ
   DD(I) = QT(I)-F(I)
10 CONTINUE
C
CALL REDUCE (DD,MAXA,NEQ,SKT)
CALL BACSUB (DD,MAXA,NEQ,SKT)
C
200 FORMAT(/'FACTORED STIFFNESS MATRIX')
300 FORMAT(10,6(5X,D15.7))
C
RETURN
END

--------------------------------------------------------------------------------

FACTOR
--------------------------------------------------------------------------------

SUBROUTINE FACTOR (KSTBL,MAXA,NEGPIV,NEQ,NPRINT,SKT)
IMPLICIT  REAL*8 (A-H,O-Z)
DIMENSION MAXA(*),SKT(*)
C
NEGPIV=0
C
IF (NPRINT.EQ.3) THEN
   WRITE(6,100)
END IF
C
DO 80 N=1,NEQ
   KN=MAXA(N)
   KL=KN+1
   KU=MAXA(N+1)-1
   KH=KU-KL
   IF (KH .LT. 0.000) THEN
      STOP EXECUTION IF A ZERO PIVOT IS DETECTED
   END IF
   IC=0
   KLT=KL
   DO 40 J=1,KH
      IC=IC+1
      KLT=KLT-1
   KD=MAXA(K)
   ND=MAXA(K+1)-KI-1
   IF (ND .LT. 0.000) THEN
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
      WRITE(6,400)
END IF
END IF

IF (NPRINT.EQ.3) THEN
WRITE(*,400) SKT(KN)
END IF

80 CONTINUE

C

100 FORMAT(TIO,'FACTOR CALLED DIAGONALS OF FACTORIZATION:')
200 FORMAT('***** STIFFNESS MATRIX IS NOT POSITIVE DEFINITE *****'/
10,'PIVOT IS ZERO FOR D.O.F. ',I4/)
30 FORMAT(TIO,'NEGATIVE PIVOT ENCOUNTERED IN FACTOR',I5)
400 FORMAT(TIO,D15.7)

C

RETURN
END

C

REDUCE REDUCES THE RIGHT-SIDE LOAD VECTOR.

SUBROUTINE REDUCE (IDD,MAXA,NEQ,SKT)
IMPLICIT REAL*8 IA-H,0-ZJ DIMENSION DD(*),MAXA(*),SKT(*)

DO 20 N=1,NEQ
KL=MAXA(N+1)
KU=MAXA(N+1)-1
KH=KU-KL
IF (KH.GE.0) THEN
K= N
C= 0.D00
DO 10 KK=KL,KU
K=K-1
10 C=C+SKT(K)*DD(K)
DD(N)=DD(N)-C
END IF
20 CONTINUE

RETURN
END

C

PERFORM BACK-SUBSTITUTION TO OBTAIN THE SOLUTION.

SUBROUTINE BACSUB (IDD,MAXA,NEQ,SKT)
IMPLICIT REAL*8 IA-H,0-Zl DIMENSION DD(*),MAXA(*),SKT(*)

DO 10 N=1,NEQ
K=MAXA(N)
DD(N)=DD(N)/SKT(K)
10 CONTINUE
IF (NEQ.EQ.1) RETURN
N=NEQ
DO 30 L=2,NEQ
KL=MAXA(N+1)
KU=MAXA(N+1)-1
KH=KU-KL
IF (KH.GE.0) THEN
K=N
DO 20 KK=KL,KU
K=K-1
DD(K)=DD(K)-SKT(K)*DD(N)
20 CONTINUE
END IF
N=N-1
30 CONTINUE

RETURN
END

C

PERFORM CONVERGENCE TESTS, ASSUME THAT CONVERGENCE IS REACHED,
( SETTING INCONV=0 ) UNTIL IT IS PROVED THE CONTRARY. CALL
ENERGY, UNBALF, DISPL1, DISPL1.

SUBROUTINE TEST(ID,DD,DD1,DIVER,F,FP,FPI,INCONV,JCODE,NEQ,NJ,}$
NPRINT,QT,TOLD11,TOLD12,TOLENE,TOLFOR)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION DJ(*),DD(*),DDI(*),F(*),FP(*),FPI(*),JCODE(*),QT(*)

C INCONV = 0
IF (TOLENE.LE.1.D0) THEN
   CALL ENERGY (DD,DDI,DIVER,FP,FPI,INCONV,NEQ,QT,TOLENE)
END IF

C IF (TOLFOR.LT.1.D0) THEN
   CALL UNBALF (F,FP,INCONV,NEQ,QT,TOLFOR)
END IF

C IF (TOLDI1.LT.1.D0) THEN
   CALL DISPL1 (D,DD,INCONV,NEQ,TOLDI1)
END IF

C IF (TOLDI2.LT.1.D0) THEN
   CALL DISPL2 (D,DD,INCONV,JCODE,NJ,TOLDI2)
END IF

C IF (NPRINT.EQ.3) THEN
   WRITE(6,100) INCONV
END IF

100 FORMAT(/T10,'TEST CALLED'/T15,'INCONV= ',I5)
RETURN
END

******************************************************************************
   ENERGY
******************************************************************************

PERFORM THE ENERGY CONVERGENCE TEST. IF DIVER IS DIFFERENT FROM ZERO. TEST DIVERGENCE.

SUBROUTINE ENERGY (DD,DDI,DIVER,FP,FPI,INCONV,NEQ,QT,TOLENE)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION D(*),DDI(*),F(*),FP(*),FPI(*),QT(*)

WORKP=0.D0
WORKR=0.D0

C INTERNAL ENERGY
DO 10 I=1,NEQ
   WORKI= WORKI + DDI(I)*QT(I)-FPI(I)
   WORKP= WORKP + DDI(I)*QT(I)-FPI(I)
10 CONTINUE

C TEST FOR DIVERGENCE
IF ( DIVER.NE.0 ) THEN
   IF ( WORKI.GT.DIVER*WORKP ) THEN
      WRITE(6,100)
      STOP
   END IF
END IF

C CHECK WITH TOLERANCES
IF ( TOLENE.LT.1.D00 ) THEN
   IF ( WORKI.GT.TOLENE*WORKP ) THEN
      INCONV= INCONV + 1000
   END IF
END IF

100 FORMAT(/T10,'***** ERROR: DIVERGENCE IN ENERGY *****')
RETURN
END

******************************************************************************
   DISPL1
******************************************************************************

PERFORM THE DISPLACEMENT CONVERGENCE TEST USING THE EUCLIDEAN VECTOR NORM OF DISPLACEMENTS.

SUBROUTINE DISPL1 ( D,DD,INCONV,NEQ,TOLDI1 )
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION D(*),DD(*)

DELTAD = 0.D00
TOTALD = 0.D00

C EUCLIDEAN VECTOR NORM OF DISPLACEMENTS
DO 10 I=1,NEQ
   DELTAD = DELTAD + (DDI(I))**2
   TOTALD = TOTALD + (D(I))**2
10 CONTINUE
10 CONTINUE
C CHECK WITH TOLERANCES ........................................
IF ( TOTALD.NE.0 ) THEN
  C = ( DSQRT(DELTA) ) / ( DSQRT(TOTALD) )
IF ( C.GT.TOLDI2 ) THEN
  INCONV = INCONV + 10
END IF
ELSE
  WRITE(6,100)
  STOP
END IF
C 100 FORMAT( ' ERROR: DISPLACEMENTS ARE 0 -DISPL1-' )
C RETURN
END
C
C PERFORM THE DISPLACEMENT CONVERGENCE TEST USING THE INFINITY
C VECTOR NORM OF DISPLACEMENTS
C
C SUBROUTINE DISPL2 ( D,DD,INCONV,JCODE,NJ,TOLDI2 )
SUBROUTINE DISPL2 ( D,DD,INCONV,JCODE,NJ,TOLDI2 )
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION D(*),DD(*),JCODE(*)
C
ROTHAX = 0.00
ROTDDEL = 0.00
TRAMAX = 0.00
TRADEL = 0.00
C INFINITE NORM OF DISPLACEMENTES ................................
DO 20 I=1,3
DO 10 J=1,NJ
  K=JCODE(I,J)
  IF ( K.NE.0 ) THEN
    IF ( I.NE.3 ) THEN
      TRAMAX = DMAX1( DABS( D(K) ),TRAMAX )
      TRADEL = DMAX1( DABS( DD(K) ),TRADEL )
    ELSE
      ROTHAX = DMAX1( DABS( D(K) ),ROTHAX )
      ROTDEL = DMAX1( DABS( DD(K) ),ROTDEL )
    END IF
  END IF
10 CONTINUE
20 CONTINUE
C CHECK WITH TOLERANCES ........................................
C IF ( ROTMAX.EQ.0.000.AND.TRAMAX.EQ.0.000 ) THEN
C WRITE(6,100)
C END IF
C IF ( ROTMAX.NE.0.000 ) THEN
C  ROTAT = ROTDEL/ROTMAX
C  IF ( ROTAT.GT.TOLDI2 ) THEN
C    INCONV = INCONV + 1
C  END IF
C END IF
C IF ( TRAMAX.NE.0.000 ) THEN
C  TRASL = TRADEL/TRAMAX
C  IF ( TRASL.GT.TOLDI2 ) THEN
C    INCONV = INCONV + 1
C  END IF
C END IF
C 100 FORMAT( ' ERROR: DISPLACEMENTS ARE 0 -DISPL2-' )
C RETURN
END
C
C PERFORM A CONVERGENCE TEST FOR THE UNBALANCE FORCE.
C
C SUBROUTINE UNBALF ( F,FP,INCONV,NEQ,QT,TOLFOR )
SUBROUTINE UNBALF ( F,FP,INCONV,NEQ,QT,TOLFOR )
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION F(*),FP(*),QT(*)
C
UNBFI = 0.000
UNBFP = 0.000

C COMPUTE THE UNBALANCE FORCE
DO 10 I = 1, NEQ
  UNBF1 = UNBF1 + (QT(I) - F(I))**2
  UNBF2 = UNBF2 + (QT(I) - FP(I))**2
10 CONTINUE

C CHECK WITH TOLERANCES
IF ( UNBF1 .NE. 0.00 ) THEN
  C = DSGRT(UNBF1) / DSGRT(UNBF2)
  UNCONV = UNCONV + 100
ENDIF
ELSE
  INCONV = INCONV + 100
ENDIF
END IF

C UPDATF
******************************************************************************

C UPDATE THE TOTAL EXTERNAL FORCE VECTOR, QT, MULTIPLYING THE TOTAL
C APPLIED LOAD DISTRIBUTION VECTOR, Q, AND THE LOAD INCREMENT, QI.
C IN ADDITION, ADD IN THE EFFECT OF PERMANENT LOADS, QP.

SUBROUTINE UPDATF ( NEQ, Q, QI, QP, QT )
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION Q(*) , QP(*) , QT(*)

DO 10 I = 1, NEQ
  QT(I) = Q(I) * QI + QP(I)
10 CONTINUE
RETURN END
******************************************************************************

C UPDATC
******************************************************************************

C UPDATC UPDATES THE JOINT COORDINATES, X.

SUBROUTINE UPDATCDD,JCODE,NJ,NPRINT,X)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION DD(*) , JCODE(3,), X(3,*)

DO 20 J = 1, NJ
  DO 10 L = 1, 3
    K = JCODE(L,J)
    IF ( K .NE. 0 ) THEN
      X(L,J) = X(L,J) + DD(K)
    END IF
 10 CONTINUE
20 CONTINUE

RETURN END
******************************************************************************

C DOTPRD
******************************************************************************

C DOTPRD COMPUTES THE DOT PRODUCT OF DOT1 AND DOT2.

FUNCTION DOTPRD(DOT1,DOT2,N)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION DOT1(1),DOT2(1)

DOTPRD = 0.000
DO 10 I = 1, N
  DOTPRD = DOTPRD + DOT1(I) * DOT2(I)
10 CONTINUE
RETURN END
******************************************************************************

C RESULT
******************************************************************************

C INITIALIZE THE JOINT FORCE MATRIX, P, TO ZERO; CALL JOINTF AND
C OUTPUT.

SUBROUTINE RESULTID,FG,IMPOR,JCODE,MINC,MTYP,NE,NEQ,NJ,NPRINT, $ QI, QT, TAU, X)
IMPLICIT REAL*8 (A-H,O-Z)
DIMENSION D(*) , FG(9,*) , JCODE(3,*) , MINC(3,*) , P(3,100) , QT(*)
C

$ TAUI3,X(3*)

DO 20 J=1,NJ
DO 10 I=1,3
P(I,J)=O.DOO
10 CONTINUE
20 CONTINUE

CALL JOINTF ( FG,MINC,MTYP,NE,P )
CALL OUTPUT ( D,IMPOR,JCODE,NE,NEQ,NJ,NPRINT,P,QI,QT,TAU,X )

RETURN
END

C

************ JOINTF ************

ASSIGN THE TOTAL GLOBAL FORCES, FG, TO THE JOINT FORCE MATRIX, P.

SUBROUTINE JOINTF ( FG,MINC,MTYP,NE,P )
IMPLICIT REAL*8 ( A-H,O-Z )
DIMENSION FG(9,*),MINC(3,*),P(3,*)

C

IF (MTYP.EQ.1) THEN
NN=2
ELSE
NN=3
END IF
DO 20 I=1,NE
DO 10 L=1,NN
J=MINC(L,I)
N=3*L
K=N-1
M=K-1
P(1,J) = P(1,J)+FG(1,M,I)
P(2,J) = P(2,J)+FG(2,M,I)
P(3,J) = P(3,J)+FG(3,M,I)
10 CONTINUE
20 CONTINUE

RETURN
END

C

************ OUTPUT ************

ASSIGN THE TOTAL DISPLACEMENTS, D, TO THE CORRESPONDENT JOINT VIA JCODE TO GENERATE THE JOINT DISPLACEMENT MATRIX, DJ.

SUBROUTINE OUTPUT ( D,IMPOR,JCODE,NE,NEQ,NJ,NPRINT,P,QI,QT,TAU,X )
IMPLICIT REAL*8 ( A-H,O-Z )
DIMENSION D(*) ,DJ(3,100) ,JCODE(3,*) ,P(3,*) ,QT(*) ,TAU(3,*) ,X(3,*)

C

DO 20 J=1,NJ
DO 10 I=1,3
DJ(I,J)=O.DOO
K=JCODE(I,J)
IF ( K.NE.0 ) THEN
DJ(I,J)=D(K)
END IF
10 CONTINUE
20 CONTINUE

IF (NPRINT.EQ.1) THEN
WRITE(6,100) QI,DIIMPOR)
END IF

IF ( NPRINT.EQ.2 ) THEN
WRITE(6,200) QI,DIIMPOR)
WRITE(6,700)
DO 25 J=1,NE
WRITE(6,800) J,TAU(1,J)
25 CONTINUE

END IF

IF ( NPRINT.EQ.4 ) THEN
WRITE(6,300) QI
WRITE(6,500)
DO 40 J=1,NJ
WRITE(6,600) J,(DJ(I,J),I=1,3)
40 CONTINUE
WRITE(6,900)
DO 60 J=1,NJ
60 CONTINUE
SUBROUTINE SHAPE IBL, BNL, ELENG, MINC, N, PR, X

IMPLICIT REAL*8(A-H,O-Z)
DIMENSION B(19), BNL(13, 9), ELENG(1), HINC(3), X(19), Y(19), Z(19)

IF (INPRINT.EQ.3) THEN
   WRITE(6,100)
END IF

C FIND NODAL COORDINATES OF ELEMENT N.
DO 10 L = 1, 3
   J = MINC(L, N)
   X(L) = X(J, 1)
   Y(L) = X(J, 2)
   Z(L) = X(J, 3)
10 CONTINUE

DETJAC = ELENG(N) / 2.000
A = (2.000*PR + 1.000) / (2.000*DETJAC)
B = -2.000*PR / DETJAC
C = (2.000*PR + 1.000) / (2.000*DETJAC)

TEMP1 = A*X(1, 1) + B*X(1, 2) + C*X(1, 3)
TEMP2 = A*Y(1, 1) + B*Y(1, 2) + C*Y(1, 3)
TEMP3 = A*Z(1, 1) + B*Z(1, 2) + C*Z(1, 3)

C COMPUTE BL OF ELEMENT N.
BL(1) = A*TEMP1
BL(2) = A*TEMP2
BL(3) = A*TEMP3
BL(4) = B*TEMP1
BL(5) = B*TEMP2
BL(6) = B*TEMP3
BL(7) = C*TEMP1
BL(8) = C*TEMP2
BL(9) = C*TEMP3

C COMPUTE BNL OF ELEMENT N.
BNL(1, 1) = A
BNL(1, 2) = B
BNL(1, 3) = C
BNL(2, 1) = A
BNL(2, 2) = B
BNL(2, 3) = C
BNL(3, 1) = A
BNL(3, 2) = B
BNL(3, 3) = C

RETURN
END

WRITE(6,600) J, (P(I,J), I=1,3)
60 CONTINUE

C 100 FORMAT (', F13.7/', F14.8)
200 FORMAT (T10, 'QI EQUILIB = ', F17.9, ' D EQUILIB = ', F17.9)
300 FORMAT ('-', 80(' '), '/T10, 'QI = ', F15.7)
500 FORMAT ('/', T10, 'GLOBAL JOINT DISPLACEMENTS', T10, 'JOINT', 6X,
       '1-DIRECTION', 6X, '2-DIRECTION', 6X, '3-DIRECTION')
600 FORMAT (T10, I3, 2X, F17.9)
700 FORMAT ('/', T10, 'STRESSES IN ELEMENTS: ', T10, 'JOINT', 7X, '1-DIRECTION', 8X,
       '2-DIRECTION', 8X, '3-DIRECTION')
800 FORMAT ('/', T10, 'JOINT FORCES: ', T10, 'JOINT', 7X, '1-DIRECTION', 8X,
       '2-DIRECTION', 8X, '3-DIRECTION')

RETURN END
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