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Abstract: In the last decade, a transition in research design and methodology is identified in social research methodology; however, the high entry threshold (i.e., technical knowledge) to utilize computational methods and the ethical concerns seem to slow down the process. A possible way out is that social sciences collaborate with computational or data scientists in interdisciplinary research projects to rely on each other’s skills and to develop jointly accepted ethical principles. In this exploratory study, we collected data from researchers with a variety of academic backgrounds to find out their views of interdisciplinary projects and related methodological or ethical issues. Our findings derived from one-on-one interviews (n = 22) reinforce the importance of interdisciplinary collaboration and highlight the significance of “interpreters,” i.e., individuals able to communicate with and connect various areas of science, education, and academic institutions’ role in enhancing interdisciplinary collaborations of sciences. Additional concerns of participants emerged in terms of research methodology applied in the digital world (i.e., data
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1. **Introduction**

As society is increasingly digitized, the number of interconnected users grows year by year (ITU, 2019). Citizens use social media networks and the personal and business services of these with increasing regularity (Digital, 2020). The role of sociologists in this situation is twofold. On the one hand, they must follow and analyze the latest processes in society, and on the other, they must explore the future trends of societal problems. Social science can only make use of the opportunities of digitization “if they are capable of renewing their research methodology while maintaining their critical reflection” (Németh & Barna, 2019, p. 121). This self-reflexion is a prerequisite of the adaptation of digital methods to rethink sampling procedures and the interpretation of data (boyd & Crawford, 2012; Karpf, 2012) to strike a bridge between the strict research ethics rules of social sciences and the ad hoc approach of data science, and develop these further (Salganik, 2018). It also represents a challenge to acquire the technical expertise required for applying data science methods, for which reason social scientists typically conduct research involving large data sets in interdisciplinary cooperation (Metzler et al., 2016). Teamwork involving multiple disciplines is increasingly emphasized in research, education, and policy (Guimaraes et al., 2019; Hadorn et al., 2008; Heinzmann et al., 2019; Schmalz et al., 2019). Choi and Pak (2006) used the words additive, interactive, and holistic to define multiple disciplines’ collaborative efforts. Collaboration can be multi-, inter-, and transdisciplinary, according to varying degrees and levels of collaboration: “Multidisciplinarity draws on knowledge from different disciplines, it stays within their boundaries. Interdisciplinarity analyses, synthesizes, and harmonizes links between disciplines into a coordinated and coherent whole. Transdisciplinarity integrates the natural, social, and health sciences in a humanities context, and transcends their traditional boundaries.” (Choi & Pak, 2006, p. 1). Since our research explored the intersections of social and data sciences, “interdisciplinarity” and “transdisciplinarity” are used interchangeably in this paper. For our research, we wish not to make a strict distinction between the two since we suggest an integrated approach involving social and data sciences in the humanities context, not excluding other natural sciences from the collaboration. In the paper, we also use “multiple disciplinarity,” an umbrella term suggested by Choi and Pak (2006) that conceives all three concepts and provides different perspectives on problems and offers comprehensive services.

In this study, we explored the possibilities and obstacles of cultivating social science based on collaboration by teaming with data sciences in research projects. In addition, we examined the willingness and tendencies of researchers to use methods in the intersection of social and data sciences to study digital social life and tools capable of collecting digital footprints. Our purpose was to serve the development of social science research by formulating questions about the adaptation of digital methodological tools, uncovering the methodological pitfalls of using digital transactional data, and identifying the questions of research ethics in the digital era.

2. **Theoretical background**

2.1. **The digitalization of social life as a subject of research**

The research of the digital landscape of the 21st century has new opportunities in store for social scientists. Social media websites, video sharing sites, online games, and immersive worlds have become places where young people socialize (Ito et al., 2008). The digital world created new opportunities for the Y and Z generations to learn and practice social norms and behavioral patterns, to find areas of interest, acquire new skills, experiment with new forms of self-
expression, test their independence, and set out on their journey to adulthood (Sparks & Honey, 2014). Socialization in the digital age challenges families to handle the risks accompanying the above-mentioned opportunities (Livingstone & Blum-Ross, 2020). Digital platforms also represent domain for adults to realize their professional and private goals for self-development and entertainment (Madden, 2010; Villanti, 2017). The mass presence of users in the digital space enables sociology, anthropology, philosophy, criminology and other social sciences to examine human behavior and societal phenomena.

The continued digitization of society required a research approach with interdisciplinary foundations capable of integrating social sciences and information technology knowledge (Loader & Dutton, 2012). We can find examples of computer science and social sciences working together from ethnographic field study (Goulden et al., 2016) through cyber criminology (Lavorgna, 2021) to research on cybersecurity (Jacob et al., 2019). Computational Social Science and Social Computing came to scene as adequate fields of blending the knowledge of computer and social sciences. The former area relies on the cooperation of two sciences: while social scientists lay the foundations for the collaboration by providing the context required for interpretation, the methodological approach and research questions, statisticians and IT experts have the knowledge of mathematical modeling, calculation tools and collecting data sources. In contrast, social computing deals with the interaction of people with computer systems. Researchers in this field are looking for answers to questions such as why and how users generate content and how they are aided in this by the design and development of systems (Mason et al., 2014). The overlap of these two areas has already led to a possible fusion: Evans (2020) proposed to reimagine Computational Social Science as Social Computing, based on “recognizing societies as emergent computers of more or less collective intelligence, innovation and flourishing” (Evans, 2020, p. 1). We assume that social scientists know and use the tools of Computational Social Science and/or Social Computing. Yet, we still find relatively few examples for the cooperation of social sciences and IT to develop research methodology tools. Golder and Macy (2014) said that the “virtual laboratory” created by online communication in social media can only be researched in possession of complementary technical skills, which extend to the collection, storage, manipulation (systematic organization), analysis, interpretation and validation of data.

2.2. Digital footprints as assessment opportunities
As Salganik said, “Researchers are in the process of making a change akin to the transition from photography to cinematography” (Salganik, 2018, p. 5). This transition needs time and requires an innovative mindset of the researchers. There is an emerging trend (Zyoud et al., 2018) for using user data readily available in social media and adapting data mining and automated analytical tools to understand the latest societal phenomena and explore future challenges in society. According to Savage and Burrows (2007), web-based transaction data may show the way out of the “empirical crisis” of sociology (Savage & Burrows, 2007, 2009) caused by the hollowing out of the traditional research methods of social sciences in the digital world. Commercial sociology may represent a new lease of life for sociological research (Burrows & Savage, 2014), i.e., behavioral research based on big data developed by for-profit companies for market research and focusing on digital user communication. Commercial sociology uses traditional social research methods but adjusts those radically to web-based transactional data, i.e., the nature of large transactional databases generated as a by-product during the use of public, industrial or digital services (Savage & Burrows, 2007). Starting with the emergence of web 2.0 and social media, users no longer generate datasets by using services but continuously communicating and producing their own content (Burrows & Savage, 2014). Osborne et al. (2008) go as far as saying that the statisticians, journalists, economists, educators, communication analysts, activists, and policymakers, who make use of the digital capital and systematically analyze digital data, using a combination of research methods, do better social research than professional sociologists, who only use the acknowledged (or pre-digital) scientific methods of sociology (Osborne et al., 2008). According to Burrows and Savage (2014), this list should also include data scientists beginning 2013, since that
was the first year when according to Google Trends, there were more searches for “data scientist” than “statistician” (Burrows & Savage, 2014; McKie & Ryan, 2012).

2.3. The increasing difficulties of conventional assessment

Although the digitization of society made data collection simpler in many aspects (online survey tools, rapid data processing, cheap data storage) (Tourangeau, 2004), there have been numerous arguments against the use of web-based data for social sciences. Specific authors (e.g., Golder & Macy, 2014; Uprichard, 2012) considered the historic nature of web-based data, i.e., the fact that they are only suitable for assessing a snapshot in time (this is what Erickson called “persistent conversations”, Erickson, 1999); whether the data used are ideal for estimating future trends does not only depend on methodology but also the nature of data sources. According to Golder and Macy (2014), the results of network analyses are difficult to interpret due to potential distortions, since what and how many other persons participants consider as members of their network greatly depends on how the questions are formulated (see also: Butts, 2009). We face a similar dilemma when deciding where the users’ sampling threshold to be involved should lie (Preece & Shneiderman, 2009). Researchers also face the challenges of generalizing online behavior since online interactions differ from offline ones (Golder & Macy, 2014). Tinati et al. (2013) saw in digital communities a heterogeneous, uneven, constantly changing, and intangible global stream of humans, information, objects, money, images, and at the same time risks, which would also demand that we rethink how we interpret sampling procedures and results (boyd & Crawford, 2012; Karpf, 2012).

One of the problems is the validity of data appearing on digital platforms. The online data mass does not represent the diversity of society (platform bias: Ruths & Pfeffer, 2014). The distortion related to the nature of the platform arises from the preferences of the persons visiting it and, understandably, determines the answers received on the platform. Popular culture is no longer homogeneous due to the diversity of the internet. It is a rather fragmented and colorful culture, segmented by the advertisers of online platforms and programmers, who direct users into various “lifestyle clusters” (Weiss, 2000). Sampling bias is a common phenomenon in online sociology research; it occurs if a researcher uses only one platform to collect data (Tufekci, 2014). The concept of data availability bias (Ruths & Pfeffer, 2014) is related to this and means that we can only use the data of registered, communicating users on the given platform. Another problem is data authenticity: although data may be distorted even collected by a paper-based questionnaire, the image displayed in social media may be oblique in many more ways (Xiang et al., 2018). Survey fatigue, i.e., the validity problem caused by the loss of interest of users, results from the fact that technology has made online opinion polls easier and cheaper (Massey & Tourangeau, 2013). Several researchers discussed the methodological and ethical concerns regarding big data (Frické, 2015; Massey & Tourangeau, 2013; Ruths & Pfeffer, 2014), for which, however, there is no general solution.

Research ethics should be given even more attention in the case of big data analyses: the social science approach based on strict rules and the data science’s ad hoc approach has to be developed further into a principle-driven solution, where observing such fundamental ethical principles as the respect of individuals, the principle of beneficence and fairness, and the respect of the law and public interests is a priority (Salganik, 2018).

At the same time, it is challenging to enforce ethical norms in the digital research space, where large amounts of data are available. Users did not initially upload their data—or joined an online community—to participate in research. Users can be participants in research projects and may make their data available for analysis without recognizing that they agreed to this by joining a digital community or downloading an application. Digital data is itself a commodity. Data capitalism (Mayer-Schönberger & Ramge, 2018; Sadowski, 2019) is a new driving force of the economy in the era of big data when the traditional function of money as an asset is replaced by user data uploaded to digital platforms. Surveillance capitalism (Zuboff, 2019) is
only one step forward from this. It arose from data capitalism, and its goal is to observe and analyze user data by data oligarchs as Google, Facebook, Amazon, or the Chinese company Baidu. Tech giants glean user data and use it for their economic purposes (see also: platform capitalism: Srnicek, 2017). One such goal, in particular, is predicting or influencing consumer behavior. Total surveillance, the concept on which Jeremy Bentham based his idea of the modern prison, Panopticon (Bentham, [1813] 2008), and about which Foucault said that mass media is a perfect instrument for influencing behavior (Foucault, [1975] 1995), has reached its peak in the internet era with the data collection, data harvesting, and data mining activity of digital platforms (Parti, 2008). Although Bentham’s surveillance concept only tackled monitoring of prison inmates, where prisoners were watched knowingly and directly by a human being (the guard positioned in the center of the Panopticon, the modern prison), Foucault’s surveillance concept, in the dawn of television as mass medium, criticizes mass media for dispossessing viewers of free thinking entirely by penetrating homes every night through the evening news, where viewers do not even know that they are “controlled.” Overall, early philosophical studies (for an overview, see Anders, 1956) already suggest a grim picture of mass media, positing that, with information society coming into age, surveillance is getting voluntary (by simply using social media), and highly manipulative of desires, realities, and behaviors of users. This original concept has just become more articulated in the age of the internet and social media (e.g., Zuboff, 2019).

A further problem is the scientific grant system, which only supports interdisciplinary collaboration involving humanities in rare, exceptional cases. Although interdisciplinarity may shed light on the critical societal and economic impacts and the mechanisms of digitization, social scientists can only collaborate with related humanities (such as philosophy, education, and communication science, history, archaeology, and tourism), as the grants intended to encourage cooperation between different sciences are announced for other sciences (Khan et al., 2019). The findings of scientific research are best published at conferences and academic journals for two reasons: to promote the evaluation, replication, and further development of the results, and also because the academic promotion and tenure system reward such publications. However, journal editors and reviewers may reject studies merely because they present unusual findings or are realized as uncommon cooperation between disciplines. This phenomenon is called science-metrics gatekeeping, the existence of which is supported by empirical data mainly in the field of medical publications (Siler et al., 2015), but the phenomenon is widely and long known, also in the field of social sciences (Gieryn, 1983; Lindsey, 1988; Peters & Ceci, 1982). The concept of gatekeeping appears in our study concerning interdisciplinary collaborations.

The novel, computer-aided analysis (machine learning, sentiment analysis, topic modeling) of data available on digital platforms may involve another, separate set of problems in the context of analyzing data for the purpose of social science, which we do not describe in detail here (for a summary analysis see Golder & Macy, 2014). All in all, computerized analytical methods have not spread widely in social sciences because—since they are atheoretical applications—predicting linguistic observations has greater value for them than assessments based on conventional, theory-based hypothesis testing (Golder & Macy, 2014).

2.4. The links between open science and IT development
The transparency and reproducibility of scientific knowledge are characteristics of scientific research, which academic journals increasingly require. Still, we know of very few research projects where the available documentation covers everything from the idea to the raw data through results (Toelch & Ostwald, 2018). Womack (2015) believes that only 13% of published studies contain raw data, and even less contain the codes needed to analyze the data (Morin et al., 2012). This may have several reasons, such as data privacy regulations, pending patents, lack of technical know-how, or platform capitalism itself (Srnicek, 2017). Platform capitalism means that the sharing economy also called gig economy makes use of the digitization of communication and tries to generate profit by collecting and selling user data. The majority
of user data of online platforms is in the hands of private companies, which only allow restricted access to the data. The lack of transparency, however, limits not only accessibility but also reproducibility. This prompted academic journals (Stoddent et al., 2013) and research financing agencies (Baker, 2016a; Collins & Tabak, 2014) to introduce strict rules for publishing hypotheses, data, and analytical processes, collectively referred to as open science. Open science increases the accessibility of research: studies accessible free of charge (without a subscription) are more often cited, in particular, if they also publish raw data and codes. According to a report published by the European Union in 2017 (O’Carrol et al., 2017), there is a great need for education that extends to the practice of open science, but little such educational effort is known so far (Schmidt et al., 2016; Teal et al., 2015). Authors of scientific publications have also become aware of the reproducibility crisis: according to a 2016 survey of Nature, 90% of the authors of scientific publications think the crisis has become significant (Baker, 2016b, 452).

Our research aimed to identify the obstacles in interdisciplinary research collaborations in the intersection of social sciences and data science. Although many studies are dealing with the impact of big data on sociology, they do so in a purely theoretical manner. Our project is novel because we directly asked those involved about the opportunities of using big data for social sciences while throwing some light on the concerns and preferences related to allowing data capitalism in sociology. In the following, we conceptualize interdisciplinarity, describe our sample and methodology, introduce our findings, and then interpret them. Finally, we provide a summary of the conclusions of the study important for interdisciplinary collaborations.

3. Methods
Our exploratory research was based on expert interviews, which were aimed at an in-depth exploration of the willingness of social and data sciences teaming up in interdisciplinary teams. We also conducted an online survey based on purposive sampling, where we tried to assess which digital data-oriented research methods and tools (e.g., data analysis software) are being used by social scientists. Although the survey results are not included in this study due to the small sample size, we consider it important to present our full research design in the Methods section. The research plan was approved by the Institutional Review Board of Virginia Tech under #19-882.

3.1. Survey
We asked professionals working in the field of social research about the following in an online questionnaire (survey): (1) What data collection approaches and methods they used based on SAGE’s research methodology map, which is a comprehensive collection of research designs and methods utilized in contemporary social sciences (SAGE, n.d.); (2) What are the research methodology tools they used; (3) What digital tools and software they used to analyze the results; and (4) What significance inter- and transdisciplinarity have in today’s social research.

We disseminated the questionnaire online, through the following public channels and professional forums of LinkedIn and Facebook: LinkedIn Research Methodology group, LinkedIn Criminal Law, Criminology and Cybercrime community, LinkedIn Research Methods and Data Science community, LinkedIn Qualitative Research Using Social Media, LinkedIn Social Innovation Research, Socio-economic Sciences and Humanities, LinkedIn Applied Sociology, LinkedIn American Society of Criminology Group, LinkedIn Law Enforcement Crime Center, LinkedIn Research Methodology, Facebook Qualitative Research Group, Facebook Research Scholars Group, Facebook Data Science. We also sent targeted emails to mailing lists of professionals, such as the Cybercrime and Women & Crime1 working groups of the European and the American Society of Criminology, and the mailing list of the American Society of Sociology. We also disseminated the questionnaire through personal contact, e.g., at Virginia Tech’s Data and Decision conference and the in-person conferences of the American Society of Criminology in November 2019. The questionnaire could be filled in between 1 November 2019, and 31 December 2020. Participants could join from all over the world, the only prerequisites being 18 years of age or more, command of the English language, and
professional involvement in social science research at an academic level which were indicated in specific questions. Despite considerable efforts for dissemination, as a result of which 813,131 potential participants received the questionnaire, only 126 filled it out. After filtering out incomplete items, we could include only the answers of 84 participants in the analysis. This sample size does not allow us to include the survey results in this study.

3.2. Expert interviews
We approached those participants who provided their email addresses on the questionnaire and thereby agreed to be interviewed as experts. We also reached out to social researchers and data scientists with research intersecting data science and social sciences, working at universities in the United Kingdom and the United States. Our aim with the interviews was to (1) gain a deeper insight into the characteristics of social research methods applied in the digital world and (2) the possibilities and obstacles of their use. In order to obtain this information, we composed a semi-structured interview guideline, which also let us ask specific questions related to the field of study or methodological approach of the particular interviewee. Seventeen participants who filled in the questionnaire let us know that they would do an expert interview, but we managed to interview only 5 of them. In addition, we conducted 17 expert interviews with researchers in the field of social and data science using purposive sampling. In sum, we conducted 22 interviews. Interview participants had degrees from various fields, such as in criminology, criminal law, criminal justice, philosophy, psychology, anthropology, computing science, computational social science, biological engineering, business analytics, and mathematics. Since we have disseminated the online survey tool mostly on conferences and online platforms for researchers of crime, criminology, and crime science, it is not surprising that most of the interview participants had research related to these areas. Consequently, and also a limitation, our results should be interpreted with caution as they mainly reflect ideas from these particular sciences. Most of the interviews took place online due to the global pandemic or the interview participants’ remote location (17 interviews). We transcribed the audio recordings of the interviews with the speech-to-text transcription solution of otter.ai. Team members coded all interviews separately, and then all interviews were matched for code differences. The research team used Atlas.ti cloud version for coding; thus, the process of code matching had been performed online, in the cloud, by team members discussing discrepancies and deciding about recoding differently coded text segments (Armstrong et al., 1997; Bryman & Burgess, 1994) upon need. We identified 44 codes in the interviews, but we only mention the most important of these codes in this study. The interviews were conducted in English. Findings are supported throughout the study by interview excerpts.

4. Results

4.1. Educational challenges
When we asked participants about their willingness to create interdisciplinary research teams and applying methodologies and tools for data harvesting and the study of digital lifestyles, one of the most clearly identifiable observations of the participants was related to education. Only a marginal number of social sciences curricula currently contain modules, which provide guidance for navigating the complexities of the digital, data-based approach, digital sampling, data recording and analysis. The fact that higher education is slow to catch on with digital developments also shows in the preparedness of social sciences. When social scientists do not make use of the opportunities in the digital world, it is not the attitude of the scientists that is to blame, but rather the lack of relevant training and preparedness. In countries where the education of social sciences does not contain a sufficient number of classes in research methodology for digital platforms, students will graduate without being able to use these methods or without knowing the opportunities on digital platforms, such as social media research, data mining or mass collaboration.

Understanding an IT and programming-based approach and sampling represents a significant challenge for social scientists educated in traditional methodology used in offline, pre-digital environments. Problems primarily arise concerning planning and data collecting since the
experiment-based planning used on digital platforms limits the representativeness of data and the reliability and transparency of the research. While the mathematical approach involves purely logical analysis, social science relies on context. However, this does not mean that the digital approach and sampling cannot, by definition, be acceptable for social sciences, only that compared to the ad hoc nature of data science, social science is overly rigorous as regards planning and sampling.

“The rigor of data collection that social scientists apply is difficult to translate to the digital age.” (Participant #6)

“The verbal rigor is much more developed in social sciences in general than it is in computer science. We [in computer science] are much more ad hoc.” (Participant #16)

4.2. The need for “interpreters”

Additional problems attribute to the difficulties of cooperation between sciences. Representatives of data sciences and social sciences were socialized in very different research environments and use different terminology. As recommended by interview participants, transdisciplinary research groups can only work successfully with the help of “liaison officers” or “interpreters,” capable of transdisciplinary conceptualization and can translate the various concepts and terminology to the language of the others.

“It’s very hard for a researcher to have all of the skills in practicing different methods. It’s also really hard to assemble a team of people who have different skills and also good at talking to each other. And you sort of have to do one or the other. Either I have to be able to do statistics and philosophy and a systematic review […] or I have to find other people who want to collaborate on that project, and we have to be able to talk past disciplinary boundaries.” (Participant #7)

“There are difficulties along the way because these are two very separate disciplines. And there has to be a translator between them to facilitate that communication … but because they don’t understand each other, the collaboration terminates itself at some point.” (Participant #14)

4.3. Academic gatekeeping

At the same time, scientific cooperation should be transdisciplinary rather than interdisciplinary. Since computer science is not sufficient to establish causality, it is the analytical approach of mathematicians that is suited for the purpose. This gives rise to further complications, which could only be resolved if rigid university structures are bypassed. However, university departments prefer research methods, accepted by the given science, tried, tested, and based on doctrines. It is also a prerequisite of obtaining a doctorate to prove that they can apply the accepted methods and produce results using them relevant to science, based on a conventional, accepted methodology. Another obstacle in inter- and transdisciplinarity is the gatekeeping activity of scientific publication outlets, which do not let methods diverging from doctrines pass. Scientific publication outlets tend to reject analyses that test known theories in an unconventional (digital) environment, with unconventional methods (data mining, mass collaboration).

“A transdisciplinary approach is one of those things that everyone endorses, and almost no one does. … Universities remain set up in disciplines […]. Journals remain set up in disciplines … you know, the Journal of Psychology, the Journal of Geography and research councils … as set up in disciplines and we’ve applied for grants, and we’ve been told it’s not social science enough.” (Participant #11)

“I don’t think academia values this collaboration. They say they do. But actually, fellow reviewers at conferences or journals make it difficult to get to perceive interdisciplinary research the same quality as single-discipline research.” (Participant #6)
4.4. Digital data reliability
If we meet the requirement of precision for the methodology, data reliability still remains a question. The validity of results is at risk due to the lack of reliable data. The members of online communities may present an image of themselves on digital platforms different to reality, which casts doubt on the truthfulness of the results, the quality of data, and the general applicability of the findings.

“If you’re going to deal with a database using digital platforms to collect data, the quality of data is crucial because if you fail with the quality of data, you are failing with the conclusion.” (Participant #4)

“One of the problems with these datasets in comparison to traditional social science methods is we know very little about the sample.” (Participant #11)

“When you’re developing a questionnaire, you do all these tests of validity. Whereas here, it’s like, oh, there’s this data set. I think it represents this. But it is vital to understand what that data represents.” (Participant #13)

“Big data has really provided us with many challenges, computing challenges because there’s so much data but actually … getting it integrated in ways that allow for analysis is really challenging.” (Participant #19)

4.5. Ethical challenges
In addition to the reliability of data, the question of ethical research also arises on digital platforms. Is it ethical to collect data on a platform where users do not know that the data they publish for public access will also be used for research purposes? Has the user automatically agreed to participate in the research by registering on the given online platform? Is it ethical to link various databases, which do not contain personal data, but user identity can be established from the combined data? Is it ethical to use data mining in crime prevention projects where citizens were not informed that they would participate in such a project? The question of data capitalism and surveillance capitalism also arises concerning research ethics.

“Should we actually understand humans better than they understand themselves? Should we have access to so much data about an individual?” (Participant #12)

Digital data collection has its pitfalls, although it is more convenient in many ways than data collection based on conventional social science sampling. Data on digital platforms (e.g., social media) are not uploaded by users for specific envisaged research. We do not know precisely how behavior-influencing mechanisms work, what influences—messages, personalized advertising, nudges, and triggers—users were exposed to, which prompted them to make the given decision. Social scientists cannot factor all these underlying processes into the analysis formula, so research planning cannot be precise. It is impossible to select an analytical method suited for the characteristics of the data. One interview participant used the example of decision processes in cyberattacks based on social engineering to illustrate the complexity of thought processes scientists need to understand. However, user data alone do not allow for drawing too sophisticated deductions about how the actual cyberattack happened.

“How do we formulate questions that capture the mental decision process that people using technology go through when faced with social engineered cyber-attacks?” (Participant #2)

“I think the challenge is to make sure that people really understand the data they’re using, and any particular shortfalls within it, and the potential for biases within the data.” (Participant #15)

4.6. Challenges of open science
Although the publication of data and databases promotes the verifiability, transparency, and reproducibility of scientific findings, it also raises ethical questions. The sharing of codes and codebooks developed by scientists increases transparency and reproducibility of results and
provides an opportunity for the continued development of open-source software used for scientific data analysis.

“I think there is really an overdue change in the field to the use of open-source software, and have reproducible, basically script-based software. Not only because there is a lot more, in some cases, more sophisticated work to be done, but also because they provide more rigor and reproducibility.” (Participant #8)

Transparency is a prerequisite of reproducibility and reliability and may promote cooperation between scientists. There are numerous good practices for achieving transparency, such as the publicly accessible publication databases of scientific journals (e.g., the COVID databases created during the pandemic) or institutional research seminars. However, the crisis in academic trust is still preventing cooperative processes, according to interview participants.

“I think the key in legitimizing science is how much trust we can place in published findings. On the one hand we have to trust that the data has been processed in the correct way and that the person has not made an error in the process of performing analysis on the other. These are the kinds of things which lead to a reproducibility crisis.” (Participant #8)

“A drive towards transparency and research. One thing to achieve this is running a seminar series on open research and moving people towards open tools to understand open science. And yeah, pushing that transparency and clarity.” (Participant #15)

Transparency is an essential criterion of future social research: research using new methods or combining known ones in new ways will be seen as legitimate and an example to follow if the findings are verifiable and reproducible.

“People need to be more cognizant of their metadata. People need to be a lot more transparent about what exactly they’re doing to their data, so that it can be more replicable across the board. Those data, any data and metadata should be published with the article, much like in the hard sciences.” (Participant #17)

5. Discussion
In this research, we explored scientists’ attitudes towards social research methods for the exploration of digital footprints, and data harvesting, during one-on-one interviews (n = 22). The goal was to map scientists’ willingness to work together in interdisciplinary teams and map the obstacles of interdisciplinary collaboration. Although several sciences are dealing with the impact of data capitalism and big data on sociology on a theoretical level, our project fills a gap in that we asked scientists to tell us what they think about the points of connection between social and data science and the obstacles of their cooperation.

The continued digitization of society and the changes in response to the pandemic are putting pressure on social researchers and force them to adapt and digitize rapidly. The digitization of social sciences more than ever requires interdisciplinary planning and a preference for methodologies, sampling, data collection tools, and online dissemination techniques suitable for digital platforms. This makes it necessary to develop ethical guidelines and practices, which take big data and social media characteristics and the challenges these pose into account. Representative sampling is one such challenge in the digital space, as is the analysis of digital data based on a rigorous methodology, highlighting causal links, and respecting the privacy of the research subjects.

All this requires a contribution of data sciences, since social scientists, no matter how open to computer programming and mathematical analysis, will not by themselves be able to cope with the above hurdles while remaining competitive in the ever-powerful market of data capitalism (Mayer-Schönberger & Ramge, 2018; Sadowski, 2019). Scientific collaborations play an essential role in this process. Thus, the theory-oriented social sciences approach is to be coupled with data
sciences’ digital tool (application, software) developer approach when focusing on big data analysis.

Interview participants were open to scientific collaborations and innovative solutions, but—when we asked—also listed the problems that slow down the digital shift in social sciences, making forming multiple disciplinary research groups difficult. They considered the most severe issues as follows: education is lagging behind the requirements of research into the digital, interdisciplinarity teams need “interpreters” for bridging between terminologies, academic gatekeeping is real, digital data suffers from validity and reliability issues and poses ethical challenges, and the lack of academic trust hinders open science.

The recommendations formulated during our study may serve as important guidance for the future of social sciences. Such is the idea that imparting scientific research methodology, research planning, data collecting, data analysis in the digital world should be given more emphasis in higher education. Cooperation between various branches of science and between different sciences should also be promoted in academic institutions. These recommendations are absolutely compatible; what is more, Golder and Macy (2014) believe that multidisciplinary collaborations are only suited short-term to make up for the lack of skills. Specific modules, which in the age of big data prepare scientists for online research (e.g., programming interfaces, use of APIs, manipulating unstructured data, building online survey databases, machine learning, topic modeling) will have to become part of the postgraduate programs of universities in the long run.

Participants agreed that IT, mathematics, other classic sciences, and social sciences need to rely on each other’s resources in data collection and data analysis in the digital world. At the same time, collaborative group work involving humanities and natural sciences has no tradition and usually does not make it past the “academic gatekeepers” (i.e., publication outlets and academic departments). Although doctrine-based science does contribute to further assessing existing findings, it only tolerates interdisciplinary results in exceptional cases. Scientific journals established to publish scientific findings and scientific conferences will have to stop methodically excluding other sciences. This would allow projects to be realized as collaborative efforts of data sciences and social sciences, which use uncommon methods and tools to arrive at their scientific findings. The fact that several areas of science need to cooperate in a given project does not automatically mean that the findings will be unreliable. Both the organizers of conferences and the editorial teams of journals will have to accept the risk of publishing interdisciplinary results since the emergence of novelty or innovation can be specifically expected due to such collaborations.

In this context, another recommendation of the research participants would be to have more active communication between sciences and science branches. For interdisciplinary research to be possible, there is a need for, as participants put it, “liaison officers,” who understand the language of the various sciences, know the terminology and act as a kind of interpreter-translator in the communication between the teams of researchers or within interdisciplinary research groups. Data sciences and social sciences may have different sets of terminology, but that does not mean that they are incapable of cooperation. People are needed who take responsibility for the coordination and for resolving the differences in vocabulary.

When we asked interview participants to tell us in their own words what directions social research should have in the digital world, it was not the use of digital tools and smart devices, but rather inter- and transdisciplinarity, a combination of existing methods, and interoperability between areas of research that they highlighted. They did not obviously consider applying new methods, not even the application of digital technologies. Instead, they suggested combining existing methods, the cooperation of sciences, and selecting the best method for the research. Although large number of users on digital platforms increases statistical power (Erickson, 1999; Golder & Macy, 2014), interview participants also confirmed that digital sampling might compromise the representativeness and reliability of data and the validity of results (Golder & Macy, 2014).
Regarding ethical concerns, they mentioned the lack of consent of subjects, the dilemma of combining databases, and the confidentiality and publication of databases. They suggested that researchers should make sure that before using new methods, they are relevant and fitting to the project goals, and data reliability should be verified with yet another method.

Undoubtedly, the participants recognized the potentials of open science: ensuring the reproducibility of findings, the transparency of science, sharing and publishing data and databases, rigorous description of research methods, and the verifiability of research findings. All the above promote the transparency of science and help resolve the *reproducibility crisis* (Baker, 2016b; Toelch & Ostwald, 2018). The forced digitization as a result of the pandemic will likely have a positive effect on sciences, both as regards making scientific findings public (e.g., through broader accessibility of conferences taking place in the digital space), and the establishment of inter- and transdisciplinary research groups. Several leading scientific publishers made their website freely accessible (called Science 2.0 by Mirowski, 2018), and journal editors encourage cooperation between the sciences (Jamali et al., 2020). As open databases become widespread, the time needed for review is also shortened. Further research groups based on the cooperation of humanities and natural sciences may be established to examine the societal impacts of the pandemic (Holmes et al., 2020) if their creation is promoted by new grant application procedures supporting collaboration. One example is Scholarly Communications Networks (SCNs), enabling the establishment of private, invitation-based research groups for individual research projects, which become particularly significant in times of large-scale social and economic changes, like those that started in 2020 (Beeny et al., 2020). These include groups researching the pandemic’s societal, medical, psychological, and neurobiological impacts (Holmes et al., 2020).

Overall, our findings highlight researchers’ openness to establishing interdisciplinary collaborations between social and data science that itself is a suggested way to develop social science in the future. Our conclusions confirm the statements of previous research about multiple disciplinarity. Still, their validity should not be considered absolute since we could not support our qualitative results with analyzable quantity of survey data, and most of our participants are from the field of criminology, crime research, and sociology. Nevertheless, we are convinced that future development in social sciences can be encouraged by establishing interdisciplinary research teams which can provide a better understanding of and more successfully manage the problems arising in a digital society.
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