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ABSTRACT

Recurrent neural networks (RNNs) have been widely used for supervised pattern recogni-

tion and exploring the underlying spatio-temporal correlation. However, due to the van-

ishing/exploding gradient problem, training a fully connected RNN in many cases is very

difficult or even impossible. The difficulties of training traditional RNNs, led us to reservoir

computing (RC) which recently attracted a lot of attention due to its simple training methods

and fixed weights at its recurrent layer. There are three different categories of RC systems,

namely, echo state networks (ESNs), liquid state machines (LSMs), and delayed feedback

reservoirs (DFRs). In this dissertation a novel structure of RNNs which is inspired by dy-

namic delayed feedback loops is introduced. In the reservoir (recurrent) layer of DFR, only

one neuron is required which makes DFRs extremely suitable for hardware implementations.

The main motivation of this dissertation is to introduce an energy efficient, and easy to train

RNN while this model achieves high performances in different tasks compared to the state-of-

the-art. To improve the energy efficiency of our model, we propose to adopt spiking neurons

as the information processing unit of DFR. Spiking neural networks (SNNs) are the most

biologically plausible and energy efficient class of artificial neural networks (ANNs). The

traditional analog ANNs have marginal similarity with the brain-like information process-

ing. It is clear that the biological neurons communicate together through spikes. Therefore,

artificial SNNs have been introduced to mimic the biological neurons. On the other hand,

the hardware implementation of SNNs have shown to be extremely energy efficient. Towards

achieving this overarching goal, this dissertation presents a spiking DFR (SDFR) with novel



encoding schemes, and defense mechanisms against adversarial attacks. To verify the effec-

tiveness and performance of the SDFR, it is adopted in three different applications where

there exists a significant Spatio-temporal correlations. These three applications are attack

detection in smart grids, spectrum sensing of multi-input-multi-output(MIMO)-orthogonal

frequency division multiplexing (OFDM) Dynamic Spectrum Sharing (DSS) systems, and

video-based face recognition.

In this dissertation, the performance of SDFR is first verified in cyber attack detection in

Smart grids. Smart grids are a new generation of power grids which guarantee a more reli-

able and efficient transmission and delivery of power to the costumers. A more reliable and

efficient power generation and distribution can be realized through the integration of inter-

net, telecommunication, and energy technologies. The convergence of different technologies,

brings up opportunities, but the challenges are also inevitable. One of the major challenges

that pose threat to the smart grids is cyber-attacks. A novel method is developed to detect

false data injection (FDI) attacks in smart grids.

The second novel application of SDFR is the spectrum sensing of MIMO-OFDM DSS sys-

tems. DSS is being implemented in the fifth generation of wireless communication systems

(5G) to improve the spectrum efficiency. In a MIMO-OFDM system, not all the subcarriers

are utilized simultaneously by the primary user (PU). Therefore, it is essential to sense the

idle frequency bands and assign them to the secondary user (SU). The effectiveness of SDFR

in capturing the spatio-temporal correlation of MIMO-OFDM time-series and predicting the

availability of frequency bands in the future time slots is studied as well.

In the third application, the SDFR is modified to be adopted in video-based face recognition.

In this task, the SDFR is leveraged to recognize the identities of different subjects while they

rotate their heads in different angles.

Another contribution of this dissertation is to propose a novel encoding scheme of spiking
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neurons which is inspired by the cognitive studies of rats. For the first time, the multiplexing

of multiple neural codes is introduced and it is shown that the robustness and resilience of

the spiking neurons is increased against noisy data, and adversarial attacks, respectively.

Adversarial attacks are small and imperceptible perturbations of the input data, which have

shown to be able to fool deep learning (DL) models. So far, many adversarial attack and

defense mechanisms have been introduced for DL models. Compromising the security and

reliability of artificial intelligence (AI) systems is a major concern of government, industry

and cyber-security researchers, in that insufficient protections can compromise the security

and privacy of everyone in society. Finally, a defense mechanism to protect spiking neurons

against adversarial attacks is introduced for the first time. In a nutshell, this dissertation

presents a novel energy efficient deep spiking recurrent neural network which is inspired

by delayed dynamic loops. The effectiveness of the introduced model is verified in several

different applications. At the end, novel encoding and defense mechanisms are introduced

which improve the robustness of the model against noise and adversarial attacks.
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General Audience Abstract

The ultimate goal of artificial intelligence (AI) is to mimic the human brain. Artificial neural

networks (ANN) are an attempt to realize that goal. However, traditional ANNs are very far

from mimicking biological neurons. It is well-known that biological neurons communicate

with one another through signals in the format of spikes. Therefore, artificial spiking neural

networks (SNNs) have been introduced which behave more similarly to biological neurons.

Moreover, SNNs are very energy efficient which makes them a suitable choice for hardware

implementation of ANNs (neuromporphic computing). Despite the many benefits that are

brought about by SNNs, they are still behind traditional ANNs in terms of performance.

Therefore, in this dissertation, a new structure of SNNs is introduced which outperforms the

traditional ANNs in three different applications. This new structure is inspired by delayed

dynamic loops which exist in biological brains. The main objective of this novel structure

is to capture the spatio-temporal correlation which exists in time-series while the training

overhead and power consumption is reduced.

Another contribution of this dissertation is to introduce novel encoding schemes for spiking

neurons. It is clear that biological neurons leverage spikes, but the language that they use

to communicate is not clear. Hence, the spikes require to be encoded in a certain language

which is called neural spike encoding scheme. Inspired by the cognitive studies of rats, a

novel encoding scheme is presented.

Lastly, it is shown that the introduced encoding scheme increases the robustness of SNNs

against noisy data and adversarial attacks. AI models including SNNs have shown to be



vulnerable to adversarial attacks. Adversarial attacks are minor perturbations of the input

data that can cause the AI model to misscalassify the data. For the first time, a defense

mechanism is introduced which can protect SNNs against such attacks.
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Chapter 1

Introduction

1.1 Motivation

In the recent years, the major advancements of artificial intelligence (AI) and machine learn-

ing (ML) have been realized due to the significant progress in the field of artificial neural

networks (ANNs). ANNs are the core information processing technology of many real world

applications and have witnessed striking progress in the past few years. Neurons are the fun-

damental units of biological neurons and ANNs are mathematical representation of biological

neurons. In fact ANNs are constituted of a network of neuron-like information processing

units which are connected via synaptic weights. In general, there are two categories of ANNs,

namely, feedforward neural networks (FNNs) and recurrent neural networks (RNNs) [3]. The

choice of which category of ANN depends on the application. For the applications with static

data where no temporal correlation exists FNNs are mainly used. On the other hand, RNNs

are used for processing the dynamic data, e.g., time-series, video frames, and speech sig-

nal [4]. RNNs capture the temporal correlation via cyclic connections within the network of

nodes [3]. Backpropogation (BP) is the most successful algorithm to train FNNs [5]. The

1



chain rule is used in BP algorithm to calculate the synaptic weights. The synaptic weights

are then update based on the gradient of the loss function. There is no guarantee that the

BP algorithm can achieve the global minimum due to the non-convex surface of the loss

function [3]. Convolutional neural networks (CNNs) are a variant of FNNs which have been

popular in computer vision [6]. CNNs are able to capture the local dependencies of visual

information and leverage that information to improve the image classification [3]. RNNs are

used to model the dynamics via recurrent connections among the nodes. In fact, the outputs

of artificial neurons within RNNs are not only dependent on the current input, but they

depend on the previous samples within time domain as well [7]. RNNs are developed to find

a nonlinear mapping between a sequence of input and target data. The input sequence can

be expressed as [x(1), x(2), ..., x(T )] where each temporal sample, x(t) is a vector of real valued

features of the input data, and T is the temporal length of the input. RNNs have shown to

be very effective to analyze the time-series with short length [8]. However, as the length of

the input increases, RNNs suffer from vanishing and exploding gradient problem [9]. The

vanishing and exploding gradient problem rises while the BP error is calculated over a long

sequence. Figure 1.1 represents a simple example of RNNs with one input, output, and

hidden recurrent node. The nodes which are used to connect the adjacent temporal samples

are called recurrent nodes. The recurrent nodes may establish cycles too. The cycles are

the recurrent connections with the length of one which in fact form a connection from a

node to itself across the time. The current input x(t) and the value of the previous hidden

state h(t − 1) are received by the recurrent node at each time sample t. Consequently, the

output ˆy(t) at time t is estimated by the hidden state at time t. The necessary calculations

to compute the hidden states and the output of a simple RNN as Figure 1.1 are presented

as follows [10],

h(t) = f(Whxx(t) +Whhh(t− 1) + bh), (1.1)

2



where f is a nonlinear activation function, Whx is the set of synaptic weights between the

input and the hidden layer, Whh is the set of synaptic weights between the hidden recurrent

layer and itself at consecutive temporal instances, and bh is the set of bias parameters at the

hidden layer which its role is to increase the capacity of RNN to learn from an offset. The

output is estimated as [11],

ˆy(t) = softmax(Whyh(t) + by), (1.2)

where Why and by are the weight matrix connecting the hidden states to the output and

the bias vector of the output layer, respectively. softmax is a function that takes the real

valued numbers as the input and it generates the probability distributions of the input

through normalizing them using the exponential of the input numbers. In order to mimic

the biological neurons, an activation function is required to map the input to the output.

Sigmoid, tangsig, relu and softmax are the most well-known activation functions which

have been introduced to model the biological neurons.

Assume that an input is passed to the network (Figure 1.1) at time τ and its corresponding

error is calculated at time t. Tying the weights across the temporal samples, leads to the

fixed weights of the recurrent hidden units. The vanishing/exploding gradient problem is

visualized in Figure 1.2. In order to train RNNs, the recurrent hidden layer is unfolded

through time and the algorithm which is used to train the synaptic weights is called BP

through time (BPTT) [12]. The vanishing gradient occurs when Whh < 1. As the recurrent

unit is unfolded through time, Whh is trained using the BPTT algorithm. However, as the

chain rule is applied to BPTT, Whh gets smaller and smaller until it converges to zero.

Hence, for longer time series the vanishing gradient problem occurs which prevents RNNs

from learning the nonlinear mapping between the input and output sequences.

On the other hand while Whh > 1 and BPTT is applied on very long sequences, Whh will
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Figure 1.1. A simple RNN with one input node, one output node, and one hidden recurrent
node.

Figure 1.2. Unfolding the recurrent unit through time and Vanishing/Exploding Gradient

4



converge to very large values. This is called exploding gradient and similar to vanishing

gradient is a major challenge for training RNNs [13]. Reservoir computing (RC) is a new

class of RNNs which has recently been introduced to solve the vanishing/exploding gradient

problem of RNNs [14–19]. The RC models are regarded as an extension of ANNs where the

reservoirs are a set of neurons which are connected together via fixed weight [20,21]. The RC

models have been extensively adopted for temporal/sequential information processing. The

recurrent layer of an RC model is formed via a set of neurons in the reservoir layer where they

are sparsely connected connected with some random recurrent weights [4]. In an RC model,

the input sequential data is mapped from a low-dimensional space to a high-dimensional

space which is formed as the reservoir layer. The weight which connect the reservoir neurons

are fixed and do not require any training, hence, the vanishing/exploding gradient problem

of RNNs can be resolved. The only weights in an RC model which require training are the

readout weights which map the high-dimensional features of the reservoir layer to the output.

Reducing the computational complexity of the training is another advantage of RC models

as the input and recurrent wights are fixed and do not undergo any training. In many cases

including temporal pattern classification, synthesize, and prediction, RC models have shown

equal or even better performances than standard RNNs. Echo state networks (ESNs) and

liquid state machine (LSMs) are the two main categories of RC models. Recently, inspired

by the delayed dynamic loops, a new category of RC models has been introduced. In order to

create effective reservoirs, some certain adjustments are required. Some of these adjustments

are task dependent and some of them are independent of task. In ESNs a certain property

named as echo state property needs to be satisfied. According to the echo state property,

the spectral radius of the reservoir weights has to be smaller than 1. The spectral radius of

the reservoir weights is defined as the maximum absolute eigenvalue of the reservoir weights.

In that way, the reservoir nodes can form short-term fading memory which can map the

data from low-dimensional space to high-dimensional space. The structure of an RC model
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is presented in Figure 1.3. As it can be seen, RC models are constituted of three layers,

namely, input, reservoir, and output layer.

Figure 1.3. Structure of RC

1.1.1 Reservoir Computing

ESNs and LSMs were introduced in early 2000s as the first two major RC models. The main

difference between RC models and standard RNNs is that the recurrent (reservoir) layer of

RC models is fixed and does not require any training. The state of the reservoirs is expressed

as,

h(n) = f(W res
in x(n) +W res

res h(n− 1) +W res
out y(n− 1)), (1.3)

where n denotes the discrete time, W res
in is the matrix of weights which connect the input

nodes to the reservoir layer, W res
res is the matrix of the recurrent weights in the reservoir layer,

and W res
out is the matrix of the feedback weights which are used to incorporate the output of

the previous time step in the current state. The output of RC is estimated as,

y(n) = W out
res h(n), (1.4)
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where y(n) is the estimated output at time step n, and W out
res is the matrix of weights which

maps the hidden high-dimensional reservoir states to the output. The W out
res is the only set

of weights in RC which undergoes a training step. In the recent years RC models have

been adopted in many applications. The RC models have shown to be very effective in

biomedical, audio, and visual signal processing and prediction. They have also been applied

in security related problems including cryptography. The hardware implementation of RC

models has drawn a remarkable attention due to the easy training and considerable reduction

of computational complexity. The physical realization of RC models is a straightforward

method to implement RNNs which is called neuromporphic computing [22, 23]. In order to

make the hardware implementation of RC models effective and reliable, there are certain

requirements which have to be satisfied. 1) High-dimensional behavior is necessary for RC

models. The input data can be mapped from low-dimensional space to high-dimensional

space due to the high-dimensional behavior of the reservoir layer. Mapping the data to high-

dimensional space facilitates the classification tasks while the data is not linearly separable.

On the other hand, the spatio-temporal correlations can be read out in prediction tasks.

2)An RC model has to be nonlinear, otherwise it is not capable of estimating the nonlinear

mappings between the input and output data. 3) The neurons of the reservoir layer have to

form fading (short-term) memory. In that way, the states of the reservoirs are only dependent

on the recent past inputs and the far past inputs are faded and, hence, not taken into effect.

4) Lastly, separation is another property which has to be satisfied by RC models, i.e., they

have to be insensitive to the minor fluctuations of the input. In other words, RC models

have to be robust against noise.

Besides, ESN and LSM, there is another category of RC models which is inspired by delayed

dynamical systems. Using a time-delayed dynamical system is another approach to generate
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a high-diemsnional system. A time-delayed dynamical system is presented as,

dh(t)

dt
= F (t, h(t), h(t− τ)) , (1.5)

where τ is the delay of the dynamic system, F is a nonlinear function, and h(t) is the state

of the delay loop at time t. Depending on the parameters of the delayed dynamical system,

the delayed dynamical system is capable of exhibiting considerable nonlinear behaviors in-

cluding periodic and chaotic. The delayed based reservoir models require only one neuron

as their information processing unit which makes them extremely suitable for implementa-

tion of neuromorphic circuits compared with network-based RC models. The focus of this

dissertation is on the single-node delay based RC models.

1.1.2 Spiking Neural Networks

In ANNs the neurons are modeled using continuous valued activation function such as

sigmoid and tansig. Yet, modeling the biological neurons with a continuous activation

function is far from the reality. Biological neurons communicate together via discrete sig-

nals, namely, spikes. Therefore, to understand and model the computational mechanisms of

brain, it is essential to introduce artificial neurons which mimic the spikes. Spiking neural

networks (SNNs) are an attempt to represent a mathematical model of brain which is more

biologically plausible than ANNs. Unlike ANNs which use continuous activation function,

SNNs adopt activation functions which are event-driven and also sparse in time and space.

Being sparse in time and space and also event driven, makes SNNs very energy efficient. In

fact SNNs are the first choice of neuromorphic hardware realization of biological neurons.

Despite, the several advantages of SNNs, they have not been fully adopted in real world

applications. This is because SNNs are still behind ANNs in terms of performance in several
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applications. The BP algorithm works well with continuous and differentiable activation

functions. However, the activation function of SNNs is non-differentiable and discrete in

time. This makes the training of SNNs very challenging and still an open problem. In recent

years, several supervised and unsupervised training algorithms have been proposed for SNNs.

The recent studies have shown that the gap between SNNs and ANNs in terms of accuracy

is decreasing and even in some tasks has completely vanished. In general SNNs are better

candidates for processing the spatio-temporal data. Due to the advantages of SNN, the

motivation of this dissertation is to introduce a RC model which is based on delay dynamic

loops where a spiking neuron is adopted as the single unit of information processing.

1.2 Contribution and Dissertation Structure

1.2.1 Chapter2

In chapter 2 of this dissertation, a recurrent structure of SNNs is introduced, which is

inspired by delayed feedback reservoirs (DFRs). To verify the performance of the introduced

structure it is used in a novel application which RC models have not been used before, i.e.,

single-period attack detection in smart grids. It is shown that the combination of temporal

encoding, DFR, and a multilayer perceptron (MLP) as the output readout layer can achieve

significant performance improvement over existing attack detection methods such as MLPs,

support vector machines (SVM), and conventional state vector estimation (SVE) in terms

of attack detection in smart grids.The introduced algorithms is als shown to be more robust

than MLP and SVE in dealing with different variables such as the amplitude of the attack,

attack types, and the number of compromised measurements in smart grids [24].
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1.2.2 Chapter 3

SNNs have been widely used for supervised pattern recognition exploring the underlying

spatiotemporal correlation. Meanwhile, spatio-temporal correlation manifests significantly

between different components in a smart grid making the spiking neural network a desirable

candidate for false data injection attack detection. In this chapter, a SNN based technique

for dynamic cyber-attack detection in a smart grid is introduced. This is achieved through

judiciously integrating spiking neurons with a special recurrent neural network called the

delayed feedback reservoir computing. The inter-spike interval encoding is also explored

in the precise-spike-driven (PSD) synaptic plasticity based training process. The simulation

results suggest that the introduced method outperforms MLPs and can achieve a significantly

better performance compared to the state-of-the-art techniques. Furthermore, our analysis

indicates that the delay value in the delayed feedback reservoir will have a substantial impact

on the overall system performance. Several encoding schemes including latency, latency

phase and ISI are investigated to train the SNN using the PSD algorithm. The results

suggest that the ISI encoding leads to the least training error and the best attack detection

performance [25, 26].

1.2.3 Chapter 4

In this chapter, the introduced model is modified to be applied in a different application.

This chapter introduces a novel spectrum sensing method for multiple-input-multiple-output

- orthogonal frequency division multiplexing (MIMO-OFDM) systems in dynamic spectrum

sharing (DSS) environments. The model is extended in time and space domains to capture

the spatial and temporal correlations in DSS environments. Conditional Generative adver-

sarial networks (cGANs) are introduced to tackle the data scarcity issue arose from applying
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Ml based techniques to MIMO-OFDM systems where training data is limited. Simulation

results suggest that the probability of detection of the introduced RC based spectrum sensing

at the low signal-to-noise (SNR) regime is significantly higher than the state-of-the-art tech-

niques and the computational complexity is also reduced compared with traditional RNNs.

In this chapter the combination of spiking DFR (SDFR) and cGAN is introduced to to syn-

thesize more training data while the training data is scarce. We investigate the quality of

the synthesized data in different scenarios. To the best of our knowledge, this is the first

time that the cGANs are used to synthesize MIMO-OFDM symbols for data augmentation.

It is shown that the detection performance of our introduced spectrum sensing approach

will significantly drop when the size of training data is limited and we resolve this issue by

introducing a combined cGAN and SDFR platform.

1.2.4 Chapter 5

In this chapter two other major drawbacks of SNNs are addressed: 1) existing encoding

mechanisms are not robust against noise; and 2) defense mechanisms against adversarial

attacks are lacking. To address these issues, this chapter introduces an easy-to-train spiking

recurrent structure and shows its capability in classifying time-series data. Furthermore,

motivated by recent studies in cognitive science, a new multiplexing encoding mechanism is

introduced and it is shown that it outperforms the state-of-the-art codes. To thwart adver-

sarial attacks for the first time in the literature, we introduce an effective defense mechanism

for SNNs. The efficacy of the introduced network and mechanisms are validated in two

applications, namely, video-based face recognition and bad data detection in smart grids

(a cyber-physical system). The results demonstrate the effectiveness of our mechanisms in

terms of classification accuracy, robustness to noise, and resilience to adversarial attacks.

For the first time, the idea of multiplexing two encoding schemes in artificial SNNs is intro-
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duced. More specifically, inspired by recent studies in cognitive neuroscience, we multiplex

the phase and temporal encoding of the neuron spikes. Under our SDFR model, we show

that our encoding scheme achieves higher classification accuracy, is more robust to noise, and

is more robust to adversarial attacks than existing encoding schemes. An effective defense

mechanism for SNN against adversarial attacks is also presented in this chapter. At the end

a game theoretic approach is presented to optimize the attack/defence strategy while the

attack/defence budget is limited.

1.3 Related Work

1.3.1 The variants of RC models and their applications

To improve the performance of RC models, several modifications have been introduced.

These modifications have been mainly performed on different aspects of RC models. In

[27–29] new architectures of RC models have been developed where multiple reservoirs are

adopted to improve the performance of RC systems. Evolving reservoirs, combining RC

models with other features extraction techniques such as reinforcement learning, and un-

trained CNN layers are other recent attempts to improve the performance of RC models.

The theories of information, dynamical systems, and statistics have been used to better

understand the relationship between the dynamics of the reservoirs and their performance.

These studies have shown that RC models can form fading memory and demonstrate high-

dimensional behavior only if their parameters are tuned somehow that they can operate at

the edge of chaos [30, 31]. Hence, a proper hyperparameter tuning of RC models is very

essential.

Two approaches have been devised to extend the structure of single-node delay based reser-
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voirs. In the first approach, the outputs of the ensemble of two delay based reservoirs are

combined together and as a result, performance, and the robustness of delay based reser-

voirs are improved. The second approach relies on the circular concatenation of the two delay

based reservoirs which leads to a longer delay line. So far RC models have been adopted in

different applications. Spoken digit recognition, action recognition, digit recognition, chaotic

time-series prediction, NARMA-10 time series prediction, wave generation, measuring the

memory capacity, channel equalization, biomedical signal classification, and analyzing the fi-

nancial data are just few examples that RC models have been successfully applied for. In this

dissertation, besides introducing a new spiking structure of RC models, novel applications

of RC models are presented as well.

1.3.2 Electronics RC

Developing energy efficient ML devices with low computational complexity has been the

subject of many RC based neuromorphic circuits studies [32–36]. Single-node delay based

RC systems have drawn more attention for neuromorphic circuits implementations because

they consume less energy, are faster to train. Analog circuits and Field-Programmable Gate

Array (FPGAs) have been used to implement the delay based reservoirs on hardware. The

nonlinear single node along with the delay loop was can be built using analog circuits and

the pre- and post-processing blocks are developed by digital components. Masking is an

important pre-processing step while using delay based RC models. A model was proposed

in [37] where digital-to-analog and analog-to-digital converters with 12 bits resolution were

adopted as the interfaces between the digital and analog parts of the system. That model has

shown to be very effective in spoken digit recognition, time-series prediction, and estimation

of memory capacity. The reconfigurability of FPGAs has made them a popular choice for

neuromorphic implementation of ANNs as the weights of ANNs are updated adaptive and
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a lot of concurrent processing are performed. In the domain of RC, FPGAs have been used

to implement the reservoir and readout layers. In [38] a single-node delay based reservoir

using Boolean logic is implemented on FPGA. The invereter gates are paired and cascaded

together to realize the delay loop and the Boolean logic component acts as an XOR gate.

An external computer was used to collect the combination of the virtual nodes’ states and

use their linear combination to estimate the output. Very large scale integration circuits

(VLSI) have also been used to implement RC circuits. To reduce the costs of hardware

implementation, VLSI circuits have been used to implement the biologically inspired RC

models, namely, LSMs. Memristive RC is another approach to realize the neuromporphic

circuits. Memristives are elements which their resistance changes through time with respect

to the input intensity. The adaptive variations of the memristives resistance makes them a

proper choice to implemet the synaptic connections between neurons. Memristives based RC

models are categorized in to two major groups: 1) neuromemristive reservoirs which consist

both the neurons and synapse circuits, 2) memristive reservoirs which only consist synaptic

circuits without any neurons.

1.3.3 SNNs: A Biologically Inspired Approach for Information

Processing

SNNs are regarded as the third generation of ANNs and they have encouraged a lot of studies

on biologically inspired pattern recognition. The discrete action potentials (spikes) that are

fired by the biological neurons were the first motivation to develop SNNs. In this part the

recent trends, advances and applications of SNNs are presented.

• SNN Architecture. Similar to ANNs, SNNs are also constituted of a network of

artificial neurons which are connected via adjustable scalar weights. However, unlike
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ANNs, in SNNs the artificial neurons are discrete in time. To process the analog inputs

using SNNs, the first step is to encode the input using rate or some type of temporal

encoding. In SNNs, similar to biological neurons, synaptic inputs are received from

adjacent neurons. There are two types of dynamics in biological networks (similarly

in SNNs), namely, action potential (AP) dynamics, and network level dynamics. The

network level dynamics of SNNs are highly simplified compared to biological networks.

The membrane potential of post-synaptic neurons is modulated via pre- synaptic neu-

rons activity which leads to an AP (spike) when the membrane voltage exceeds a

certain threshold value. The model which was introduced by Hodgkin and Huxley in

1952 was the first mathematical representation of biological neurons. The Hodgkin

and Huxley model provides rich biological details. The Hodgkin and Huxley model

is computationally expensive, hence, in the recent years other models such as the the

leaky integrated-and-fire (LIF) neuron, spike response model (SRM), and Izhikevich

neuron model have been introduced. Specifically, the LIF neuron has drawn a lot of

attention.

• Training Algorithms of SNNs. The most challenging part of training SNNs is

because the spiking neurons are non-differentiable and the BP algorithm cannot be used

to train SNNs. In recent years many unsupervised and supervised training algorithms

have been introduced for tarining SNNs. Many different type of learning rule for

SNNs have been identified by neuroscientists and they are all under the same unified

terminology, namely, spike-timing-dependent plasticity (STDP). The STDP implies

that all learning rules of SNNs, supervised or unsupervised, are based on adjusting

the synaptic weights through time. If a post-synaptic neuron fires a spike after the

pre-synaptic neuron, then the connection weights are strengthened and, conversely.

Strengthening of the weight connections is called ong-term potentiation (LTP) and

weakening the wight connections is called long-term depression (LTD).
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• Applications of SNNs. Deep neural networks (DNNs) are biologically inspired,

end-to-end models which are trained via different optimization techniques to find the

optimal mapping between the input and output and they have been adopted in many

ML and AI applications. Studies on biological brains have shown that the information

is processed through a multi-layer process. Therefore, the AI researchers have been

trying models of ANNs which process the information in mutil-layers. Increasing the

depth of ANNs has led to DNN which in some applications have shown equal or even

better performances than brains. SNNs have also been applied in a variety of appli-

cations including, image, speech, and biomedical signals classification. Standard DNN

models with continuous activation functions have achieved remarkable performances in

different applications. SNNs are very energy efficient which makes them very popular

for neuromorphic circuits. SNNs similar to DNNs have been applied in different appli-

cations in visual, speech, and medical signal analysis and classification. Some of these

applications include processing the spatio-temporal brain data, path finding in robots,

multi-object detection and classification in video streams, and speech recognition.

1.3.4 Novel Applications of Spiking Delayed Feedback Reser-

voir

As it was mentioned the main motivation of this dissertation is to introduce an energy

efficient, and easy to train spiking recurrent neural network which is inspired by single-

node delay based RC model. After developing this model, it is required to verify its

performance in different applications. In this dissertation, our introduced model is

applied in novel applications which neither of RC and SNN models have not been used

before. In this part these novel applications are introduced and a survey of the related

works of these applications is presented.
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• False Data Injection (FDI) Detection ins Smart Grids. The SDFR is first

applied in FDI detection in smart grids. Smart grids are new infrastructure that in-

tegrate energy with many different technologies, such as telecommunication, internet,

and electronic devices. This convergence of different technologies brings up some op-

portunities and challenges as well. The main opportunity that smart grids provide is

a bidirectional flow of electricity and information between power suppliers and cos-

tumers, which will result in a more efficient distribution of power. However, due to

the integration of different technologies, the smart grids are more vulnerable to cyber-

attacks [26,39]. FDI attacks are known to be as one of the most exceedingly malicious

cyber-security concerns in smart grids. Cyber security tries to maintain a reliable and

secure communication between different components of the network, including commu-

nication networks and computer systems [40]. As a result of this secure communication,

supervisory control and data acquisition (SCADA) system can have a better estima-

tion of the network state. State estimation is a critical process in control system and

due to this fact, the SCADA is usually a target for attackers. Injecting false data

to the SCADA, manipulates the state estimation and it can cause economic gains for

the attacker [40]. Approaches based on machine learning have been extensively used

for FDI detection in smart grids [41]. Different machine learning methods including

ANNs, support vector machines (SVM), and k-nearest neighbor (KNN) have been used

for this purpose [41]. Approaches based on machine learning have yielded better per-

formance than the traditional state vector estimation (SVE) in detecting the FDI in

smart grids. Esmalifalak et al [42] have applied dimension reduction for mapping the

data collected from the network and used both unsupervised and supervised machine

learning algorithms to detect the stealth data injections in smart grids. In [43], the

performance of SVM, and KNN in detection the false data in an IEEE- 30 bus sys-

tem under balanced and imbalanced data scenarios is studied. Mohammadpourfard
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et al [44] proposed an unsupervised anomaly detection method in smart grids which

considers the effect of wind power generation and topology configuration. Zhao et

al [45] have proposed a method based on short term state forecasting which considers

a temporal correlation among measurements. Moslemi et al [46], proposed an approach

based on maximum likelihood which is decentralized, and the near chordal sparsity of

smart grids is considered in order to detect the FDI.

• Spectrum Sensing of MIMO-OFDM Systems in DSS Environments. Spec-

trum sensing of MIMO-OFDM systems is the second novel application which is intro-

duced in this dissertation. MIMO- technology combined with OFDM has been adopted

in many advanced wireless communication systems. The combination of MIMO and

OFDM technologies improves the spectral efficiency, as the MIMO utilizes the spatial

multiplexing gain and the OFDM avoids frequency selective fading. Besides, adding

cyclic prefix (CP) to the OFDM symbols decreases inter channel interference (ICI), and

inter symbol interference (ISI). However, in a MIMO-OFDM based wireless communi-

cation system not all the subcarriers are utilized simultaneously by the primary user

(PU), and the spectrum utilization efficiency is low [47]. Dynamic spectrum sharing

(DSS) in a MIMOOFDM system introduce a solution to resolve this problem where

the under utilized subcarriers can be used by the secondary users (SUs). The SUs are

allowed to transmit signals only on the subcarriers that are found idle and they should

evacuate those bands as soon as the PU wants to use them. Therefore, it is fundamen-

tal for the SUs to perform spectrum sensing subsequently to identify spectrum holes

accurately and the interference is minimized. So far, in the literature three major

techniques have been introduced as the classical spectrum sensing methods. These

methods are energy detection, matched filtering, and cyclo-stationary feature detec-

tion which suffer from several drawbacks including, low probability of detection at low

SNRs, requiring accurate prior knowledge of the signal, and computational complexity,
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respectively [47–49]. Due to the limitations of classical spectrum sensing techniques,

machine learning (ML) approaches have drawn a lot of attention as they have several

advantages over traditional spectrum sensing techniques. These advantages are: 1) the

ML based spectrum sensing approaches are more adaptive and can learn the surround-

ing DSS environment (e.g., the fading channel) effectively; 2) the detection performance

of the ML based spectrum sensing techniques are better as they can identify the de-

cision boundaries [50–61]. In the recent years many supervised and unsupervised ML

and deep learning (DL) techniques have been leveraged in spectrum sensing [62, 63].

However, most of the ML algorithms introduced for spectrum sensing are not able to

capture the hidden spatio-temporal correlations of the received signals. Convolutional

neural networks (CNN) [64], RNNs, deep Bayesian networks, stacked auto encoders

(SAEs) [65–69] are among the most recent methods [70]. The DL based approaches

which have been introduced so far face many challenges and issues. CNNs loose some

information during the feature extraction phase as the neurons are partially connected

together and they are also very computationally expensive. Deep Bayesian networks

can achieve good performances while the training data is limited, but they are required

to estimate the posterior distribution of the model’s parameters [16, 71–76]. This is

specially very challenging in the scenarios where the size of network is very large. SAEs

have recently been adopted in spectrum sensing while there is limited labeled train-

ing data and showed good performance in a single-input-single-output (SISO)-OFDM

system. However, this method is computationally very complex and requires several

minutes of training (∼30 minutes) [65, 77–79]. Applying SAEs in MIMO systems will

even further increase their computational complexity. In a DSS scenario where the

channel statistics vary rapidly, we need to choose a technique that is very fast to train.

Due to the limits of the current DL based techniques, we introduce SDFR to overcome

these challenges.
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• Video-Based Face Recognition. Recognizing the identities of people using their

face has been one of the most popular biometric tools in the past few decades. How-

ever, there are certain challenges that restrict the widespread usage of face recognition

technologies. These challenges are mainly caused due to the variations of pose, illumi-

nation, and expression. Deep convolutional neural networks (DCNNs) have successfully

addressed some of these challenges. However, DCNNs are only effective while the iden-

tity of the subjects is recognized only from one image. However, in scenarios where

it is required to recognize the identity of the subjects from a series of frames, i.e.,

video-based face recognition, DCNNs fail to achieve high accuracy because they are

only able to capture the spatial information and not the temporal. Therefore, in such

scenarios a model like RNNs which captures the temporal correlation achieves better

performances than DCNNs. The third application of SDFR in this dissertation is to

recognize the faces of few subjects from videos while they rotate their heads in different

angles.

1.3.5 State-Of-The-Art Encoding Schemes of SNNs

It is still unclear what method is employed by neurons to encode their information. This

requires further investigation to improve the performance of SNNs. The major encoding

methods employed by neurons include rate and temporal encoding [14]. Previously rate

encoding approaches were more common in neuroscience literature. However, recent studies

have shown that temporal encoding approaches have better performance compared to rate

encoding approaches [15]. The precise time of spikes is required in temporal codes to encode

the information. As one example, the neurons in the retina, the lateral geniculate nucleus,

and the visual cortex respond within milliseconds (ms) to visual stimuli. Is has also been

observed that the computational complexity of temporal encoding is less than rate encoding
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[14]. Although the two encoding schemes have been shown to be effective in different scenar-

ios and applications several questions remain unanswered. For example, is there an optimal

encoding scheme? Can we combine two or more schemes to encode the spikes?. In this

dissertation, these questions are answered and a novel encoding mechanism is introduced.

1.3.6 Adversarial Attacks on SNNs & Defence Mechanisms

Adversarial attacks are regarded as a serious threat to the DL models. DNNs are being

leveraged in robotics, autonomous cars, and drones. Therefore, the robustness and resilience

of DNNs against adversarial attacks needs to be improved. Adversarial attacks are carefully

crafted small perturbations which are applied on the clean inputs. It has been shown that

DNNs are extremely vulnerable to such attacks and they can cause wrong predictions with

high confidence. Ensemble training, using random noise for implicit prior modeling, distil-

lation, and salable training are just a few techniques to protect DNNs against adversarial

attacks. SNNs have shown to be more robust than DNNs against adversarial attacks. This

behavior could be due to: 1) SNNs are more biologically plausible than DNNs, hence, it is

more difficult to fool them, 2) the inherent stochastic characteristics of SNNs and temporal

dynamics of them could be another reason which leads to more robustness of SNNs against

adversarial attacks compared to DNNs. However, SNN is not an exception of deep learning

models, i.e., it is vulnerable to adversarial attacks; and 2) SNNs are more resilient than

DNNs against adversarial attacks. Although the latter observation supports the resilience of

SNNs against adversarial attacks, without a defense mechanism, SNNs are still vulnerable.

There are two categories of adversarial attack, namely, white-box attacks, and black-box

attacks. In white-box attacks, it is assumed that the adversary is aware of the parameters of

the model which it is trying to craft the attack with respect to. On the other hand, in black-

box attacks, the adversary has no access to the parameters of the model. Hence, black-box
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attacks are more challenging to craft but they are more realistic. In this dissertation, for the

first time a defense mechanism for spiking neurons against adversarial attacks is introduced.

1.4 Publications

Journal Papers

• Hamedani, K, Liu, L. and Yi, Y. (2020). MIMO-OFDM Spectrum Sensing Using

Delayed Feedback Reservoir Computing. Submitted to IEEE Transactions on Wireless

Communication.

• Hamedani, K., Liu, L., Atat, R., Wu, J. and Yi, Y., 2018. Reservoir computing meets

smart grids: Attack detection using delayed feedback networks. IEEE Transactions on

Industrial Informatics, 14(2), pp.734-743.

• Hamedani, K., Liu, L., Hu, S., Ashdown, J., Wu, J. and Yi, Y., 2019. Detect-

ing Dynamic Attacks in Smart Grids Using Reservoir Computing: A Spiking Delayed

Feedback Reservoir Based Approach. IEEE Transactions on Emerging Topics in Com-

putational Intelligence.

• Zhao, C., Hamedani, K., Li, J. and Yi, Y., 2017. Analog spike-timing-dependent

resistive crossbar design for brain inspired computing. IEEE Journal on Emerging and

Selected Topics in Circuits and Systems, 8(1), pp.38-50.

• Li, J., Liu, L., Zhao, C., Hamedani, K., Atat, R. and Yi, Y., 2017. Enabling

sustainable cyber physical security systems through neuromorphic computing. IEEE

Transactions on Sustainable Computing, 3(2), pp.112-125 (published).

Book Chapter

22



• Hamedani, K., Zhou, Z., Bai, K. and Liu, L., 2019. The Novel Applications of Deep

Reservoir Computing in Cyber-Security and Wireless Communication. In Intelligent

System and Computing. IntechOpen.

Conference Papers

• Hamedani, K., Liu, L. and Yi, Y. (2020). Spiking Recurrent Neural Network with

Novel Encoding and Defense Mechanisms. Submitted to ICML 2020.

• Hamedani, K., Liu, L., Liu, S., He, H., and Yi, Y., 2020. Deep Spiking Delayed Feed-

back Reservoirs and Its Application in Spectrum Sensing of MIMO-OFDM Dynamic

Spectrum Sharing. In Proceedings of the AAAI Conference on Artificial Intelligence.

• Bai, K., Li, J., Hamedani K. and Yi, Y., 2018, June. Enabling an new era of

brain-inspired computing: Energy-efficient spiking neural network with ring topology.

In 2018 55th ACM/ESDA/IEEE Design Automation Conference (DAC) (pp. 1-6).

IEEE.

• Li, J., Zhao, C., Hamedani, K. and Yi, Y., 2017, May. Analog hardware implementa-

tion of spike-based delayed feedback reservoir computing system. In 2017 International

Joint Conference on Neural Networks (IJCNN) (pp. 3439-3446). IEEE

23



Chapter 2

Reservoir Computing Meets Smart

Grids: Attack Detection Using

Delayed Feedback Networks

2.1 Introduction

Recently, Academic and industry show a lot of attention to the energy harvesting from

renewable resources, such as wind and solar [24, 80], due to the recent advancements and

increase in the world’s power demand field [24]. Energy harvesting technologies can supply

the smart grid elements by up to 80%. This includes sensors and smart meters, which

will significantly lower the ongoing maintenance costs and battery replacement costs and

of the smart grid networks [24]. Further, renewable energy significantly reduces the fossil

fuel consumption that leads a sustainable and greener environment [24]. Typically,a wind

turbine with a rotor of 1 meter under an 8 meters per second wind speed or a solar panel of

size 121 centimeters (cm) by 53 cm in diameter can deliver approximately an electric power
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of 100 watt (W) [81]. Although renewable energies and energy harvesting seem attractive

for smart grids applications [24], they have several complications and disadvantages. These

drawbacks must be addressed in order to gain the maximum capabilities of them [82]. Since

the primary sources for harvesting energy from such networks are wind and solar, they are

not reliable source of power for smart grids applications. This justifies the use of energy

harvesters as a supplementary source of power to decrease the generation costs in power

plants, fossil based systems and carbon emission [24,82, 82–84].

We take the wind turbines as the main power generation source in this chapter. The gen-

erated power by the turbines supply smart grid networks. The use of first wind turbine

goes back to 1887. The invented turbine could be able to generate a power of 12 kilowatts

(KW) [24,85,86]. Since that date, advancements in technology allowed engineers to achieve

higher wind to electrical conversion efficiency and lower cost per kilowatt that led to greater

power generation [24].

Cyber-security is one of the essentials for guaranteeing the reliability of the smart grids

[24]. False data injection (FDI) is the censorious among attainable cyber-attacks [24, 41].

Adversaries can launch these attacks by compromising smart meters to introduce malicious

measurements.

If these measurements change the result of the state estimation, they can deviate the control

algorithms of power grid that may result in fatal consequences such as blackouts in large

geographic areas [24]. Therefore, attack detection is the most essential step for minimizing

the damages resulting from the FDI. The efficiency and effectiveness of FDI detection can

have a significant impact on the overall performance of smart grids. Feedforward neural

networks have been applied on FDI detection but they did not yield good results because

the spatio-temporal correlation of data is not considered in training [24,41].

On the other hand, it is found in [24,87] that recurrent neural networks (RNNs) are capable
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of exploiting the underlying correlation within the data. It was shown that under fairly mild

and general assumptions, RNNs are universal approximations of dynamic systems. However,

training a fully connected RNN in many cases is very difficult or even impossible [24,88]. Due

to the difficulty of training traditional RNNs, reservoir computing (RC) recently attracted a

lot of attention due to its simple training methods [89,90]. Liquid state machine (LSM) [87]

and echo state networks (ESN) [91] are two most popular RC systems. The difference between

LSM and ESN is that, LSM uses spiking trains as the input which has to be encoded by

temporal or other encoding schemes, on the other hand ESN deals with regular data that

is not a spike [24, 87, 91]. In general, a typical RC system is composed of three different

layers: the input layer, the reservoir, and the readout/output layer. The reservoir is mainly

composed of randomly connected neurons where the weights of the connections between

neurons stay unchanged during the training [24]. The readout/output layer uses a linear

combination of the reservoirs to produce the desired output [91, 92]. It has been shown

in [24, 91, 93] that RC systems achieve better performance than traditional RNNs in many

applications.

It is observed that delayed feedback networks (DFNs) are also capable of acting as RC

systems [24, 94]. The set of sparsely connected neurons (reservoirs) in LSM and ESN are

replaced by a nonlinear node. This approach not only simplifies the structure of RC systems

but also demonstrates a very significant computational efficiency [24, 94]. The parallelism

that exists in many other structures of artificial neural networks may simply be changed by

a nonlinear node in which the input is inserted into that node

Several schemes have been introduced to encode the neural information. Rate encoding and

temporal encoding are the two most popular ones [2]. In rate encoding, a code consists of

a number of spikes occurring in a time frame after the stimulus appears [95]. Temporal

encoding is subdivided into three main groups: latency code, interspike intervals, and phase
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of firing [96]. In latency code, the time in which the first spike occurs is used for encoding [95].

Interspike interval coding is another scheme that uses the intervals between different spikes

for encoding [96, 97]. In the temporal encoding using phase of firing, the phase of the local

field power (LFP) is used to encode the information [98]. Studies show that interspike

interval encoding carries more information than rate encoding [99, 100]. Therefore, in this

chapter, we use interspike interval temporal encoding as the encoder of our RC systems.

Equipped with the platform of analog spiking RC architecture, we will be able to conduct

anomaly detection in cyber physical systems (CPS) efficiently and effectively using RC. To be

specific, in this chapter, we show that by using DFNs and MLPs it is possible to efficiently and

effectively detect attacks in smart grids. Compared to existing attack detection algorithms

in smart grids, our introduced design shows a great deal of robustness with respect to various

attack variations. The main contributions of our work are the following:

• First, to the best of our knowledge, this is the first work to introduce the concept of

reservoir computing for attack detection in smart grids. It is shown through simula-

tions that the RC-based attack detection performs better than existing approaches.

Furthermore, the accuracy of the attack detection of the RC-based approach is in-

sensitive to attack variations such as the magnitude of the attack and the number of

compromised meters.

• Second, we modify the delayed feedback network so that it is able to take spike trains

as the input. Note that spike encoding is more biologically plausible and very similar to

the way that information is encoded in our brains. Several modifications are conducted

on the existing DFN architecture in the literature: 1) A block is added to convert the

spike train into analog signals before the nonlinear node and in the feedback loop. 2)

The leaky-integrate and fire (LIF) neuron model is introduced as the nonlinear node

in the DFN tailoring towards the input spike train.
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• Third, a multi-layer preceptron is introduced as the readout layer that can deal with

both non-linear data and classification tasks.

We will show that the average attack detection rate based on the accuracy metric for 10000

simulations will be above 99% . This chapter is organized as follows. Section 2.2 reviews

the related works in smart grid security. Section 2.3 the proposed design will be described;

in Section 2.4 the simulation results are presented and compares the results of the proposed

algorithm with current existing methods and we will discuss why our proposed method

outperforms the other methods in literature. Section 2.5 concludes the chapter.

2.2 Related Work

FDI problem in smart grids was first introduced in [101]. In [102] a summary of all the

proposed methods for FDI detection and the advantages and disadvantages of each methods

is presented. Tan et al. [103] present a survey of the recent data driven approaches in smart

grid security. So far, many algorithms have been introduced for FDI in smart grids. Within

these methods, the state vector estimation [101] is among the first introduced algorithms.

Machine learning techniques have also been introduced to FDI detection of smart grids.

To be specific, feedforward neural network, K-nearest neighbor, support vector machines,

and sparse logistic regression have been applied to FDI detection recently [41]. However,

most of these techniques rely on manually chosen meta-parameters/parameters for the corre-

sponding model. Even though the feedforward neural network allows for certain autonomy,

its performance is usually strictly suboptimal when dealing with correlated data. Machine

learning approaches show better results than support vector estimation methods when ap-

plied on IEEE test systems [104]. The effectiveness of the Precision Measurement Units

(PMUs) have been extensively investigated in order to improve the performance of state
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vector estimation [105] , [106]. Extended distributed state estimation (EDSE) was studied

by Cramer et al. [107]. EDSE uses graph partition algorithms to divide each power system

to several subsystems and in each subsystem three main categories are considered for the

buses: boundary bus, internal bus and adjacent bus. EDSE-based methods show better

performance than the traditional state estimation methods. In [108] the compromised nodes

are detected through the analysis of the existing relationship between the physical properties

of the power system and FDI.

2.3 RC Design for Attack Detection in Smart Grids

2.3.1 Realizing RC using DFN

Traditional RC models, including ESN and LSM, are different from DFN in the reservoir

layer [92]. The DFN consists of a nonlinear node. The output of the node, also called

the state, is a shifted version in time which provides the states of other nodes, called the

virtual nodes [109]. The structure of the DFN, used in this work, is shown in Figure 2.1.

The temporal encoder of [2] is used as the first, i.e. the input, layer. The details of the

temporal encoder is described in Section 2.3.2. We employ 10000 vectors as the measurements

generated using MATPOWER 5.1 [110]. A random Gaussian vector, with a variance of 0.05,

is used for simulating an attack on half of the measurements. We aggregate the combined

attacked and non-attacked data in a single vector and apply the temporal encoder on the

data. Further, the corresponding spiking train is generated for every sample in the vector.

This procedure allows us to convert the measurement matrix, extracted from 57 buses, to

the corresponding temporal code. Since we use several meters on the same bus, size of

the measurement matrix, generated by MATPOWER, is equal to 137. Next, we apply the

generated spikes on the nonlinear node of the DFN.
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In order to implement spiking neural networks, we employ a leaky-integrate and fire (LIF)

neuron as the input node of the reservoir layer [111]. The generated spikes are then converted

to an analog current before feeding into the LIF neuron. In this way, for every analog current

at the input of the LIF neuron, a corresponding spike train is generated.

Almost any system with dynamics incorporate delays. As an example, information transfer

in the brain, from one neuron to another, involves delays. Delay differential equations are

the popular mathematical models to represent the delayed systems [112]. The dynamics

of such a system depend on both the current states as well as the previous ones. The

significant characteristics of dynamic systems include high dimensionality and short-term

memory which constitute the prerequisites for an RC system [113].

Delayed feedback RC systems exhibit practically similar performance as the traditional RC

systems [94,114,115]. However, the difference of the delayed feedback reservoir system from

the traditional reservoir is in a single nonlinear node and a delay loop. A training algorithm is

employed to optimized the output of the reservoir. The optimization objective is to minimize

the difference between the weighted sum of the state and a target output value. The nonlinear

node directly receives the input data. Further, a masking process employed to compensate

for the loss of parallelism. In the masking process, the input signals in the transient regime

are scaled [94]. The signals at the output of masking process are then transferred to the

nonlinear node for implementing the nonlinear mapping. The only trainable weights of the

system are the output weights, similar to a traditional RC system.

We employ an analog hardware implementation of the delayed feedback system which is

able to process spike-based signals directly. It is shown that analog implementations has

the advantage of implicit real-time operation which allows for smaller design area and lower

power [116–125]. Our proposed analog implementation is inspired by the delayed feedback

reservoir. In our design, the need for peripheral components, such as analog-to-digital (ADC)
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and digital-to-analog converters (DAC), for interfacing with analog signals, is alleviated. The

spike train generated by the LIF neuron is shifted in time by 10 milliseconds (ms) which is

used as the state of the second node in the reservoir. The process is repeated four times

to arrive at a different state. Furthermore, information is encoded before the corresponding

signals are fed to the nonlinear node.

Most common encoding strategies used in the literature of spiking neural networks, include

rate encoding and temporal encoding. In rate encoding, information is represented by the

number of spikes while other spike characteristics, such as amplitude and phase, are irrele-

vant. A temporal encoding scheme encodes information into inter-spike intervals. Temporal

encoding provides a compact model and energy efficient processing since the analog signals

are encoded into spike based information. In this work, we employ temporal encoding with

an iterative structure to process data. In this scheme, the number of neurons and the num-

ber of spikes have an exponential relationship. As a result, less neurons would be needed to

achieve the same number of spikes.

In our temporal encoder, only one neuron operates in the dynamic mode which results in

significant savings in power consumption [126, 127]. Our proposed encoding scheme has

been fabricated using 180 nm CMOS technology and a symmetric layout to maximize the

die area utilization. Not only our design features an internal verification technique, but also

an output temporal code, which results in high error-tolerance via exploiting the additional

inspection spikes. In addition to high accuracy, the proposed neuron also achieves low power

consumption compared to the state-of-the art designs [128]. Our implemented neuron is able

to extract five different states for every sample in the measurement matrix. The extracted

states are then employed for training a multi-layer perceptron (MLP) neural network. We use

the time instances of the spikes, corresponding to the state of every sample, as the features

in training the MLP. We use the binary 0 and 1 labels, corresponding to the non-attacked
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Figure 2.1. Hardware implementation of delayed feedback reservoir system [1]

and attacked samples, respectively, for training the reservoir. After training the MLP, the

performance of the system is evaluated using the generated test data.

2.3.2 Temporal Encoder

The design of our temporal encoder is adapted based on the the encoder of [2]. The corre-

sponding inter-spike intervals, for encoding data, is expressed as:

Di = f (Ci, Vi)− f (Ci−1, Vi−1) . (2.1)

in which the function f(X, Y ) is:

f (Ci, Vi) = (Ci+1) [β (Vi − γ) + θ] , (2.2)
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In the above equations, the design parameters include the characteristics of the encoder,

such as charging and refractory periods. More specifically, Ci and Vi represent membrane

capacitance and the firing threshold voltage, respectively.

Figure 2.2. Interspike intervals [2].

Using the above temporal encoder, any sample in the measurement matrix is encoded in the

inter-spike interval distances, Di. There may be different number of intervals based on the

number of neurons used in the temporal encoder for any sample. In this experiment, for

the sake of simplicity, we choose the number of neurons in the encoder to be N = 3, which

results in four different spikes, X1 to X4 or three intervals D1 to D3. Due to the following

equation mentioned in [2], there is a relationship between the number of spikes produced

and the number of neurons used in the temporal encoder:

SN = 2N−1, (2.3)

where, SN is the number of spikes produced by the temporal encoder and N is the number

of neurons used in the encoder.
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2.3.3 Smart Grid Attack Detection Formulation

Smart grids are used to make a reliable power transmission network and connection be-

tween consumers and generators. They are really vulnerable to cyber-attacks, and thus it

is a very important and challenging task to provide a secure network of smart grids [129].

MATPOWER 5.1 can be used to produce the smart grids’ measurement matrix [130]. MAT-

POWER allows the users to run the toolbox with different numbers of buses. In our exper-

iment, the number of buses is set to 57 resulting in 137 different measurements. Note that

it is pointed out in [41] that the parameter that really impacts smart grid attack detection

is the number of compromised meters instead of the number of buses. The reason that we

pick 57 is because this number is almost in the middle of the range of the number of the

buses that is provided by MATPOWER. This configuration will result in 137 meters which

is large enough for us to study the effect of different number of the attacked meters in that

configuration [131].

The system model that is used to study the attack detection in smart grids is defined in [101]:

z = Hx+ n. (2.4)

The measurement vector which is the output of different meters on the buses is z; H is the

state vector; x is the voltage phase of the buses; and n is the environment noise. When attack

is present, an attack vector, a, is added to the measurement. Accordingly, the measurement,

z̆, becomes

z̆ = Hx+ a+ n. (2.5)

We assume that the attack is a Gaussian random vector with 0.05 variance [131]. State vector

estimation (SVE) is the first method introduced to perform attack detection for smart grids.

This method consists of calculating a residual stated as ρ. If the value of ρ exceeds a
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predefined threshold value, it is said that the z vector has been attacked and the meters are

compromised [101].

ρ = ‖z̆ −Hx̂‖22, (2.6)

where x̂ is the vector estimated using SVE algorithm. x̂ is then estimated as follows:

x̂ = (HT ∧H−1)HT ∧ z. (2.7)

The only action that has to be done in SVE algorithm is to estimate the x̂, and to do so, ∧

needs to be calculated, where ∧ is defined as a diagonal matrix with its diagonal elements are

the reciprocals of the variance of the measurements. For example, the j-th diagonal element

of the ∧ is equal to the reciprocal of the variance of the j-th element of the z. SVE method

is a very simple method for implementation but it has many shortcomings with different

attack situations [101].

In the case where a = HC, the attack is hidden (see Appendix A). It means that SVE

is incapable of detecting the bad measurements [101]. In the case of hidden attacks, the

residual value is less than the threshold and the attack cannot be detected by SVE. In order

to perform a hidden attack, the cyber attacker has to have access to at least a specific number

of attacks. In [101], it has been shown that it is not possible for the attacker to choose any

arbitrary c and multiply it by H to perform the hidden attack. This means that in order to

make a hidden attack, the attacker has to have access to at least k measurements, in which

k > m − n where m is the number of meters and n is the number of buses. In our system,

m = 137 and n = 57. In this case, m−n = 80 meaning that with high chance the attack will

be a hidden or stealth attack when there are more than 80 compromised measurements in

our smart grid network. Under this scenario, the SVE becomes an inefficient attack detector.
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2.3.4 Modeling the wind power generators in MATPOWER

MATPOWER can also be used to study renewable energy, especially wind powers [132].

There are six power generators for a 57-bus smart grid network. It is possible to substitute the

power of these generators with the power obtained from wind power generators. Accordingly,

(2.8) gives the power produced by a wind power generator as the source of energy [133]:

Pavail = 1/2ρAv3CP , (2.8)

where Pavail is the power converted from wind; ρ is the air density which is assumed to be

equal to 1.23 kg/m3; A is the sweep area of the wind turbine blades; v is the speed of the

wind; and CP is the coefficient of the power. Albert Betz, a German physicist, has shown

that the maximum value for the power coefficient is equal to 0.59. This is called Betz Limit

or Betz Law. Based on that, the performance of a wind power generator cannot exceed

0.59 [134]. In this study the value of CP is set to 0.4 while the area of the generator is set to

8495 m2, six different values ranging from 0 to 12 m/s are used for the wind speed. These

power values are inserted in the MATPOWER to produce H matrix [134].

2.3.5 Smart Grid Attack Detection using DFN and MLP

The FDI problem can also be formulated as a classification problem. So far, many machine

learning algorithms have been suggested to deal with this problem [135]. To the best of our

knowledge, this problem has never been studied from RC’s point of view. We are the first

to study this problem using RC methods. In the FDI problem we face two classes of data:

attacked data and non attacked data, we can assign two different labels for these two classes

and figure out the classification of data.
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In this experiment, two different sets of data are used. The data which has been attacked by

a hidden attack and the data which its measurements have been attacked by direct or non-

hidden attack vectors. The experiments are performed on 1000 samples and the experiments

are repeated 10 times. The first step is to encode z using the temporal encoder. Then, every

spike train extracted from the temporal encoder is converted to an analog current. In [136],

an equation was introduced to convert the spike trains to the analog current:

I i =
∑

tj

K
(

t− tj
)

H
(

t− tj
)

, (2.9)

where H is the Heaviside function; I i is the analog current of the i-th sample in the z; and tj

is the time of occurrence of the j-th spike in the corresponding spike train of the i-th sample

achieved from the temporal encoder [136]; and

K(t− tj) = V0 ·
(

exp(−((t− tj)/τs))− exp(−((t− tj)/τf ))
)

, (2.10)

where τs is set to 10 ms and τf to 2.5 ms. The values of τs and τf have to be chosen somehow

that τs/τf = 4. V0 is a normalization factor to make sure that the maximum value of kernel

does not exceed one [136].

Up to now what we can generate analog current signals from (2.9) and (2.10) corresponding

to the temporal codes extracted from the temporal encoder. The next step is to apply these

current on the DFN to produce the corresponding states. As mentioned in Section 2.3.1, the

nonlinear node of the DFN is chosen to be an LIF neuron. The analog current signals for the

attacked samples and non-attacked samples were applied to the DFN. The output of the LIF

neuron is shifted 10 ms in time to produce the state of the first virtual node. This process is

repeated in four times until we obtain four virtual nodes. Note that the state of the fourth

virtual node is shifted 40 ms compared to the nonlinear node. Then the state of the fourth
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virtual node is multiplied by 0.8 which is the feedback gain, and is then added to the new

incoming analog current. Now for both attacked and non-attacked samples, five different

states are generated. Figure 2.3 shows the average total state of attacked and non-attacked

samples.

Figure 2.3. Average DFN states for attacked and non-Attacked Data.

From Figure 2.3, it is clear that the timing of the spikes for the average states of the two

data classes are very different. It can be seen that average spikes produced for the attacked

samples are more likely to fire at smaller times and the ones fired for non-attacked samples

are more likely to fire at larger times. Furthermore, it is possible to use these timings as a

feature to classify these two groups. Therefore, in the next step we utilize a MLP and train
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the MLP with these features [137].

2.3.6 Training an MLP with the timing of spikes

As demonstrated in [94], the readout layer can be trained with a linear algorithm. In the

introduced training algorithm in [94], a weight was assigned to the every state extracted from

the DFN in a way that the desired output values can be estimated with the least possible

error. The following expression provides a good summary of the training algorithm in [94]:

ŷ(k) =
N
∑

i=1

wi × x [kτ − τ/N(N − i)] , (2.11)

where ŷ(k) is the estimated output; wi is the connection weight; x is the state vector; and

N is the number of states. The above algorithm is linear and not iterative so it won’t be

very precise. Therefore, in our RC-based attack detector, we adopt an MLP for output

estimation. The algorithm used for training the MLP is backpropagation. The label of y is

set to 1 for training the samples being attacked and 0 for the samples not being attacked.

The time in which attacks spikes happen for different states are saved in a vector and are

used as features for training the MLP. The MLP is trained with two different hidden layers

and one output layer. The desired output for the attacked sample is 1 otherwise it is 0. As

it can be seen in Figure. 2.4 the MLP is trained after 82 iterations. Then the weights are

saved to be applied on the test data to evaluate the performance of the system. In the next

step, SVE algorithm, MLP, and Support Vector Machines (SVM) are applied on the samples

to compare against the performance of our introduced RC-based attack detection strategy.

We use Gaussian radial basis function as the kernel of the SVM classifier (see Appendix B

for details) [131].

As it can be seen in Figure. 2.4, the training mean square error (MSE) reduces to 0.016
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which indicates that MLP is capable to distinguish between the states spike timings of the

attacked data and the non-attacked data. The learning rate is set to 0.01 and momentum

factor to 0.5. If the output value is greater than 0.5, it is considered as 1, else it is considered

as 0. In that sense, the training accuracy is almost 100%, meaning that almost 100% of the

samples are classified accurately as attacked and non-attacked. In order to quantify the

detection performance, the accuracy metric is defined in equation (2.12). We used 50%

of the samples for training and the rest are saved for testing and validation. The results

of applying the DFN algorithm are presented in Section 2.4. Figure 2.6 shows the block

diagram of our RC-based attack detection algorithm.
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Figure 2.4. Error Plot for training an MLP with DFN states.
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Figure 2.5. Accuracy of the SVE.

Figure 2.6. Block diagram of the proposed DFN+MLP system for attack detection.
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2.3.7 State Vector Estimation

As mentioned in Section 2.3.3, ρ = ‖z̆−Hx̂‖22 needs to be computed for SVE. If the value of

ρ exceeds a predefined threshold value, it is said that an attack has occurred, non-attack is

detected otherwise [101]. Accordingly, we can calculate the value of ρ when the measurement

vector is attacked by the same attack vector mentioned in the previous section. The value of ρ

achieved for attacked vectors with different number of compromised measurements is used to

evaluate the performance of SVE. However, we show in the next section that there are some

drawbacks with SVE. The performance metric used to evaluate the detection performance

is the accuracy which is defined as

Accuracy = (TP + TN) / (TP + TN + FP + FN) , (2.12)

where TP, TN, FP and FN correspond to the number of true positive, true negative, false

positive and false negative samples respectively.

The attack detection performance of SVE can be clearly seen in Figure 2.5. As seen in the

figure, the accuracy of SVE is severely affected by the number of compromised measurements

even when the attack is not hidden. This is due to the fact that the performance of SVE

depends heavily on the residual value. When the number of compromised measurements is

small, the accuracy of the SVE drops significantly. In Section 2.4, we will show that this

issue can be completely resolved by the introduced RC-based DFN+MLP attack detector.

2.4 Performance Evaluation

As it was mentioned in Section 2.3.3 only 50% of the data is used for training and the rest

is saved for test and validation. In this section, we will detail the performance evaluation of
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the three aforementioned algorithms: RC-based method (DFN+MLP), MLP, and SVM. We

have totally 5000 samples for testing and validation. Half of them are attacked and half of

them are not. As the main evaluation results, Figures. 2.7 & 2.8 show the accuracy of the

proposed method for the two types of attacks in smart grids, hidden and direct, as a function

of the attack magnitude a. Three different values of the attack magnitude are used: a = 0.1,

a = 1, and a = 10. Note that since SVE is not capable of detecting hidden attacks [101], we

did not evaluate its performance in Figures. 2.7 & 2.8.

From the figures, we can clearly observe that the performance of both MLP and SVM are

very sensitive to attack magnitudes as well as the number of attacked meters. Unlike SVE,

both MLP and SVM can detect hidden attacks. However, their detection performances are

very sensitive to attack parameters. For example, the accuracy of both MLP and SVM

increases as the attack magnitude increases. This means that MLP and SVM can detect

attacks accurately when attacks have large magnitudes. However, when attacks have small

magnitudes, MLP and SVM will detect attacks with less certainty. To be specific, for the

case of MLP, the accuracy is 100% when the magnitude of the attack is 10 and can be

as low as 70% when the attack magnitude is 0.1. This is not very desirable for attack

detection in smart grids where the attack magnitude can be arbitrary. For the RC-based

DFN+MLP method, we can see that the variations of attack magnitude do not cause any

significant change to the accuracy. To be specific, the accuracy variation due to the change

in attack magnitude is very small for RC-based approach and the accuracy is close to 100%

in all attack magnitudes. This clearly suggests that the attack detection performance of

the RC-based approach is robust under different attack magnitudes. Figures. 2.7 & 2.8

also show the accuracy as a function of the number of compromised meters for different

attack detection strategies. SVE is not capable of detecting hidden attacks, therefore, we

did not evaluate its performance in Figures. 2.7 & 2.8. From the figures we can see that the

introduced RC-based approach is much more robust than the MLP and the SVM method
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under different number of compromised meters. Furthermore, comparing the two figures, we

can observe that unlike existing detection strategies (SVE, MLP, and SVM) the RC-based

DFN+MLP method provides uniform performance under different attack methods (direct

and hidden). In this study 50 % of the samples are attacked and the rest not, which means

we are dealing with a balanced data set and if the number of attacked and non-attacked

samples are significantly different the data set is imbalanced [131]. The imbalanced data

set is very likely to compromise the performance of the learning algorithm [138]. In such

scenarios F1 score is used to evaluate the performance of the learning algorithm [131, 139].

F1 measure can handle the imbalanced data. In [131] the detection performance evaluation

is studied for both balanced and imbalanced data set extracted from IEEE 30-bus system.

F1 = (2TP) / (2TP + FP + FN) , (2.13)

In that study [131] the performance plots , accuracy for balanced data set and F1 measure

for the imbalanced data set, do not show any meaningful difference.

2.5 Conclusion

In this chapter, we introduced a RC-based (DFN+MLP) attack detection strategy for smart

grids.The introduced method constitutes of three main steps. The first step is encoding

the measurement vector with temporal encoder and converting the produced spikes to their

corresponding analog currents. In the second step, these analog currents are applied on an

LIF neuron and shifted in time to produce the sates of virtual nodes. The output of the

fourth virtual node is multiplied by a feedback gain and added to the new incoming data in

order to preserve the recurrent nature of the DFN. The spiking times of these states are used

to train an MLP for classification. Simulation results have shown that this algorithm can
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Figure 2.7. Accuracy of direct attack detection for three different methods, a=0.1,1,10.
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Figure 2.8. Accuracy of hidden attack detection for three different methods, a=0.1,1,10.
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robustly detect attacks under different attack variations such as magnitudes and the number

of compromised meters compared to existing methods such as SVE, MLP, and SVM. It

is also important to note that this work is the first effort to solve FDI problems in smart

grids through RC. The proposed model can be applied on any classification task that there

is spatio-temporal correlation between the samples of the data set. In our next work we

will show that we have been able to apply this model successfully on face recognition task

from video frames. Since there are spatio-temporal correlations among the meters in smart

grids, RC-based attack detection can take full advantage of this spatio-temporal correlation

yielding a better performance compared to existing solutions.
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Chapter 3

Detecting Dynamic Attacks in Smart

Grids using Reservoir Computing: A

Spiking Delayed Feedback

Reservoir-Based Approach

Smart grids are power grids that have been modernized for intelligent transmission and dis-

tribution that improve the system reliability, security, and efficiency. However, smart grids

introduce new vulnerabilities in security unless properly controlled. Cyber-attacks or inci-

dents arise from various sources with different motivations, ranging from pranks to terrorism.

With the enormous amount of data that is constantly flowing through the network, it be-

comes a challenging task for analysts to monitor the extensive security-related information

that is being exchanged for anomaly detection [140].

The false data injection (FDI) problem in smart grids was first introduced in [141]. In general,

there are two main categories of FDI attacks in smart grids: single-period or opportunistic
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attacks and multi-period or dynamic attacks [142]. In single-period scenario, attacks are

performed simultaneously, and the attacker waits until there is an opportunity to perform the

attack with a high chance of success. Most of the existing work on smart grid cyber security

focused on this case. In dynamic attack scenarios, the adversary manipulates the state of

the network gradually and through time toward the desired state. The dynamic attacks

are generally more difficult to detect because the variations to the normal state take place

gradually and slowly. A comprehensive summary of existing FDI detection algorithms, and

the pros and cons of each algorithm were presented in [143]. State vector estimation (SVE)

was the first algorithm that was proposed to tackle the FDI problem in smart grids [141].

Machine learning based approaches has also been introduced for FDI detection in smart

grids [144] where artificial neural networks (ANNs), support vector machines (SVMs), and

k-nearest neighbor (KNN) are investigated for this purpose. In general, machine learning

based approaches have shown better performance than SVE in detecting the FDI in smart

grids. Both supervised and unsupervised learning algorithms are utilized to detect the stealth

data injections in smart grids [42]. In [145], the performance of SVM and KNN in detecting

the false data in an IEEE-30 bus system under balanced and imbalanced data scenarios are

studied. A deep learning-based method is exploited in In [146] to capture the behavior of

the FDI attacks features. These features are used to detect the FDI in real-time with high

accuracy. Unfortunately, all these work focus on the single-period attack and neglect the

spatio-temporal correlation of the measurement in smart grids.

In our previous work in [24], a reservoir computing (RC) based approach is introduced to

detect the FDI taking advantage of the underlying spatio-temporal correlation. RC is a

class of recurrent neural networks (RNNs) that is more easily trained compared with the

traditional RNNs [20]. The two well-known RC models, echo state network (ESN) and

liquid state machine (LSM), employ the strength of RNN as their reservoir or liquid in
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which the synaptic connection within these layers are not trained [20]. Recently, another

RC model, called the delayed feedback reservoir computing (DFR), is constructed through

a single nonlinear neural node with dynamic delay loop. It is shown in [147, 148] that DFR

has improved performance compared to other RC models. Our previous work in [24] utilizes

DFR to conduct single-period attack detection. In this chapter, we will extend the work to

the challenging case of dynamic attack.

There are several different mathematical models for artificial neurons in a neural network.

Spiking neural networks (SNNs) are one example of these models that have been highly used

during past decades to solve pattern recognition related problems. Spikes are thought to

be the main signal format that neurons use in the brain to communicate with each other.

Therefore, SNNs are more biologically plausible compared with traditional artificial neural

networks (ANNs) [136]. The other advantage of SNNs is that SNNs are much more energy

efficient and are better for hardware implementations [149].

Several studies have shown that the artificial SNNs can be very energy efficient as they

are using spiking models of neurons. For example, the TrueNorth chip which is capable of

running 1 million neurons with 256 million synapses consumes only 70 milliWatts (mW) [149].

This makes SNN a suitable choice for hardware implementations of artificial neurons.

On the other hand, the approach that neuron is employed to encode the information is

still unclear and deserves further investigations. There have been various encoding schemes,

which can be categorized into two major classes, namely, rate encoding and temporal encod-

ing [150]. Rate coding schemes used to be more popular in the literature. However, recent

research works have shown the superiority of temporal encoding schemes over rate encoding

schemes [151]. In the temporal code the exact time of the spike is used for encoding the

neural information. Several experimental results have shown that the exact time of spikes

is used by neurons to encode and convey the information. For example, the neurons in the
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retina, the lateral geniculate nucleus and the visual cortex respond to the stimuli with mil-

liseconds (ms) precision. The temporal encoding approaches are also more computationally

efficient than rate encoding approaches as it has been studied in [150].

In [136] an algorithm called precise-spike-driven (PSD) synaptic plasticity was introduced to

learn the hetero-association which exists in spatio-temporal spike patterns. Synaptic plastic-

ity is a concept in neuroscience and computer science where the strength or the amplitude of

the weights that connect neurons together can be adjusted. Essentially, synaptic plasticity

specifies the influence of the activation or firing of one neuron on other neurons. The PSD

synaptic plasticity is a rule that is used to adjust the weights of a SNN in order to learn the

spatio-temporal patterns. Different from most of supervised SNNs’ training algorithms that

employ rate codes, PSD uses temporal codes as the encoding scheme.

In this chapter, the PSD algorithm is introduced to train SNNs to detect the multi-period

attack in a smart grid and find the optimal encoding scheme of spikes. Multi-Period or

dynamic attacks are a special type of attacks, where the adversary manipulates the state of

the smart grid network gradually and through time toward the desired state. The optimal

encoding scheme that is identified in the training of the PSD algorithm will be used for

training the spiking DFR+MLP.

The main contributions of this chapter are of the following,

1. Dynamic attack detection in smart grids are studied for the first time using recurrent

neural networks. Furthermore, our work explores SNNs based on the DFR structure

to effectively capture the spatio-temporal association existing among spikes patterns.

2. Several encoding schemes including latency, latency-phase and ISI are investigated to

train the SNN using the PSD algorithm. Our results suggest that the ISI encoding

leads to the least training error and the best attack detection performance.
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3. Spiking neurons are integrated with DFR to take the advantage of both methods.

DFRs can capture the spatio-temporal correlation between different components of

the smart grid and map the data to a higher dimensional space to make it easier for

the MLP to learn the spatio-temporal patterns of attack.

4. The effects of different delay values in DFR on the attack detection performance are

investigated and the chaos behavior of the introduced algorithm is analyzed. Our

results suggest that a dynamic delay system has to work at the edge of chaos in order

to show high-dimensional behavior and delay is the parameter that specifies the level

of chaotic behavior of such a dynamic system.

The rest of the chapter is organized in the following: Section 3.1 presents different types

of attacks in smart grids and corresponding mathematical modelings. Section 3.2 describes

the PSD algorithm and its training procedure. The RC approaches for high dimensional

mapping of data with the focus on DFR is discussed in Section 3.3. In Section 3.4, training

methods for the SNNs, DFRs, and MLPs using different temporal encoding schemes are

presented under dynamic attacks. Section 3.5 presents performance results and provides

intuitions behind the results. Section 3.6 contains the conclusion. Table 3.1 provides the list

of acronyms used in the chapter.

3.1 Problem Formulation

There are potentially two different targets to attack in smart grid systems, the state of

measurements and the topology of the smart grid network [142]. The measurement of each

meter in a smart grid system is determined by the state of the system, a linear function and
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Table 3.1: Acronyms and Their Descriptions

Acronym Description

RC Reservoir Computing

RNN Recurrent Neural Network

ESN Echo State Network

LSM Liquid State Machine

ESN Echo State Network

DFR Delayed Feedback Reservoir

SNN Spiking Neural Network

ANN Artificial Neural Network

PSD Precise Spike Driven

MLP Multi Layer Perceptron

ISI Inter Spike Interval

FDI False Data Injection

SVE State Vector Estimation

SVM Support Vector Machine

KNN K-Nearest Neighbor

SCADA Supervisory Control and Data Acquisition

LIF Leaky-Integrate-and-Fire

WH Widrow-Huff

PSC Post Synaptic Current

TTFS Time to First Spike

SMO Subthreshold Membrane Potential Oscillation

FLOP Floating-Point Operations

the environment noise, and can be expressed as follows,

z = Hx+ n, (3.1)

where z is the measurement vector consisting the real parts of the line flows and bus injec-

tions; H is a linear function; x is the state vector, and n is the environment noise [142]. In

the case where an attack exists, equation 3.1 can be written as,

ž = z + a,

ž = Hx+ n+ a,

(3.2)
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where a is the attack vector. The attack mentioned in equation 3.2 is called the observable

attack. It is possible for the adversaries to perform another type of attack which is called

the unobservable or hidden attack that is more difficultly detected especially for traditional

attack detection methods such as SVE [145,152–154]. In hidden attacks, it is assumed that

the adversary has access to theH matrix, and the adversary can hide its desired state in theH

matrix to manipulate the measurement vector z. The hidden attacks are more challenging to

detect as they are unobservable by the Supervisory Control and Data Acquisition (SCADA)

center of the smart grid. In this chapter, we consider hidden dynamic attacks. The hidden

attack is defined as a = Hc, and equation 3.2 is reformulated as follows,

ž = Hx+ n+Hc

ž = H(x+ c) + n,

(3.3)

where c is the desired state of the adversary, where the attacker wants to drift the normal

state of the smart grid toward its desired state by hiding it in the H matrix.

Dynamic attacks are performed in a way that the state of the smart grid system will gradually

be manipulated toward the state desired by the adversary [142]. In order to design this

attack, the attack vector has to be defined as a function of time, because unlike single-

period attack that the adversary performs the attack opportunistically, in dynamic attacks

the attack is performed gradually and through time. The dependency of the dynamic attack

on time makes the magnitude of the attacks variations lower, and are more challenging to

be detected. In single-period attacks the variations of the attacks magnitude are sudden

and abrupt, and are more easily detected. The formulation of dynamic attack used in this

chapter is as follows,

ž(t) = Hx(t) + n+ a(t). (3.4)
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The dynamic attack a(t) is time dependent, and we also assume that the adversary has

access to H matrix. Thus the attack can be performed as hidden or unobservable. In hidden

attacks the attack a(t) can be expressed as a(t) = Hc(t), and c(t) is defined as follows,

c(t) = Acos(2πfct)×N(0, 1), (3.5)

where A is the magnitude of attack, cos is the cosine function, fc is the frequency of the

attack and is set to 1 in this study, in order to perform a dynamic attack that can gradually

manipulate the state of smart grid, N (0,1) is a normally distributed vector with zero mean

and variance of 1. Substituting (5) into (4) gives us the following equation,

ž(t) = H(x+ Acos(2πfct)×N(0, 1)) + n. (3.6)

The motivation of this chapter, is to detect the presence or absence of hidden dynamic

attacks on smart grids meters. To detect this, we need to have smart grid measurements

data that can be compromised by hidden dynamic attacks. In [155] providing that the

adversary is aware of the attack detector’s parameters, the attack detection probability is

minimized. However, in this study we assume that the adversary is not aware of the attack

detector’s parameters which in our case are the parameters of the DFR and MLP. Therefore,

the adversary cannot perform any optimization on the attack before launching it to minimize

the attack detection probability. However, the adversary can adjust the magnitude of the

attack to make its detection probability smaller. As we will show in Section 3.5, while the

attack magnitude is lower, the attack detection is more challenging and vice versa.

The dynamic attack model that we use to compromise the smart grid’s measurements is

expressed in (6). The MATPOWER toolbox and IEEE 14-bus test system are used for the

simulation of the smart grid’s measurements [110]. In the IEEE 14-bus smart grid test bed,
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there are totally 34 different meters that can be compromised by the adversary. Our model

assumes that the amount of access the adversary has to the system can vary. In our model

the number of meters in the system that the adversary is able to compromise ranges from

0 to 34. We generate totally 10000 samples for training our model, and 10000 samples for

testing and validation, using the MATPOWER toolbox and IEEE 14-bus test bed.

3.2 Precise spike driven synaptic plasticity

3.2.1 Neuron Model

The PSD algorithm is capable of learning the spatio-temporal correlation that exists in

different data sets. There exists a significant spatio-temporal correlation among the different

components of a smart grid [141]. Therefore, PSD is a good candidate for extracting this

spatio-temporal correlation and using it to facilitate the FDI attack detection. In this section,

we discuss the neuron model, the PSD learning rule, and its training procedure. So far,

several models for spiking neurons have been proposed in order to mimic the behavior of

biological neurons. The Leaky-Integrate-and-Fire (LIF) and the Hodgkin-Huxley are two

well-known models for artificial spiking neurons which are used commonly [156]. The LIF

neuron has been used more often than other models due to its simplicity and ease of hardware

implementation [151]. When a stimulating current is applied on a neuron, the neuron starts

to fire as soon as its membrane voltage exceeds a certain threshold. In the LIF neuron, the

relationship between the stimulus and the membrane voltage is expressed as,

τm
dvm
dt

= −(Vm − E) + (Inoise + Is)Rm, (3.7)
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where Vm is the membrane voltage, τm = RmCm is the time constant of the neuron, Rm

and Cm correspond to the resistance and the capacitance of the membrane respectively, E

represents the resting voltage, Inoise is the background noise and Is is the presynaptic or

stimulus current [136]. Rm is set to 1 mega ohms and Cm= 10nF.

Equation 3.9 formulates the relationship between the voltage membrane and the presynaptic

current. Equation 3.10 formulates the relationship between the postsynaptic current pro-

duced for each LIF neuron and presynaptic currents. The presynaptic current of a neuron

is a weighted summation of postsynaptic currents for afferent neurons [136,157].

Is(t) =
∑

j=1

wiI
i
PSC(t), (3.8)

where wi is the weight of the current coming from the i-th afferent neuron and; I iPSC corre-

sponds to the postsynaptic current of the i-th afferent neuron [136,157]. It is shown in [136]

that I iPSC(t) can be presented as below,

I iPSC(t) =
∑

tj

K(t− tj)H(t− tj), (3.9)

where H corresponds to the Heaviside function, tj is the time in which a spike occurs, and

k is defined as below,

κ(t− tj) = V0.(exp(−
t− tj

τs
)− exp(−t− tj

τf
)), (3.10)

where
τs
τf

has to be set to 4. In our case, τs and τf are set to 10 and 2.5, respectively.

Moreover, V0 is called the normalizing factor which helps assure that the magnitude of the

kernel will remain less than 1.
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3.2.2 PSD Learning Algorithm

The PSD algorithm is inspired by the traditional Widrow-Huff (WH) rule defined in the

following equation [158],

∆wi = ηui(yd − yo), (3.11)

where η is a positive number called the learning rate which specifies the rate of the training,

ui corresponds to the input, yd is the desired output and yo is the output produced by the

network, ∆wi specifies the weight update value.

The traditional WH rule cannot be easily applied on training SNNs because the WH model

was originally proposed to handle continuous signals. For spikes, the input and outputs are

just defined as the time in which spikes occur. Due to this reason, the updated formulation

presented in equation 3.11 cannot be directly applied on SNNs.

Assuming that each neuron can fire several spikes, an impulse function can be used to

formulate the spike trains that fired by each neuron,

S(t) =
∑

j

δ(t− tj), (3.12)

where δ is the Dirac or impulse function, tj is the time when the j − th spike occurs. The

input, output and desired spike trains can also be defined ,



































Sin =
∑

j δ(t− tj)

Sout =
∑

i δ(t− ti)

Sdes =
∑

f δ(t− tf ),

(3.13)

where Sin, Sout and Sdes correspond to the input, output and desired spike trains respectively
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[136].

The Dirac function in the input, output and desired output makes it difficult to use the

traditional WH rule. In order to resolve that issue, a concept called spike convolution is

used. Convolving a kernel with different spike trains converts spike trains to real-valued

functions. In this way, the WH rule can be applied to the spike trains as well.

s̆(t) = s(t) ∗ κ(t), (3.14)

where κ(t) is the kernel function and is derived from equation 3.12. Based on this derivation,

the convolved spike has the same form as IPSC and the only difference is that IPSC is the

weighted sum of the afferent spiking neurons. St(i) is the presynaptic spike train, and S̆t(i)

is the convolved version of St(i) where it is convolved with the kernel function expressed

in equation 3.10. The convolution of St(i) with the kernel function, will transform St(i)

from spikes to an analog current signal. It is essential to convert the presynaptic spike

trains to the analog current, otherwise the postsynaptic neurons will not be able to process

the information coming from presynaptic neurons. Figure 3.1 demonstrates a post synaptic

current produced for random input and random output spikes. It can be seen that it is

continuous and can be used for training the SNN using WH training rule.

After the above modifications, the updated WH learning rule that is suitable for training is

expressed,

dwi

dt
= η(Sdes(t)− So(t))I

i
PSC(t). (3.15)

The above equation indicates that by applying the kernel introduced in two discrete spike

trains using equation 3.14, we can calculate the derivative of weights that corresponds to the

weight update in each iteration.
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Figure 3.1. Post Synaptic Current after Spike Convolution.

3.2.3 Error Function

The Rossum metric was used in the PSD algorithm for determining the error. This metric

calculates the distance between the desired output and the output produced by the network

and is defined as below [136],

Dist =
1

τs

∫ +∞

0

[h(t)− g(t)]2, (3.16)

where h(t) is the filtered version of the output and g(t) is the filtered version of the desired

output. In our , we consider two different spikes trains as the labels of two different classes,

i.e., attacked measurements and not-attacked measurements. In this chapter, the desired

output means the label of the related input signal. In the learning process, the Dist function

does not affect the updating of weight values. However, the Dist is a measure that indicates
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when we have a good training.

3.3 RC and Spiking DFR

In this section, we first introduce the structure of the RC, and then explain how this can be

modified to spiking DFR.

3.3.1 Design and Structure

In the past, neuron function was modeled as a linear integration of multiple synaptic inputs

followed by a threshold nonlinearity. However, recent neural information-processing research

suggests that single-neuron function is actually much more complicated [159]. These data

suggest that the spatial arrangement and the cable-filtering properties of biological synapses

and dendrites make the spatial-temporal characteristics highly nonlinear. In addition, these

temporal and spatial nonlinear integration processes enable the dynamics of certain neurons

to transit between superlinear and sublinear regimes. Such superlinear excitatory inputs can

transform the neurons into a two-layer neural network with the potential to classify linearly

non-separable functions. This single-neuron nonlinear-processing property has attracted

widespread research interests, not only in neuroscience but also in the ANN [160].

The architecture of the reservoir is based on the RNN. Unlike the RNNs, the connections

within the reservoir are not trained whereby randomly synaptic weights are assigned. The

input connections serve as the scaling of the input signal and transfer the scaled signal

to the reservoir. Within the reservoir, nodes are connected in a random manner whereby

the nonlinear mapping takes place. The two well-known reservoir computing models, echo

state network (ESN) and liquid state machine (LSM), employ the strength of RNN as the
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reservoir or liquid in which the synaptic connection within these layers are not trained. By

only training the output weights, the complexity of training process has greatly reduced

resulting in less computation power and complexity.

The node states can be expressed as,

s(t) = f [W res
res .s(t− 1) +W res

in .x(t− 1)], (3.17)

where s(t) is the node state at time t, x(t − 1) is the input, and W res
res and W res

in represent

the randomly generated reservoir and input connection weights. The output, y(t), can be

expressed in terms of input and weight connections,

ŷ = W out
res s(t) +W out

in .x(t− 1) +W out
bias, (3.18)

whereW out
res are the output weights from reservoir, W out

in are the feedback weights from output

to reservoir, and W out
bias is the set of weights for training bias value.

The neuron-like nodes in the reservoir possess the functionality of nonlinear mapping whereby

the biological neuron’s behavior is achieved. Any reservoir computing systems should possess

two properties, 1) high dimensionality, and 2) short-term memory. The RC is computation-

ally inexpensive to train, and its reservoir implementation is highly flexible. These advan-

tages make the RC especially suitable for emerging unconventional computing paradigms.

The DFR model utilizes a single neuron and a delayed feedback to create reservoirs with a

ring topology. Figure 3.2 illustrates the topology of our introduced spiking DFR. There are

several blocks in this structure. The incoming smart grids measurements first have to be

encoded. The encoded data is then converted to the analog current. This current is next

applied to the nonlinear node of the DFR, where in this structure is a LIF neuron. The

spikes generated by the LIF neuron go through a delay loop, and for each measurement
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of the smart gird its corresponding spike train is generated. This process is repeated until

the corresponding spike trains of all the measurements are generated. In the next step, the

interspike intervals of the spikes trains are used as the features for training the readout layer,

where in our case is a MLP. The MLP is trained with the features extracted in the reservoir

layer, and there are two different labels corresponding to the compromised measurements

and not-compromised measurements.

Figure 3.2. Spiking Delayed Feedback Reservoir Computing.

The governing equation for DFR is expressed in as,

ẋ = −x(t) + F (x(t− τ), I(t), θ), (3.19)

where f is a nonlinear differentiable function, also known as the nonlinear mapping, τ is the

delay, x(t) is the states of DFR, and I(t) is the input signal along with a masking scheme

that injects into the DFR. Within the delay loop, the total delay time, τ , is divided into N

equidistant delay units which can be expressed as equation 3.20,

τ = Nθ, (3.20)
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where θ is the time interval between virtual nodes. Different from the RC, due to the ring

topology of DFR, the number of nonlinear nodes is drastically reduced. The input will be

injected directly into the nonlinear node whereby the nonlinear mapping takes place. Similar

to the traditional RC, the output weight connections are the only trained weights [159].

3.3.2 High dimensional behavior of DFR

The reason that DFR has drawn a lot of attention in machine learning is that it is capable of

mapping data to a higher dimensional space which makes the data linearly separable [159].

The question that arises is , ”How it could be possible that a simple delay would map the

data to a high dimensional space”. The chaos theory answers this question very well. The

Lyapunov analysis of chaos systems shows that the delay can map the low dimensional data

to a higher dimensional space [161]. Several studies have shown that the Lyapunov dimension

of a chaos system directly corresponds to the delay of the loop [161]. In this chapter, we will

show that there is a potential to combine DFR and SNN. In that way, we can benefit from

both of them. Applying DFR on the data will map it to a higher dimensional space that

makes the linear separation of the attacked and not-attacked easier. On the other hand, if

we can use the SNN trained by the PSD rule, then it is possible to take advantage of the

spatiotemporal correlation that exists in different components of smart grids.

Based on several studies, DFR has to be at the edge of the chaotic region in order to show

high dimensional behavior. In Section 3.5, we will examine the behavior of the DFR for

several delays and we will choose the value that shows more chaotic behavior, as the delay

used in our simulations. As it can be seen in Figure 3.3, the data on the left side is not easily

linearly separable but when it gets mapped to a higher dimensional space, it is much more

easily separable. That is the main motivation behind using DFR in this chapter.
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Figure 3.3. High dimensional mapping of data using DFR.

3.4 Training PSD For FDI Attack Detection

In this section, we introduce different spike encoding schemes and describe how to leverage

them for encoding the smart grids’ measurements. We then use the encoded measurement for

training the SNN using the PSD algorithm. Encoding the information and learning are the

two major components of each SNN [156]. In this chapter, three different encoding schemes

are explored to encode the measurements produced by the smart grid simulations. That is,

latency, latency-phase, and ISI are respectively used for training SNN using the PSD.

3.4.1 Latency encoding

In latency or time to first spike (TTFS) encoding, a stimulus is encoded as the time in which

the first spike fires with respect to the stimulus, i.e., the latency between the onset of the

stimulus and the first spike observed [157]. Latency code is formulated as below in [156],

Latency = ti = tmax − ln(α.si + 1), (3.21)
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where tmax is the maximum length of the encoding window; α is the scaling factor; si is

the intensity of each pixel. In our case, tmax is set to 200 ms, si is replaced by smart grid

measurements and α is set to -1 when the measurement is a negative number and 1 otherwise.

Equation 3.21 is inspired by this fact that stimulus with stronger intensity leads to shorter

response time and stimulus with weaker intensity leads to a longer latency for the neuron to

fire [162].

3.4.2 Latency-Phase encoding

It has been shown in [157] that combining or multiplexing different encoding approaches can

yield higher information capacity. There is also other evidence showing that multiplexing of

different encoding schemes happens in the brain and that is a reason why a brain is a powerful

tool in discriminating different objects. Inspired by this background, Nadasdy [163] proposed

a mechanism for combining latency and phase codes. The relative timing of a spike with

respect to the intrinsic subthreshold membrane potential oscillation (SMOs) is the feature

that defines the phase code of a spike [163]. SMOs can simply be defined as below for the

measurement of the i-th meter in the smart grid,

SMOi = Acos(2πft+ φi) i = 1, 2, ...., L, (3.22)

where A is the magnitude of SMO and in this chapter, it is set to 1, f is the oscillation

frequency that in our case is set to 0.05, L is the total number of encoding units that in

this chapter is equal to 34 which represents the total number of meters in the smart grid

design that we used, φi is the initial phase of the i-th meter and is presented as the following

equation,

φi = φ0 + (i− 1)∆φ, (3.23)
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where φ0 corresponds to the reference phase, and ∆φ is the phase difference between adjacent

smart grid meters. In [136, 156], ∆φ is set to 2π/Nen and Nen is the total number of pixels.

In our case, ∆φ is equal to 2π/L and L is the total number of meters, i.e. 34 in the smart

grid configuration that is used in this chapter.

Figure 3.4. Aligning latency code with SMO of each meter using Gamma alignment.

Gamma alignment is the process that multiplexes the latency code with phase code. In this

process, the latency code gets synchronized with the corresponding SMO of each meter as

shown in Figure 3.4. In fact, the latency codes are drifted using this method so that they

are located at the peak of their corresponding SMO for each meter. In this way, we can

combine phase and latency code and probably get better results in training the SNN using

PSD code.
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3.4.3 ISI encoding

ISI encodes the relative distance between the spikes, i.e., instead of using the absolute timing

of each spike, the relative distance of each spike with respect to other ones is used for encoding

the stimulus. Figure 3.5, demonstrates an example of ISI.

Figure 3.5. The interval between spikes in ISI encoding.

Di = f(Ci, Vi)− f(Ci−1, Vi−1), (3.24)

where f(Ci, Vi) is defined as below,

f(Ci, Vi) = (Ci+1)[β(Vi − γ) + θ], (3.25)

where Ci,Vi are the parameters of the LIF neuron performing the encoding. Ci,Vi corresponds

to the capacitance of the membrane and the threshold [150, 151]. The number of the spikes

produced by the encoding unit is set as 4 for the sake of the simplicity. This means that for

the measurement of each meter, there are totally three interspike intervals. The extracted

intervals will be used later to train the SNN with PSD.
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3.5 Performance and Analysis

3.5.1 Using SNN for Dynamic Attack Detection

In our simulations, we assume that the number of compromised meters can vary from 0 to 34.

Figure 3.6 shows the average training error for the attacked data. As it can be seen, TTFS

multiplexed by phase can improve the training performance. This agrees with our initial

hypothesis that multiplexing different codes results in better classification. However, the

training performance with ISI is even better than the TTFS multiplexed phase. Figure 3.6

demonstrates the average training error for different numbers of compromised meters. As

it can be seen in Figure 3.7, the training error of PSDS using ISI is better than both other

methods, and the performance of the TTFS multiplexed by phase encoding is better than

simple TTFS. All the simulations are performed over 2000 iterations, and the error is defined

as the distance between the generated spike train and the spike train specified as the label for

each attack. In this chapter, 10 different neurons are used at the output layer, and for each

number of compromised meters, there exists one spike train as the label. The SNN trained

with the PSD algorithm will associate the pattern of each spatiotemporal attack depending

on the number of compromised meters with a spike train in the output. It means that if an

attack is performed that only compromises one meter, the first neuron has to fire a spike

train at 20ms, 60ms and 100ms and the other neurons should not fire any spikes. The error

for SNN is defined as the distance between the desired spike train and the output spike train

as defined in equation 3.16.

As seen in Figure 3.7, when the number of compromised meters increases, the training error

decreases. In our simulations, we set the learning rate, η, equal to 0.01. The weights are

initialized with a normal distribution of mean and variance equal to 0.5 and 0.2 respectively.

The output neurons are supposed to fire three spikes at three different times for the samples
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Figure 3.6. Error of training for different encoding schemes.

of each class of data. These results indicate that SNNs, especially if being trained by ISI

encoding, have a good potential for supporting FDI attack detection. The drawback of ISI

encoding is that ISI produces multiple spikes per meter, as opposed to only a single spike

per meter for the latency encoding. This makes it computationally more challenging, and

the training takes longer.

The performance metric used to evaluate the detection performance is the accuracy which

is defined as

Accuracy = (TP + TN) / (TP + TN + FP + FN) , (3.26)

where TP, TN, FP and FN correspond to the number of true positive, true negative, false

positive and false negative samples respectively. As it can be seen in Figure 3.8, ISI encoding

achieves higher attack detection rate based on the accuracy metric defined in equation 3.26.

For testing, some other data that are not used for the training are applied on the weights
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Figure 3.8. Test results.

achieved from the training phase. The test results also confirm that ISI is a better encoding

scheme. Therefore, multiplexing can improve the results of TTFS encoding but it cannot

outperform the ISI.

3.5.2 Attack Detection Using DFR

As it was mentioned in Section 3.4.1, RC is a type of recurrent neural networks that is easier

to train, and is capable of classifying linearly non-separable data by mapping them to higher

dimensional space. In this section we use spiking DFR to detecting the dynamic attacks.

The data that we use are unbalanced. It means that the ratio of the compromised and

uncompromised samples is not equal. In our data set, 20% of the samples are compromised

and 80% are not. The performance metrics for evaluation are accuracy , and F1 . Accuracy
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was defined in Section 3.5.1, and F1 is defined,

F1 = 2× Precision×Recall

Precision+Recall
, (3.27)

where Precision = TP
TP+FP

, and Recall = TP
TP+FN

.

Figures 3.10 & 3.11, demonstrate that the combination of the spiking neurons, DFR,

0 5 10 15 20 25 30 35

# of Compromised meters

50

55

60

65

70

75

80

85

90

95

A
c
c
u

ra
c
y
 (

A
=

0
.1

)

Spiking DFR+MLP

MLP

SNN

0 5 10 15 20 25 30 35

# of Compromised meters

50

55

60

65

70

75

80

85

90

95

100

A
c
c
u

ra
c
y
 (

A
=

1
)

Spiking DFR+MLP

MLP

SNN

0 5 10 15 20 25 30 35

# of Compromised meters

50

55

60

65

70

75

80

85

90

95

100

A
c
c
u

ra
c
y
 (

A
=

1
0

)

Spiking DFR+MLP

MLP

SNN

Figure 3.9. Accuracy of attack detection for three different methods and magnitude of
attacks, A=0.1,1,10.
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Figure 3.10. F1 of attack detection for three different methods and magnitude of attacks,
A=0.1,1,10.

and MLP achieves a higher performance than the MLP and SNN, based on both evaluation

metrics. As it can be seen, as the magnitude of the attack, A, increases the performance

also gets better. It is due to the fact that DFR can mimic the RNNs and captures the

spatiotemporal correlation between the meters of the smart grids. In the DFR+MLP, the

MLP is used as the readout layer of the DFR. The structure of the spiking DFR is shown in
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Figure 3.11. Effects of different values of the delay on the performance when the A=1 .

Figure 3.2. The input is the data that is collected. In our simulations we use MATPOWER

for generating the data, and 20% of the total data is compromised by dynamic attack defined

in (6). The nonlinear node of the DFR is chosen as a LIF neuron, which is a model of spiking

neurons. The encoded input needs to be converted to the current that can be applied to

the LIF neuron. Equation 3.9 is used for converting the encoded input to the current. This

current is then applied to the LIF neuron, and for each current the corresponding spike train

is generated. These spike trains are delayed in time, and then are again converted to the

current that can be added to the corresponding current of the next input. This process is

repeated until all the samples are processed and the corresponding spike train of each input

samples is generated. These spike trains are composed of several spikes, and each spike

occurs at a different time. The occurrence frequency of these spikes are used as the features

for training the readout layer. In this chapter, the MLP is the readout layer. The input

of the MLP is the occurrence time of these spikes and the output of the MLP is 0 or 1,

depending on the class of the data. If the data are attacked, then the output of the MLP is

1, otherwise is 0. After the training is accomplished, the data that have not been previously

seen by the spiking DFR is used for testing.
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Totally 10000 samples are used for training and 10000 are used for testing, where 20%

of the samples are compromised and 80% of them are not. The two different ratios of

compromised and uncompromised samples, make the data unbalanced. The same dataset

are also used for training the MLP and SNN. In Figures 3.10 & 3.11, the performance

of these three methods, DFR+MLP, MLP, and SNN with respect to to the number of

compromised meters and the magnitude of the attack is plotted. When the magnitude of

the attack increases, the performance gets better regarding both performance metrics. The

spiking DFR+MLP, achieves the best performance. For low values of magnitude of attacks,

both MLP and SNN achieve very low performance rates. However, DFR+MLP can detect

the attacks with much higher accuracy even for low values of magnitude of attack. Our

simulation results demonstrate that the average accuracy of attack detection for all different

magnitude of attacks and number of compromised measurements is increased up to 94.6%

when spiking neurons, DFR, and MLP are combined together in a single platform. In the

simplest case where only SNNs are used, the average accuracy is 77.92%, which shows that

our introduced method can improve the average accuracy about 17%. The enhancement

brought about by our method regarding F1 measure is even more significant. The average

F1 achieved by combining spiking neurons, DFR, and MLP is 78%. However, the F1 is

only 25% where we just use SNN for dynamic attack detection. This result implies that our

introduced algorithm can improve F1 measure about 53% In Section 3.5.1, the performance

of the SNN was presented while the magnitude of the attack was high, i.e., A = 1. However,

as it is shown in Figures 3.10 & 3.11, the SNN achieves very low performance rates when

the magnitude of the attack is low. Specially, F1 metrics demonstrates that in situations

that the magnitude of the dynamic attack is very low the MLP and SNN are both incapable

of detecting the attacks. The main reason is that the MLP and the SNN are not able to

capture the spatiotemporal correlation of the data and map the data to higher dimensional

space respectively. However, the spiking DFR+MLP is able to capture the spatiotemporal
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Figure 3.12. Phase portraits of dynamic systems.

correlation existing in the data due to its recurrent structure, and it also maps the data to

a higher dimensional space due to the fact that it is able to act at the edge of chaos [164].

3.5.3 Effect of Delay on the Performance

Figure 3.12. shows the performance of the DFR+MLP when the delay value is changing.

When the delay value is set to 40ms, the performance achieves higher rates regarding both

accuracy and F1. However, when the delay is set to 10ms, the lowest performances are

obtained. This is due to the fact that proper values of the delay need to be chosen so

that the spiking DFR+MLP can work at the edge of chaos. Varying the time delay, the

phase portraits are illustrated in Figure 3.12. As delay increases, the dynamic behavior

varies from ordered to the edge of chaos to completely chaotic. Studies in [161] suggest

that a dynamic system can show a high dimensionless behavior if its delay is tuned in a
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way that the dynamic system can operate at the edge of chaos. To further examine the

dynamic behavior, the solution to the DDE equation is investigated. The dynamic behavior

of the nonlinear function is modeled by the DDE with varied delay time, as demonstrated in

Figure 3.12. The phase portrait is a representation of the solutions tracing the path of each

particular solution. It is a graphical tool to visualize how the solutions of a given system

of differential equations would behave in the long run. Phase portrait tracks the dynamic

behavior and demonstrates the chaotic or periodic behavior of the system.

3.5.4 Comparison With Classical Algorithms

The SVE is the first method for attack detection in smart grids [141]. This method is based

on calculating the chi-squared residual stated as ρ. If the calculated value of ρ is greater

than a predefined threshold value, then the measurement vector, z, is classified as attacked.

The residual value, ρ, is defined as,

ρ = ||ž −Hx̂||22, (3.28)

where x̂ is the estimated state of the smart grid, and can be calculated as follows,

x̂ = (HTWH−1)HTWz, (3.29)

where W is a diagonal matrix and its diagonal elements are the reciprocal of the measure-

ments variance. The ith diagonal element of W corresponds to the reciprocal of the variance

of the ith meter. The SVE is very easily implemented. However, it faces a major shortcom-

ing while dealing with hidden attacks. In the case of hidden attacks, as we will show and

prove in (30), the residual value is always less than the threshold value. Therefore, the SVE
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cannot be useful for hidden attacks.

ρ = ||ž −Hx̂||22

= ||z + a−H((HTWH−1)HTWz)||22

= ||z −Hx+Hc−H((HTWH−1)HTWHc)||22

= ||z −Hx+Hc−HC||22

= ||z −Hx||22 ≤ τ

(3.30)

As it can be seen in (30), when the attack is hidden the residual value, ρ, is always smaller

than the threshold value, τ . Therefore, the hidden attack cannot be detected by SVE. Since,

in this chapter we also consider the attack to be hidden, it means that the SVE is not a

good choice for us.

3.5.5 Complexity Analysis

In this section, the complexity of our approach is analyzed and compared with other meth-

ods. The computational complexity of the spiking DFR based dynamic attack detection is

associated with calculating the reservoirs and updating the weights of the readout layer. In

the spiking DFR based approach, the only weights that require training, are the weights of

the readout layer. However, in RNNs the weights of all the neurons in different layers have

to be trained. The training of all the layers of RNNs make them much more computationally

complex than RC based structures. The total number of floating- point operations (FLOPs)

can be used for measuring the complexity. It has been shown in [69] that the computational

complexity of RC based learning approaches, correspond to the training time. Therefore, in

this section we will demonstrate the training time of our approach and compare it with the

training times of the MLP, and SNN. In Table 3.2, the training times of spiking DFR+MLP,
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MLP, and SNN are presented. The comparisons are done among the training time of these

three algorithms, which imply their computational complexities as well.

Table 3.2: Computational Complexity Analysis

Algorithm Training Time

Spiking DFR+MLP 16.69 s

MLP 3.2 s

SNN 90 s

As shown in Table 3.2, the SNN algorithm has the highest computational complexity. In

Figure 3.6, it can also be observed that it takes a lot of iterations for the SNN algorithm

to converge. The spiking DFR+MLP, and MLP are the second and third computationally

complex algorithms respectively. As it can be seen in Figure 3.2, the spiking DFR+MLP has

some building blocks that make it more computationally complex than MLP. Our introduced

algorithm contains some blocks, e.g. spike to current, reservoir block, and MLP as the

readout layer. These blocks make our algorithm more computationally complex than a

simple MLP. However, this extra overhead is not that much significant as shown in Table

3.2.

3.6 Conclusion

This is the first chapter exploring spiking DFRs for dynamic cyber-attack detection in a

smart grid. Our method integrates DFR and MLP to detect FDI dynamic attack in a smart

grid. Different temporal encoding schemes are investigated to encode the measurements

obtained from the smart grid. Simulation results suggest that ISI yields the best training

performance because it conveys more information than other encoding schemes. On the

other hand, DFR can be used to map the data to a higher dimensional space making it

easier to classify the compromised data from uncompromised data. Simulation results also
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show that combining DFR with MLP can outperform other methods such as MLP and

SNN. Furthermore, the chaotic dynamic behavior can be observed in DFR responses when

the delay is changed suggesting the DFR performance is sensitive to the delay value.
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Chapter 4

MIMO-OFDM Spectrum Sensing

using Delayed Feedback Reservoir

Computing

4.1 Introduction

Multiple-input-multiple-output (MIMO) technology combined with orthogonal frequency di-

vision multiplexing (OFDM) has been adopted in many advanced wireless communication

systems. The combination of MIMO and OFDM technologies improves the spectral effi-

ciency, as the MIMO utilizes the spatial multiplexing gain and the OFDM avoids frequency

selective fading. Besides, adding cyclic prefix (CP) to the OFDM symbols decreases inter

channel interference (ICI), and inter symbol interference (ISI). However, in a MIMO-OFDM

based wireless communication system not all the subcarriers are utilized simultaneously by

the primary user (PU), and the spectrum utilization efficiency is low [47, 165–169]. Dy-

namic spectrum sharing (DSS) in a MIMO-OFDM system introduce a solution to resolve
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this problem where the under utilized subcarriers can be used by the secondary users (SUs).

The SUs are allowed to transmit signals only on the subcarriers that are found idle and

they should evacuate those bands as soon as the PU wants to use them. Therefore, it is

fundamental for the SUs to perform spectrum sensing subsequently to identify spectrum

holes accurately and the interference is minimized. The performance of the spectrum sens-

ing can be significantly degraded due to fading wireless channels, and low signal-to-noise

(SNR) ratios. In addition, sensing the OFDM symbols faces more challenges including noise

uncertainty, timing delay and carrier frequency offset [170]. Despite, numerous efforts these

challenges still remain unsolved. In order to minimize the interference, for a given SNR, the

probability of detection (Pd) has to be close to one while the probability of false alarm (Pf )

is close to zero.

So far, in the literature three major techniques have been introduced as the classical spec-

trum sensing methods. These methods are energy detection, matched filtering, and cyclo-

stationary feature detection which suffer from several drawbacks including, low probability

of detection at low SNRs, requiring accurate prior knowledge of the signal, and computa-

tional complexity, respectively [47–49]. Due to the limitations of classical spectrum sensing

techniques, machine learning (ML) approaches have drawn a lot of attention as they have

several advantages over traditional spectrum sensing techniques. These advantages are: 1)

the ML based spectrum sensing approaches are more adaptive and can learn the surround-

ing DSS environment (e.g., the fading channel) effectively; 2) the detection performance

of the ML based spectrum sensing techniques are better as they can identify the decision

boundaries [50, 51].

Recurrent neural networks (RNNs) have been introduced to capture the temporal correlation

of the RF received signals and increase the Pd for a low value of Pf [171]. However, due

to the vanishing gradients, the traditional RNNs are very challenging or even impossible to
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train. Reservoir computing (RC) is a new generation of RNNs that is much easier to train,

and in many cases have shown equal or even better performances than the traditional RNNs.

There are three different types of RC systems, echo state networks (ESN), delayed feedback

reservoirs (DFR), and liquid state machines (LSM) [20]. In this chapter we focus on DFRs

because they have low computational complexity. For several reasons, we introduce to adopt

spiking DFR (SDFR) for spectrum sensing in a MIMO-OFDM system. The neurons in our

brains communicate together using spikes and artificial spiking neural networks (SNNs) are

the most energy efficient and biologically plausible model of artificial neurons which make

them a suitable choice for hardware implementations. As an example, we can mention to

Truenorth which is a spiking neural network chip developed by IBM in 2014, and consumes

only 70 milliWatts (mW) while performs 46 billions of synaptic operations in a second [172].

Although it is clear that biological neurons leverage spikes to communicate, the encoding

mechanism which is adopted to encode the neural information is not clear yet. There are

evidences which show that temporal encoding is the most likely encoding scheme used by

biological neurons [157]. Temporal encoding schemes are also divided to different categories.

Latency or time to the first spike (TTFS) and interspike-interval encoding are the two most

well-known temporal encoding schemes in biological neurons. In this chapter we introduce

the mathematical representation of these two schemes and identify the optimal encoding

in terms of detection accuracy. On the other hand, training the DFR is composed of an

unsupervised feature extraction followed by a supervised training. It will be discussed in

Section 4.2 that the unsupervised feature extraction step of the DFR does not require any

training which makes DFR very suitable for practical scenarios where the training time

should be very low. Moreover, none of the ML based methods in the literature have been

adopted in the spectrum sensing of MIMO systems. MIMO is a core technology in many

advanced wireless communication systems. Therefore, it is very important to introduce a

spectrum sensing method which can be adopted in MIMO systems as well.
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As discussed earlier, ML based spectrum sensing approaches provide several benefits. How-

ever, these approaches face multiple challenges as well. One of the major challenges that the

ML based spectrum sensing techniques suffer from is the scarcity of labeled data [173]. In or-

der to achieve high performances, the ML based techniques are required to use sufficient and

expressive data for training. Collecting sufficient and expressive data for spectrum sensing is

very expensive and time consuming. Therefore, we introduce to leverage generative adver-

sarial networks (GANs) combined with SDFRs to generate synthetic samples using a small

number of real samples [174]. The GANs were initially introduced to synthesize fake images

which look very similar to the real images. In recent years, the GANs have been applied in

other domains as well. Data collection process is both expensive and time consuming and we

will show that GANs combined with SDFR are very efficient and fast to train in spectrum

sensing while there is limited training data. The main contributions of this chapter are the

followings:

• First, we introduce an energy efficient and easy to train hybrid training scheme using

spiking neurons and DFR combined with multi-layer perceptrons (MLPs) to identify

the busy/idle subcarrier in a MIMO-OFDM system. We incorporate the temporal

correlation in the PU activity behavior using spectrum sensing dataset developed by

RWTH Aachen University Static Spectrum Occupancy Measurement Campaign [175].

In most of the spectrum sensing literature, the activity of the PUs follows a Markov

chain or a random trend [68]. However, none of these two assumptions are realistic.

We use the Aachen university PU activity behavior to model the occupancy trend

of the PU in this chapter. RWTH Aachen University Static Spectrum Occupancy

Measurement Campaign has conducted several experiments to measure the PU activity

in different frequency bands and time slots. Their experiments have shown that in each

frequency band, a significant temporal correlation exists in the PU activity in different
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time slots. In this chapter, the occupancy of each subcarrier is modeled based on

its corresponding frequency occupancy model which is extracted from RWTH Aachen

university spectrum occupancy database. Then, we will show that our introduced

scheme outperforms the state-of-the-art techniques in terms of detection accuracy and

computational complexity. This is the first time that the hybrid SDFR and MLP

platform is being introduced for spectrum sensing.

• Second the optimal encoding scheme to encode the spikes is introduced. It is clear

that in our brains, neuron communicate together using spikes. However, the mech-

anism which is used to encode the information is not clear. We will formulate two

temporal encoding schemes namely, latency and ISI and identify the optimal encoding

mechanism in terms of detection accuracy.

• Third, our model is extended to a stacked deep SDFR in space domain to capture

the spatial correlations which exist while there are multiple SUs in a cooperative DSS

environment. The results indicate that the deep extension of SDFR in space is very

effective to exploit the spatial correlations between multiple SUs.

• Fourth, the combination of SDFR and conditional GANs (cGANs) are introduced

to synthesize more training data while the training data is scarce. We investigate the

quality of the synthesized data in different scenarios. To the best of our knowledge, this

is the first time that the cGANs are used to synthesize MIMO-OFDM symbols for data

augmentation. It is shown that the detection performance of our introduced spectrum

sensing approach will significantly drop when the size of training data is limited and

we resolve this issue by introducing a combined cGAN and SDFR platform.

The organization of this chapter is as follows. In Section 4.2, the system model of the MIMO-

OFDM spectrum sensing and detailed description of SDFR based spectrum sensing are
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presented. Section 4.3, describes our approach for using cGANs to synthesize MIMO-OFDM

symbols to enlarge the training dataset. Section 4.4 presents the results and performance

evaluation. Section 4.5, concludes the chapter.

4.2 Problem Formulation & System Model

In OFDM multicarrier transmission, L−point inverse discrete Fourier transform (IDFT) is

applied to modulate the PU symbols. In this chapter we use QPSK for modulating the

data bits. Subsequently, the CP is added to the symbols and the symbols are transmitted

over a fading Rayleigh channel. In this chapter, we set the mean, and the variance of the

Rayleigh channel equal to 0, and 1, respectively. Equation 4.1 represents the kth QPSK

symbol generated by the PU after it passes through the IDFT,

s(t− kTi) =
L−1
∑

l=0

Sk,le
j2πl(t−kTi)

Ti ej2πfi(t−kTi) (4.1)

where Sk,l is the PU symbol that is modulated on the lth subcarier, fi is the QPSK carrier

frequency, and Ti is the QPSK symbol period. This symbol is transmitted over a fading

Rayleigh channel and the received signal is down converted to the baseband and then passes

through the P−point discrete Fourier transform (DFT). The nth OFDM symbol can be

written as follows,

y(t− nTs) = e−j2πfs(t−nTs)

M−1
∑

m=0

hms(t− kTi −mTs), (4.2)

where hm is the Rayleigh channel fading coefficient, Ts is the OFDM symbol period, and fs is

the OFDM carrier frequency. The signal transmitted on the pth subcarrier is as follows [176]:
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Yp(n) =
L−1
∑

l=0

Xk,lHle
j2π(−kfiTi+nfsTs)ejπβl,p(P−1)

× sin(πβl,pP )

sin(πβl,p)
1 ≤ p ≤ P,

(4.3)

whereHl =
∑M−1

m=0 hme
−j2πm



fiTs+l
Ts

Ti





, βl,p =

(

k

Ti

+ fi − fs

)

Ts

M
−m

M
, andM is the number

of subcarriers. Therefore, the received signal at the SU which is transmitted on the pth

subcarrier can be written as,

Rp(n) = Yp(n) +Np(n) (4.4)

where Np(n) is the DFT of complex additive white Gaussian noise (AWGN) with zero mean

and unit variance. The main objective of this chapter is to determine the presence or

absence of the signal on the pth subcarrier. The presence and absence of the received signal

are denoted as two hypothesis, H1 and H0 respectively. Therefore, the received signal is as

follows,

Rp(n) =















Np(n) H0

Yp(n) +Np(n) H1 n = 1, ...., N

(4.5)

where N is the number of OFDM received symbols. In the energy detection based spectrum

sensing, the decision statistics of each subcarrier is formed based on the average received

energy of N symbols and is expressed as follows,

Ep =
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N

∑N

n=1
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∣
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Np(n)
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∣

2

H0

1

N
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n=1

∣

∣

∣

∣

Yp(n) +Np(n)

∣

∣

∣

∣

2

H1

(4.6)

The decision statistics (Ep) is compared with a threshold value, if Ep is larger than the

threshold value then the subcarrier is considered as busy, otherwise the subcarrier is denoted
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as idle. The threshold value is calculated based on the given probability of false alarm (Pf ).

The ideal case is to have a high probability of detection for each subcarrier (P p
d ) while P p

f

has a low value. The P p
d , and P p

f are defined as [177],

P p
f = Pr(Ep > ǫp|H0)

= Q

((

ǫ

σ2
n

− 1

)√
N

)

P p
d = Pr(Ep > ǫp|H1)

= Q

(

(

ǫ

σ2
n

− γp − 1

)

√
N

γp + 1

)

(4.7)

where ǫp is the energy detection threshold for subcarrier pth, γp is the signal-to-noise ratio

(not in dB) of the pth subcarrier, N is the number of OFDM received symbols, Q(.) is the

complementary function of a standard Gaussian distribution, and σ2
n is the noise variance

which in this chapter is assumed to be 1. The ǫp is calculated based on the given P p
f . So

far, the received signals, and decision statistics of a single antenna SU have been identified.

However, the receiver of SU might have multiple antennas. The received signal of the pth

subcarrier at the jth antenna is,

Rt
p(n) = Y t

p (n) +N t
p(n) t = 1, ...., T, (4.8)

where T is the number of SU antennas. The decision statistics (Ep) are as follows while we

assume there are multiple antennas at the SU,

Ep =
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∣
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∣

∣
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Yp(n) +N t
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∣

∣

∣

2
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(4.9)

87



The P p
f and P p

d for a MIMO-SU are written as follows,

P p
f = Q

((

ǫ

σ2
n

− 1

)√
TN

)

P p
d = Q

(

(

ǫ

σ2
n

− γp − 1

)

√
TN

γp + 1

)

.

(4.10)

4.2.1 Delayed Feedback Reservoirs for Spectrum Sensing

In almost every system delay exists, inevitably in the neurons of our braina as well. The

delay can affect the performance of the neurons. Therefore, it is very essential to study the

delay effects on the information processing neurons. In delayed dynamic systems, the state

of the system not only depends on the current time but also on the previous time samples.

Delayed differential equations (DDEs) are leveraged to express the mathematical formulation

of delayed dynamic systems [147],

dx(t)

dt
= f [x(t), x (t− τ)] (4.11)

where f is a nonlinear function, and τ is the delay value. It is shown in [147] that the delayed

feedback loops can perform as reservoirs which means they can form short term memories.

As it was mentioned in Section 4.1, RC is a new class of RNNs which is capable of capturing

the spatio-temporal correlations in the data and also map the data from low dimensional

space to high dimensional space which makes the classification task of linearly non-separable

date easier. The RC systems are composed of three different layers: input, reservoir, and

output layer. In the input and reservoir layers, all the weights are fixed, but the output layer

requires training. The reservoir layer acts as the recurrent layer of the system, and captures

the temporal correlation of the input data. The extracted temporal features are then used

for training the output weights.
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The structure of a delayed based RC scheme is depicted in Figure 4.1. As it can be seen in

Figure 4.1. Spiking DFR Structure.

Figure 4.1, the delay loop is composed of a nonlinear node and a set of virtual nodes. The

nonlinear node (NL) that we use in this chapter is a mathematical representation of spiking

neurons. This model is called leaky-integrate and fire (LIF) neuron which is defined as,

τRC

dv(t)

dt
= −v(t) + I(t), (4.12)

where τRC , v(t), and I(t) are the time constant, membrane voltage and input current of LIF

neuron, respectively. The LIF neuron generates a spike as soon as the membrane voltage

exceeds a certain threshold value. The spike trains which are generated by LIF neuron go

through a delay loop which is composed of virtual nodes. The virtual nodes are separated by

θ which is a fixed delay value. Delayed dynamic systems can form short term memory and

demonstrate high dimensional behavior only if they operate at the edge of chaotic region.

Therefor, the number of the virtual nodes and the value of θ are very important parameters

of SDFR which have to be tuned properly. To introduce the recurrence in this model, the
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output of the last virtual node is multiplied by a feedback gain (g) and then it is added to

the next input sample.

To process the input signals using spiking neurons, we first need to encode the signals. It was

mentioned in Section 4.1 that the temporal encoding is the most optimal encoding which

has been introduced in the literature so far. Therefore, in this chapter we formulate two

different categories of temporal encoding schemes and evaluate the performance of each one

in MIMO-OFDM spectrum sensing. At first, we introduce the mathematical representation

of latency encoding. The latency encoding is defined in terms of the latency between the

input onset and occurrence of the first spike. The intuition behind the latency encoding is

that for input with higher intensity the latency is shorter and conversely. Therefore, the

latency encoding is defined as follows,

ti = Tmax − ln(η.Ii + 1), (4.13)

where ti is the latency which is shown in Figure 4.2(a), Tmax is encoding window time, Ii is

the intensity of the input, and η is a scaling factor.

In ISI encoding, the information is encoded with respect to the relative distance between

different spikes which exist in a spike train. Figure 4.2(b) demonstrates an example of ISI

encoding scheme where D1, D2, and D3 are the relative distances between the spikes. We

leverage a nonlinear neuron model for ISI encoding. Equation (4.14) shows the ISI encoding

strategy [36],

Di = G (ri, Ci, Vi)−G (ri, Ci−1, Vi−1) , (4.14)

where Di is the time distance between two consecutive spikes; G is the nonlinear ISI encoding

neuron; Ci and Vi are the capacitance and threshold voltage of the ith encoding neuron,

respectively. The number of the ISI encoding neurons is a hyperparameter that requires
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Figure 4.2. a. latency encoding, b. ISI encoding

tuning. In this chapter, for the sake of computational simplicity, the number of ISI encoding

neurons are set to 3. The relationship between the number of ISI encoding neurons and the

number of spikes can be expressed as NS = 2N−1 where NS is the number of spikes. As it

can be seen in Figure 4.1, after encoding the input signal there is a block which converts

the encoded information to analog currents. This is inspired by the information processing

in our brains. To process the encoded information by the adjacent information processing

neurons, it is required to be converted to an analog current. Equation 4.15 is adopted to

convert the encoded information to its corresponding analog current,

IPSAC(t) =
∑

tj

κ(t− tj)H(t− tj), (4.15)

where IPSAC(t) is the postsynaptic analog current; H is the Heaviside function; tj is the time

of spiking; and κ(t− tj) is a kernel function and is defined in equation (4.16),

κ
(

t− tj
)

= V0 ×
(

exp

(

−t− tj

τs

)

− exp

(

−t− tj

τf

))

, (4.16)
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where V0, τm, and τs correspond to the normalization factor, slow decay, and fast decay con-

stants, respectively. For each temporally encoded received signal, its corresponding analog

current is generated using equation 4.15 and then it goes through the delay reservoir loop.

In order to mimic a recurrent structure, the train of spikes fired by the LIF neuron for a

given input time sample is: 1) shifted in time (delayed) by value of τ ; 2) converted to an

analog current using equation 4.15; 3) multiplied by a feedback gain (g); and 4) added to

the current of the next time sample of the time-series data.

The final layer is the output layer which is the only layer of the introduced model that un-

dergoes a training. The hidden states that are extracted in the reservoir layer are now used

to estimate the final outputs. The hidden reservoir states are expressed as,

ht = f [g.ht−1 +W res
in xt], (4.17)

where ht is the hidden state at time t, f is a nonlinear function which in this chapter is a LIF

neuron, g is the feedback gain, W res
in is the set of randomly generated input weights that are

fixed and require no training, and xt is the input at time t. The desired output is estimated

using the hidden reservoir states as,

ŷt = W out
res ht +W out

bias, (4.18)

where ŷt is the estimated output at time t, and W out
res is the set of weights which map the

hidden reservoir states to the output, and W out
bias is the bias training weights. The goal of

the output layer is to minimize the difference between the estimated output and the desired

output (y(t)) for each time sample, t. The mean square error (MSE) is the most common
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objective function and is defined as,

MSE =
1

Ttrain

Ttrain
∑

t=1

||yt − ŷt||2, (4.19)

where Ttrain is the total time length of the training data. Using MSE as the objective function

makes the training time very long. Therefore, we introduce to leverage a MLP with cross-

entropy as the objective function to estimate the output layer weights (W out
res ). Cross-entropy

is defined as follows,

ζ = cross− entropy =

Ttrain
∑

t=1

[yt log(ŷt) + (1− yt) log(1− ŷt)]. (4.20)

Let ω = [W out
res ,W

out
bias] define the set of weights that minimize the cross-entropy,

ω = argmin
ω

ζ. (4.21)

To achieve the optimal ω, we train a MLP with 20 neurons in the hidden layer and a sigmoid

function as the activation function and gradient descent algorithm,

W out
res (n+ 1)← W out

res (n)− α
∂ζ(Y, Ŷ )

∂W out
res

W out
bias(n+ 1)← W out

bias(n)− α
∂ζ(Y, Ŷ )

∂W out
bias

(4.22)

whereW out
res (n),W

out
bias(n) denote the output and bias weights at iteration n. Y = [y1, y2, ..., yTtrain

],

Ŷ = [ŷ1, ŷ2, ..., ŷT train], and α is the learning rate.

4.2.2 Stacked Deep Spiking DFRs

The introduced model in Section 4.2.1 is only capable to capture the temporal correla-

tions. However, in the cooperative spectrum sensing scenarios where there are multiple SUs
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in different locations the initial model cannot completely exploit the spatial information.

Therefore, it is necessary to extend our introduced model in space domain as well. Figure

4.3, depicts the stacked spiking DFR (SSDFR) model which is extended in space domain to

perform cooperative spectrum sensing where there are multiple SUs.

Figure 4.3. Structure of SSDFR.

SSDFRs are adopted to extract the hidden spatial features of the received MIMO-OFDM

signals. There are two major steps in training the SSDFR: unsupervised pretraining, and

classification. In the unsupervised pretraining phase, the SSDFR network is partitioned into
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independent SDFRs and the combined spatial-temporal hidden features are calculated as,

hl
t = f [g.hl

t−1 +
P
∑

p=1
p 6=l

W spatial
l,p hp

t−1 +W res
in .xl

t], (4.23)

where hl
t is the hidden state of the lth SDFR at time t, P = L− 1 and L is the total number

of SDFRs, W spatial
l,p is the connection weight between the pth and lth SSDFRs, and xl

t is the

input of the lth SDFR. In the SSDFR model, the output is estimated as,

ŷt = W out
resHt +W out

bias, (4.24)

where Ht = [h1
t , h

2
t ...h

L
t ]. W out

res and W out
bias are estimated using equation 4.22 and a fully

connected MLP with 20 neurons in its hidden layer. The number of neurons in the hidden

layer significantly affects the performance. To identify the optimal number of neurons,

we did hyperparameter tuning. We will show in Section 4.4 that the introduced SSDFR

model is very successful to capture the spatial correlation between multiple SUs and the

detection performance is improved compared against other techniques without causing much

computational overhead.

4.3 Synthesizing MIMO-OFDM Symbols Using GAN

The GANs are composed of two competing deep neural networks (DNN) that play a min-

max game together. The first DNN is called a generator network which its task is to map

the noise to the MIMO-OFDM symbols. The second DNN is a discriminator which tries

to discriminate between the fake samples which are synthesized by the generator and the

real samples. These two DNNs play a min-max game until both networks achieve a steady

state where none of their loss functions changes significantly anymore. The objective of
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the generator is to synthesize the fake MIMO-OFDM symbols such that the discriminator

cannot distinguish whether they are real or fake. The output of the discriminator is 0 or 1

depending on whether the input of the discriminator is real or fake. However, at the steady

state the output of the discriminator for either of the fake or real classes should be equal

to 0.5. This means that at the steady state the generator is synthesizing samples that are

very similar to the real samples. The generator and the discriminator play a min-max game

which can be mathematically formulated as follows,

LD = max
D

Ex∼px(x) [log (D(x))] + Ez∼pz(z) [log (1−D (G(z)))]

LG = max
G

Ez∼pz(z)[log(D(G(z)))].

(4.25)

The first version of GAN introduced in [178] was not subject to any conditions. However,

in some scenarios such as supervised learning the synthesized data by the GAN has to be

subject to some conditions such as the labels of the data. In these scenarios another version

of GANs which is called conditional GAN (cGAN) was introduced [179]. In the cGANs the

fake data is generated with respect to its corresponding condition. In our case this condition

can be defined as the state of the subcarrier. The fake data is synthesized with respect to its

corresponding label which is 0 for idle state and 1 for busy state. The formulation of cGAN

is expressed as follows,

LD = max
D

Ex∼px(x) [log (D(x|c))] + Ez∼pz(z) [log (1−D (G(z|c)))]

LG = max
G

Ez∼pz(z)[log(D(G(z|c)))]
(4.26)

where c is the corresponding label of the subcarrier. In this chapter we use cGAN to synthe-

size fake data to improve the performance of introduced algorithm while the training data

is limited. We assume that we have only 25 training samples available for training and use

this limited data to train the cGAN to compensate the performance loss. In Figure 4.4, a
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MIMO-OFDM system supplemented with cGAN and SDFR as the spectrum sensing plat-

form is depicted where cGAN is used to enlarge the size of the training data. The S/P block

Figure 4.4. System Model of MIMO-OFDM spectrum sensing using GAN and
SDFR+MLP.

in Figure 4.3, is a serial to parallel block which performs the subcarrier mapping of input

bits and pilot carriers. After passing through the S/P block, the input bits are modulated

using QPSK. Moreover, the modulated symbols are mapped from the frequency domain to

the time domain using the IDFT block. The time domain symbols pass through a parallel to

serial (P/S) block and consecutively the CP is added. The OFDM symbols are transmitted

over the Rayleigh fading channel using the multiple antennas that exist at the PU. At the

SU, there are also multiple antennas. The CP of the received OFDM symbols are removed

and then the DFT of the OFDM symbols are calculated. As we will show in Section 4.4, 25

training samples are not sufficient and the detection accuracy of our introduced algorithm

significantly drops. Therefore, we use these 25 received symbols to train a cGAN to synthe-

size more training samples. In order to evaluate the quality of our synthesized samples, we

consider different situations.Train on synthetic and test on real (TSTR), train in real and

test on synthetic (TRTS), train on real and test on real (TRTR), and train on synthetic and

test on synthetic (TSTS) are studied and it is shown that they all show similar performances

which implies that the quality of synthesized data is very high and similar to the real data.
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4.4 Simulation Results

4.4.1 Latency VS ISI

To evaluate the performance of our introduced method, we adopt receiver operating charac-

teristic (ROC) curve. A method which achieves the highest area under curve (AUC) in the

ROC curve, is the best MIMO-OFDM spectrum sensing technique.In detection problems,

the threshold of the activation function is chosen according to the ROC curve. The optimal

threshold is a point where TP = 1− FP . TP and FP correspond to the true positive and

false positive values. We introduced latency and ISI as two temporal encoding schemes of the

spikes. In this part, we compare them in terms of AUC and identify the optimal encoding

approach. In Table 4.1, the the AUC of the SDFR for latency and ISI is presented. As it

can be seen, ISI achieves higher AUC than latency encoding. This is mainly due to two

reasons. The first reason is that in latency encoding the information is encoded with respect

to the onset of input and this requires an external temporal reference. On the other hand, in

ISI encoding the information is encoded in terms of the relative temporal distance between

multiple spikes. Therefore, a temporal reference with respect to the input onset is not re-

quired in ISI encoding. The temporal reference has to be chosen very precisely, otherwise

it can cause performance drops. The second reason is that, in several studies ISI encoding

has shown to convey more information than latency encoding [180]. Our simulation results

confirm this superiority too. In the rest of this chapter, we will use ISI.

Table 4.1: TTFS vs ISI, Tx = 2 , Rx = 2

Method SNR(db) AUC
SDFR-Latency -10dB 0.92
SDFR-Latency -20dB 0.7
SDFR-Latency -30dB 0.51

SDFR-ISI -10dB 0.97
SDFR-ISI -20dB 0.76
SDFR-ISI -30dB 0.54
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4.4.2 Comparison With Other Methods

We perform our simulations for different SNRs(dB), and number of antennas and the simula-

tion results show that the introduced hybrid SDFR and MLP training algorithm outperform

the other approaches. First, we perform our experiment at SNR(dB)=0dB, and all the

methods regardless of the number of antennas achieve 100% of AUC. Then, we compare the

performance of hybrid SDFR+MLP against deep long-short term memory (LSTM) which

is a well-known RNN, support vector machines (SVMs) with radial basis function (RBF)

kernel that has already shown to be effective for spectrum sensing, and square-law com-

bining (SLC) which is a traditional energy detection based method at lower SNRs(dB). In

this part, we assume that there is only one SU and one PU in the DSS environment. In

this section, we show a single layer SDFR’s capability to extract the temporal correlation

between the received signals and use that information to identify available spectrum holes at

low SNRs(dB). In Figure 4.5, the ROC curve of our simulation results at SNR(dB) = -20dB

for different numbers of transmit and receive antennas are presented.

As it can be seen in Figure 4.5 for all the scenarios, the hybrid SDFR+MLP training approach

outperforms the SLC and SVM because SDFR+MLP covers more AUC compared with the

other two approaches. We assume that the channel is a fading Rayleigh channel. In Table 4.2,

the AUC for other SNRs(dB) are presented as well. Table 4.2 shows that for SNR(dB)=-10dB

regardless of the number of transmit and receive antennas the hybrid SDFR+MLP and the

SLC energy detection based approach achieve equal performances. This observation implies

that for -10dB≤ SNR(dB), there is no need to use learning based techniques for MIMI-

OFDM spectrum sensing. However, as the SNR(dB) goes below -10dB the performance

of the energy detection drops significantly and at these low SNRs(dB) the learning based

techniques achieve much higher AUCs compared with classical energy detection approach. It

can be observed that at low SNRs(dB) even SVM which is not able to extract the temporal
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Figure 4.5. ROC curves for different sensing approaches and different number of antennas
at SNR(dB) = -20dB .
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Table 4.2: AUC of Different MIMO-OFDM Spectrum Sensing Methods at Different
SNR(dB)

Method SNR(dB) Tx antenna Rx antenna AUC
SLC -10dB 2 2 0.98
SLC -10dB 4 4 1
SLC -10dB 6 6 1
SVM -10dB 2 2 0.95
SVM -10dB 4 4 1
SVM -10dB 6 6 1

Deep LSTM -10dB 2 2 0.98
Deep LSTM -10dB 4 4 1
Deep LSTM -10dB 6 6 1
SDFR+MLP -10dB 2 2 0.98
SDFR+MLP -10dB 4 4 1
SDFR+MLP -10dB 6 6 1

SLC -20dB 2 2 0.11
SLC -20dB 4 4 0.7
SLC -20dB 6 6 0.97
SVM -20dB 2 2 0.71
SVM -20dB 4 4 0.92
SVM -20dB 6 6 0.98

Deep LSTM -20dB 2 2 0.75
Deep LSTM -20dB 4 4 0.95
Deep LSTM -20dB 6 6 0.99
SDFR+MLP -20dB 2 2 0.75
SDFR+MLP -20dB 4 4 0.95
SDFR+MLP -20dB 6 6 0.99

SLC -30dB 2 2 0
SLC -30dB 4 4 0
SLC -30dB 6 6 0
SVM -30dB 2 2 0.46
SVM -30dB 4 4 0.57
SVM -30dB 6 6 0.62

Deep LSTM -30dB 2 2 0.55
Deep LSTM -30dB 4 4 0.62
Deep LSTM -30dB 6 6 0.71
SDFR+MLP -30dB 2 2 0.55
SDFR+MLP -30dB 4 4 0.62
SDFR+MLP -30dB 6 6 0.71
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correlation, outperforms the energy detection based method. However, the learning based

techniques undergo a training process which adds up some overhead compared with the

classical approaches. Therefore, at high SNRs(dB) it is more efficient to use the classical

methods, and use the learning based techniques only at low SNRs(dB). The average AUCs

of SLC, SVM, deep LSTM, and SDFR+MLP for all the SNRs(dB) and all the transmit and

receive antennas configurations are equal to 0.53, 0.8, 0.84, and 0.84 respectively. The

deep LSTM and hybrid SDFR+MLP achieve the same AUC in this scenario. However, in

the deep LSTM 30 neurons are adopted in the recurrent layer which makes the deep LSTM

model inefficient both in terms of computational complexity and the power consumption

of hardware implementation. Our introduced SDFR model achieves the same performance

of deep LSTM while the number of the neurons are much less. There is only one spiking

neuron in the SDFR which is intrinsically energy efficient. To further evaluate the effect

of larger number of antennas at low SNRs(dB), we increase the number of Tx, and Rx to

14. However, SLC still fails (AUC=0). This observation implies that at very low SNRs(dB)

increasing the number of antennas cannot help traditional methods like SLC. Therefore, it

is required to adopt the techniques which rely on temporal information.

4.4.3 SSDFR Performance for Cooperative Spectrum Sensing

In Section 4.2, we introduced SSDFR as an approach to extract the spatial and temporal

correlations simultaneously while there are multiple SUs in a DSS environment. We as-

sume that there are totally three SUs and one PU in the given DSS environment. The

SUs are located in positions that sense MIMO-OFDM signals with -20dB, -25dB, and -30dB

SNRs(dB), respectively. We compare the performance of SSDFR against a SVM with RBF

kernel, deep LSTM, and deep CNN in terms of AUC and the training overhead. The CNNs

have shown to be very effective in image classification and recently have been introduced to
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be used in spectrum sensing as well [64]. Figure 4.6, shows the AUCs of the aforementioned

Figure 4.6. Average ROC curves of different methods in cooperative DSS environment.

methods. SSDFR+MLP, deep LSTM, deep CNN, and SVM achieve 0.96, 0.96, 0.89, and

0.88 of average AUCs, respectively. In the cooperative DSS the performance of all methods

improve. However, the improvement that is brought by the hybrid SSDFR+MLP is more

significant. The performance of hybrid SSDFR+MLP is improved by 12%. On the other

hand the performance of SVM is improved by 8%. This because the SVMs cannot exploit

the spatio-temporal correlation as much as SSDFR+MLP and deep LSTM. In Section 4.4.2,

the LSTM could achieve its maximum performance when the number of recurrent units was

30. However, in the cooperative scenario with this number of recurrent units the deep LSTM

cannot achieve its maximum performance. In this part, we perform hyperparameter tuning
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to identify the optimal number of recurrent units such that the deep LSTM can achieve its

maximum performance. To achieve the best performance by the deep LSTM, 100 recurrent

neurons are required. In the hybrid SSDFR+MLP, only three stacked layers are adopted

while we achieve equal performance with deep LSTM. This observation shows the signifi-

cant computational complexity superiority of SSDFR over deep LSTM. In Section 4.4.4, we

will make a comprehensive comparison between the computational complexities of different

spectrum sensing approaches. The CNN achieves slightly better performance than SVM due

to its capability to extract the spatial correlations. However, the temporal correlations are

completely underutilized while CNN is leveraged for spectrum sensing.

4.4.4 Computational Complexity Analysis

The computational complexity of the SLC is the lowest, as it does not require any training.

However, it suffers from very low performances at low SNRs(dB). Therefore, in this section

we compare the computational complexities of SSDFR+MLP, deep LSTM, deep CNN and

SVM with RBF kernel in the cooperative spectrum sensing scenario. In the learning based

approaches, the computational complexity corresponds to the training time [69]. All our

simulations are run on an Intel(R), Core (TM)-i5, @3.4 GHz.

Table 4.3: Computational Complexity Analysis

Algorithm Training Time
deep LSTM 189s

hybrid SSDFR+MLP 62
deep CNN 57s

SVM 1s

As it can be seen in Table 4.3, the training time of the hybrid SSDFR+MLP method is

much lower than the deep LSTM while they achieve the same performance in terms of AUC.

This is mostly because the unsupervised feature extraction in SSDFR does not require any
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training. On the other hand, the end-to- end system of the deep LSTM is supervised and all

the weights undergo training. Another factor that causes this meaningful difference between

the computational complexities of SSDFR+MLP and deep LSTM, is the number of the

neurons that are adopted in the feature extraction layers of each model. There are only

three spiking neurons in the feature extraction layer of SSDFR, but in order to achieve a

similar performance we need to adopt 100 neurons in the feature extraction layer of the

deep LSTM which makes the training time of the deep LSTM very long. The computational

complexity of the hybrid SSDFR+MLP is mostly caused by the spike to analog current block

of the feature extraction layer and training the weights of the output MLP. SVM and deep

CNN have shorter training times, but their detection accuracy is significantly lower.

4.4.5 Effect of Delay on Performance

The delay value of the reservoir layer is an important hyperparameter that requires tuning.

It has been shown in [181] that the delay feedback loops can form short-term memory and

show high-dimensional behavior only if their delay value is tuned somehow that they can

operate at the edge of chaos. The dynamic behavior of the delay loop shifts from periodic

to edge of chaos and to completely chaotic. There are several evidences that the neurons of

our brain also operate at the edge of chaos [182]. Therefore, it is essential to tune the delay

value of our introduced model such that it can operate at the edge of chaos. Plotting the

phase portraits is one common method to analyze the dynamic behavior of delay feedback

loop systems.

Solving the DDE equation of a delay system helps us to further investigate the dynamic

behavior. In fact, by using the phase portraits we can visualize the dynamic behavior of

a delay feedback system in long term run. Figure 4.7 demonstrates an example of a phase

portrait corresponding to a delay feedback system. As it can be seen, by increasing the delay
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Figure 4.7. Phase Portrait.

value the dynamic behavior of a delay feedback system can shift from ordered to edge of

chaos, and completely chaotic.

We investigate the effect of the delay value on SDFR and identify the optimal delay value

in this section. Figure 4.8 shows the AUC of SDFR for different values of the delay. AUC

is very low for small values of the delay, however, it improves as the delay increases. We

can see that our introduced model achieves the highest AUC for τ = 30ms. Furthermore,

when τ > 30ms, the AUC starts to reduce. This observation along with the phase portrait

imply that τ = 30ms is the optimal delay value of our introduced model to analyze the

MIMO-OFDM DSS spectrum occupancy time-series. Therefore, we can conclude that for

τ = 30ms SDFR operates at the edge of chaos and can form a short-term memory and show

high-dimensional behavior. Accordingly, we set τ = 30ms in this chapter [183].
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Figure 4.8. Delay effects: SNR(dB)=−20dB, Tx=4, Rx=4.

4.4.6 MIMO-OFDM Symbols Augmentation Using cGAN

Table 4.4 represents the AUC of our introduced approach while it is trained by 25 training

samples and the test dataset is unchanged. For SNR(dB)=-10dB while we use 25 training

samples the AUC does not drop. However, as the SNR(dB) goes below -10dB or the number

of transmit and receive antennas is reduced the impact of a smaller training dataset is more

significant on reducing AUC. In this section we introduce to use cGAN to synthesize more

training data for the situations that suffer more from a small training dataset. The cGAN

structure consists of two competing DNNs. The DNN corresponding to the generator network

consists of two hidden layers with 20 neurons at each layer. The activation function that we
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Table 4.4: AUC of hybrid SDFR+MLP spectrum sensing of 25 training samples

SNR(dB) Tx antenna Rx antenna AUC
-10dB 2 2 0.97
-10dB 4 4 1
-10dB 6 6 1
-20dB 2 2 0.61
-20dB 4 4 0.85
-20dB 6 6 0.99
-30dB 2 2 0.48
-30dB 4 4 0.46
-30dB 6 6 0.7

use for all the layers of the generator is a leaky-rectified linear unit (leaky-RELU) function.

The leaky-RELU function is a mapping as f(x) = max(αx, x) where α is leaky factor and

in this chapter is set to 0.2. The DNN corresponding to the discriminator has also two

hidden layers. However, there are 200 neurons at each hidden layer. In the discriminator,

leaky-RELU is used in all the hidden layers, but sigmoid function is used at the output layer.

The synthetic MIMO-OFDM symbols are generated in Tensorflow. Figure 4.9 demonstrates

the loss functions of the discriminator and generator. The loss functions of discriminator

and generator play a min-max game together. A min-max game is a game where the two

parties of the game have opposite interests. In the loss function plot of the discriminator and

generator, it can be observed that at the beginning of the training when the loss function

of one party is maximized the loss function of other party is minimized. However, as the

training continues the generator learns how to fool the discriminator and that is where we

call it the steady state of the game. At the steady state the loss functions of neither of

the parties change significantly. This is because that at this point the generator synthesizes

some data that the discriminator is not able to specify whether it is real or fake. Figure 4.9

shows that after 1000 epochs of training the loss function of the discriminator is very close

to 0.5 with not much variations.

After the cGAN is successfully trained, we use the generator to synthesize more training

samples to enlarge the size of the training samples. The combination of the synthetic and
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Figure 4.9. Loss Functions of generator and discriminator.

real samples is used to train our scheme. We perform the test on 5102 real samples, and the

results are demonstrated in Table 4.5. We generate synthetic samples for three of the cases

that are more severely affected by the limited training dataset. The AUCs of our model after

retraining by the combination of the real and synthetic samples are presented in Table 4.5.

Table 4.5: AUC of hybrid SDFR+MLP spectrum sensing using synthetic and real data for
training

SNR(dB) Tx antenna Rx antenna AUC
-20dB 2 2 0.74
-20dB 4 4 0.93
-30dB 4 4 0.6

We can observe that after retraining our scheme the AUC is significantly improved compared

with the case that the training data was very limited. In order to better evaluate the quality

and expressiveness of the synthetic training samples, we compare the ROC curves of our

scheme while we use real training samples with the case that the combination of real and
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fake samples is adopted.
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Figure 4.10. ROC curves of real samples VS combined real and fake.

The ROC curves of our introduced hybrid SDFR+MLP spectrum sensing approach demon-

strate very similar performances while we use real samples and combination of real and fake

samples respectively. This observation implies that the synthetic samples are very similar

to the real samples and they are as expressive as the real dataset. In order to perform fur-

ther analysis on the expressiveness of the synthetic dataset, we train and test our scheme

in different scenarios. These scenarios are TSTR, TRTS, TRTR, and TSTS as they were

described in Section 4.3. The presented results in Table 4.6 imply that the synthesized sam-

ples are very expressive and robust as in different train and test scenarios the AUCs of our

introduced hybrid spectrum sensing scheme are very close together. The high quality and
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Table 4.6: AUC of hybrid SDFR+MLP spectrum sensing in different scenarios using
synthetic and real data for training

SNR(dB) Tx ant. Rx ant. AUC (TRTR) AUC (TSTR) AUC (TRTS) AUC (TSTS)
-20dB 2 2 0.75 0.73 0.74 0.74
-20dB 4 4 0.95 0.93 0.96 0.96

expressiveness of the synthesized training samples is fueled by the power of the SSDFR in

capturing the spatio-temporal correlations even from a very small data. In similar works

that the GANs are introduced to synthesize more training samples for spectrum sensing, it

is assumed that at least 100 training samples are available to train the GANs. However, in

this chapter we train cGAN to synthesize highly expressive training data while we have only

25 available samples. We have shown in this chapter that by combining SDFRs and cGANs

we can reduce the number of real training samples compared against the state-of-the-art

which is really important to reduce the costs of collecting training data.

4.5 Conclusion

In this chapter, we first introduced an energy efficient and easy to train spiking delayed

feedback reservoir (SDFR) model to detect the spectrum availability in a MIMO-OFDM

DSS environment. We showed that the introduced algorithm can effectively capture the

temporal correlations of the received signals in a single SU environment. The introduced

model is specially effective at low SNRs(dB) and outperforms the state-of-the-art spectrum

sensing techniques in terms of the detection accuracy and computational complexity. Then,

we extended the introduced model to a deep stacked SDFR (SSDFR) where multiple layers

of SDFRs are developed in the space domain to capture the spatial and temporal correlations

simultaneously while there are multiple SUs in a DSS environment. The superiority of the

introduced algorithm over other methods is verified through extensive simulations. Two

temporal neural spike encoding schemes (ISI and latency) were mathematically formulated
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and we observed that ISI encoding is the optimal encoding scheme in terms of detection

accuracy. The training data scarcity problem was also successfully tackled through the

combination of SDFR and cGANs.
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Chapter 5

Spiking Recurrent Neural Network

with Novel Encoding and Defense

Mechanisms

5.1 Introduction

Artificial spiking neural networks (SNNs) offer several advantages over other, non-spiking,

artificial neural networks (ANNs). First, SNNs are brain-inspired mathematical represen-

tations of the spike signals which are adopted in the human brains [172, 184, 185]. This is

due to: 1) the way information propagates between SNNs’ units; and 2) the advantage that

SNNs are intrinsically sensitive to the temporal characteristics of information transmission

that occurs in the biological neural systems [186]. Second, SNNs are more power efficient.

In fact, SNNs have been the main choice for neuromorphic hardware implementations, such

as Loihi, TruNorth, and SpiNNaker [187–195]. Due to these advantages, SNNs have become

the focus of a number of recent applications [196–199].
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Despite the advantages of SNNs, their performance suffers from three major drawbacks.

First, the current recurrent structures of SNNs are very difficult if not impossible to train

[172, 200], making them impractical for data that has temporal and/or spatial correlations.

Second, the performance of SNNs depends crucially on how the neural spikes get encoded,

i.e., the encoding scheme. Two main categories have been introduced in the literature,

namely, rate and temporal encoding. Although the two encoding schemes have been shown

to be effective in different scenarios and applications [157,201,202], several questions remain

unanswered. For example, is there an optimal encoding scheme? Can we combine two or

more schemes to encode the spikes? Third, although the vulnerability of SNNs against ad-

versarial attacks has been studied in the literature [203–205], an effective defense mechanism

for SNNs against adversarial attacks is lacking.

This chapter aims at solving the three major drawbacks of SNNs mentioned earlier. More

precisely, we provide three main contributions as follows:

• We present a recurrent structure of SNNs, which is inspired by delayed feedback reser-

voirs (DFRs) [114, 147, 206], to capture the temporal correlation of time-series data.

DFRs are a subcategory of reservoir computing (RC), which is a new class of recurrent

neural networks (RNNs) and is easier to train [20,207]. In the reservoir layer of DFRs,

only one neuron is required and the recurrence is modeled using a delay layer. In this

chapter, we develop a spiking DFR (SDFR) model and show its effectiveness (in terms

of classification accuracy) in capturing the temporal correlation of time-series data.

• For the first time, we introduce the idea of multiplexing two encoding schemes in

artificial SNNs. More specifically, inspired by recent studies in cognitive neuroscience

[157], we multiplex the phase and temporal encoding of the neuron spikes. Under our

SDFR model, we show that our encoding scheme achieves higher classification accuracy,

is more robust to noise, and is more robust to adversarial attacks than existing encoding
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schemes.

• For the first time, we introduce an effective defense mechanism for SNN against ad-

versarial attacks. We show that using our defense mechanism, SDFR is robust against

adversarial attacks.

In order to evaluate the effectiveness of our SDFR model, encoding scheme, and defense

mechanism, we adopt them in two applications, namely, video-based face recognition and

bad data detection in smart grids (a new generation of power systems which are developed to

provide more efficient, reliable, and intelligent power transmission and distribution) [40,41].

For video-based face recognition, we use the VidTIMIT dataset [208] and the DeepFake-

TIMIT dataset [209], which is a version of VidTIMIT that has been adversarially attacked

by generative adversarial networks (GANs). For smart grids, we use MATPOWER, which

is a MATLAB software package, to simulate the smart grids and generate training data and

testing data.

The rest of the chapter is organized as follows: Section 5.2 describes our introduced recurrent

structure of SNNs, the new multiplexing encoding technique, and the defense mechanism

against adversarial attacks. Section 5.3 presents the simulation results and Section 5.4

concludes this chapter.

5.2 Approach

5.2.1 Spiking Delayed Feedback Reservoir (SDFR)

Recurrent neural networks (RNNs) are the state-of-the-art artificial neural networks to pro-

cess time-series data. To train RNNs easier and faster, reservoir computing (RC) was in-

troduced [20, 207]. In RC, the network is divided into an input layer, a reservoir layer, and
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an output layer, where the reservoir layer’s parameters are kept fixed and not trained, and

hence, making training easier. It has been shown in [4, 210] that RC networks can outper-

form traditional RNNs in many cases. To further ease the training of the network, delayed

feedback reservoirs (DFRs) were introduced [147,206]. DFRs are subcategory of RC system

where only one neuron is required, and the recurrence is modeled using a delay layer.

Motivated by DFRs, in this chapter we introduce the spiking delayed feedback reservoir

(SDFR), where the neuron required in the reservoir layer is a spiking neuron. In this chapter,

we use the leaky-integrate and fire (LIF) spiking neuron [211, 212]. The SDFR network

consists of three layer: input, reservoir, and output layers. The input and reservoir layers do

not have trainable parameters, and are used only for temporal feature extraction. Figure 5.1

illustrates the structure of SDFR.

Input layer Reservoir(Recurrent) layer Output layer
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Figure 5.1. Structure of the SDFR network.

The input layer of SDFR is composed of two blocks used to pre-process the input time-series

data. First, each input time sample is encoded into a train of spikes using a given encoding

scheme (state-of-the-art schemes will be introduced in Section 5.2.2). The time instants at
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which the spikes are fired, called {s}i, are then used to generate an analog current:

IPSAC(t) =
∑

si

K(t− si)h(t− si), (5.1)

where IPSAC(t) is the postsynaptic current of the encoding neuron, si is the time in which

the ith spike is fired, h(t) is the Heaviside function, and K(t − si) is an exponential kernel

defined as:

K (t− ti) = N0 ×
(

exp

(

−t− ti
κs

)

− exp

(

−t− ti
κf

))

, (5.2)

where N0, κs, and κf are normalization , slow decay, and fast decay constants, respectively.

The ratio of κs

κf
is fixed at 4 in this chapter. For each sample of the time-series data, the

input layer outputs an analog current using Equation (5.1).

The analog current generated for each time sample of the time-series data is used as an

input to the LIF neuron in the reservoir layer. The LIF neuron converts the current into

membrane voltage according to [211]:

TRC

dv(t)

dt
= −(v(t)− E) + (Inoise + I(t))R, (5.3)

where TRC is a time constant, v(t) is the membrane voltage, E is the resting potential, R

is the membrane resistance, Inoise is the background noise, and I(t) is the input current

(output of the input layer) to the LIF neuron. The LIF neuron generates a spike as soon as

the membrane voltage, v(t), exceeds a certain threshold. The time instances at which the

spikes (output of LIF neuron) are fired will be used as the features to train the output layer.

In order to mimic a recurrent structure, the train of spikes fired by the LIF neuron for a

given input time sample is: 1) shifted in time (delayed) by value of τ 1; 2) converted to an

analog current using Equation (5.1); 3) multiplied by a feedback gain (g); and 4) added to

1τ is a hyper-parameter to be fine-tuned.
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the current of the next time sample of the time-series data. Each unit of delay is represented

by a virtual neuron in the reservoir layer, see Figure 5.1. This process is repeated until the

corresponding train of spikes of all the time-series samples are generated. We note that this

feature extraction process does not require training.

The train of spikes (output of the LIF neuron) corresponding to each time sample in the

time-series data is used an the input feature to train the output layer. In this chapter, the

output layer is a fully connected multi-layer perceptron (MLP), which is trained via standard

back-propagation algorithm .

5.2.2 Multiplexing Encoding Scheme

As mentioned in Section 5.2.2, in the input layer, each input sample in the time-series data is

encoded into a train of spikes. In this section, we first present the state-of-the-art encoding

schemes. Then, we present our novel scheme.

5.2.2.1 State-of-the-Art Encoding Schemes

The encoding process can be defined as converting the input into a train of spikes, where

the number of spikes and the time instances at which these spikes are fired depend on the

value of the input as well as the encoding scheme. Two main categories of encoding have

been introduced in the literature, namely, rate and temporal encoding [186, 213–216]. In

rate encoding, all the information about the input is encoded in the number of fired spikes.

In temporal encoding, the information is encoded not only in terms of the spikes number

but also the time instances at which these spikes are fired. Thus, temporal encoding has

been shown to achieve better representation of the input. Therefore, we focus on temporal

encoding. More precisely, we focus on the latency, inter-spike interval (ISI), and phase
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encoding schemes (sub-categories of temporal encoding).

Latency Encoding: In latency encoding, the input is encoded by the time of the first

spike with respect to the time at which the input onsets [157,217].

ISI Encoding: In ISI encoding, the information about the input is encoded in terms of

the temporal distance between the time instances at which output spikes are fired. If the

ISI encoder has N encoding neurons, the number of output spikes, Ns, is defined as [218]:

Ns = 2N−1. (5.4)

The temporal distance between the output spike fired at time tj and the output spike fired

at time tj−1, where j ∈ {1, · · · , Ns − 1}, is named Dj and can be calculated as:

Dj−1 = tj − tj−1. (5.5)

Figure 5.2 demonstrates an example of ISI encoding with N = 3. Several studies have

shown that ISI achieves better representation of the input compared with latency encoding

[36,219].

Phase Encoding One of the major drawbacks of latency encoding is its dependency on

the accuracy of the measurement of the time difference between the input onset and the

occurrence of the first spike. Inspired by cognitive science, the phase encoding resolves

this issue by relying on an intrinsic internal clock of the neuron, and hence, measuring the

accurate onset of the input and the occurrence of the first spike is not required [219]. In

the cognitive science literature, this intrinsic clock is known as the sub-threshold membrane
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Figure 5.2. An example of ISI encoding.

oscillations (SMOs), which can be modeled as [219]:

SMOi = A cos (ωt+ φi) , (5.6)

where i ∈ {1, · · · , N} for N being the dimension of the input, A is the magnitude of the

oscillations, ω is the phase angular velocity, and φi is the phase whose value depends on the

value of the current input sample i. Moreover, φi is defined as [219]:

φi = φ0 + (i− 1)∆φ, (5.7)

where φo is the reference initial phase, and ∆φ = 2π
N
.

The time at which a spike is fired is the time instance at which the value of SMOi crosses
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a given threshold. The value of the threshold is dependent on the sign of the input [136].

Figure 5.3 describes phase encoding.

Figure 5.3. Phase Encoding.In a phase encoding unit, a positive neuron (Pos), a negative
neuron (Neg), and output neuron exist. The Pos is used for encoding the stimulus values
that are positive and the Neg conversely. The output neuron fires a spike at the times

which the corresponding SMO of Pos or Neg crosses its threshold.

5.2.2.2 Multiplexing Phase and ISI Encoding

Despite the different encoding schemes introduced in the literature, several questions remain

unanswered. For example, is there an optimal encoding scheme? Can we combine two or

more schemes to encode the spikes? We introduce a multiplexing encoding scheme to answer

the latter question.

Multiplexing is a process where multiple encoding schemes are combined together to increase

the information which is conveyed about the input. In [202], an experiment was conducted

where the rats used their whiskers to identify the texture of the surface of their surrounding

environment. It was observed that the multiplexed rate and temporal codes conveyed more

information about the input stimulus and the texture of the surface compared with each
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individual code. The process of multiplexing was named Gamma alignment [219].

Inspired by these findings, we introduce, for the first time, a multiplexing scheme in which

we multiplex the phase and ISI codes. In our multiplexing scheme, the spikes fired by the ISI

code get aligned (shifted) according to the SMO of the phase code. More specifically, first,

the input stimulus (e.g., a pixel of an image) is encoded using ISI encoding. The resulting

output is a train of spikes fired at certain time instances. Second, the SMO of the input

stimulus is generated using phase encoding. Finally, the train of spikes generated via ISI

encoding are shifted to the closest points of the SMO which cross a certain threshold. The

final output is the shifted time instance of the train of spikes. Figure 5.4 demonstrates an

example of the multiplexing process. In this figure, ISI encoding fires three spikes at time

instances t1, t2, and t3, respectively. Then, these time instances are shifted to t
′

1, t
′

2, and t
′

3,

according to the closest time instances at which the SMO crosses a given threshold. After

multiplexing, t
′

1, t
′

2, and t
′

3 are used to encode the given input stimulus conveying information

using of ISI and phase.

5.2.3 Defending SDFR Against Adversarial Attacks

Deep learning models have been shown to be vulnerable to what is called adversarial at-

tacks. In other words, it has been shown that one can synthesize small and imperceptible

perturbations of the input data, called adversarial examples or attacks, and cause the model

to make highly-confident but erroneous predictions [220, 221]. This problem of adversarial

attacks has garnered significant attention recently, resulting in many approaches to defend

deep learning models against these attacks [220,222,223].

The vulnerability of SNNs against adversarial attacks has been studied in [203,204], showing

that 1) SNN is not an exception of deep learning models, i.e., it is vulnerable to adversarial
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Figure 5.4. Multiplexing Phase and ISI codes.

attacks; and 2) SNNs are more resilient than DNNs against adversarial attacks. Although

the latter observation supports the resilience of SNNs against adversarial attacks, without

a defense mechanism, SNNs are still vulnerable. In this chapter, we introduce for the first

time a defense mechanism for spiking neurons against adversarial attacks.

Generally, to make a deep learning model more robust against the adversarial attacks, its

sensitivity to the variations of input should be decreased [220], [221]. The absolute value of

the Jacobian of a model is a measure usually used to quantify the sensitivity of that model

with respect to its input, and is defined as:

J =

∣
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∣

∣

∣

∣

, (5.8)

where J denotes the absolute of the Jacobian, F represents the deep learning model, X is
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the input to deep model, and F (X) is the output of the deep model F with respect to the

input X. Thus, in order to increase the resilience of a model against adversarial attacks, its

Jacobian has to be decreased.

To decrease the Jacobian of our introduced SDFR, we focus on Equation (5.3), which rep-

resents a LIF spiking neuron. The output and input of the LIF neuron are v(t), I(t),

respectively. Therefore, the Jacobian of a spiking LIF neuron is equal to ∂v(t)
∂I(t)

. Our objective

is to reduce the Jacobian of the spiking LIF neuron and that procedure is expressed as:
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where in Equation (5.9) we used the fact that TRC = RC [211]. Equation (5.10) shows that

to decrease
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, C (the membrane capacitance of the LIF neuron) should be increased.

This analysis shows that setting the membrane capacitance (C) of the LIF neuron to a large

value at the training time can decrease its sensitivity to small variations of the input and

consequently act as a defense mechanism to protect SNNs against adversarial attacks. We

will demonstrate in Section 5.3 that this technique is effective in detecting the adversarial
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attacks against SDFR.

Remark 1 Note that our defense mechanism could be applied to any SNN using LIF neu-

rons.

5.3 Results and Analysis

To evaluate the performance and effectiveness of our introduced model and techniques, we

apply them on two applications: 1) video-based face recognition; and 2) false data injection

(FDI) detection in a cyber-physical system (smart grid). In the face recognition application,

we use the VidTIMIT database which is comprised of the video recordings of subjects rotating

their heads in different directions. For the FDI detection, we use MATPOWER software

package of MATLAB to simulate a smart grid. The following subsections are organized as

follows: first, we show the performance of our introduced SDFR network under the state-of-

the-art encoding schemes; second, we show the effect of our multiplexing encoding schemes

on the performance of SDFR in terms of robustness against noise and adversarial attacks;

finally, we show the effectiveness of our defense mechanism. In all our simulations, the

number of spikes, Ns, is set to 1 for phase codes, and 3 for both ISI and multiplexing codes.

We set the values of E, and R to 0.5 Volts, and 1 Mega Ohms, respectively. We run our

simulations on an Intel(R), Core (TM)-i5, @3.4 GHz using MATLAB R2018B.

5.3.1 Performance of the SDFR Network

The VidTIMIT Database: We apply SDFR on videos of 10 subjects rotating their heads

from 0o to 90o. As an example, a few frames are shown in Figure 5.5 . The original size

of the video frames are 512× 384 pixels and we down-sample them to 77× 58. We use the
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state-of-the-art encoding scheme, i.e., ISI, to encode the pixels of each frame. The output

spikes of all pixels are then used to generate one analog current according to Equation (5.1).

For each subject, we use the first 2
3
of the frames for training and validation, and the last 1

3

for testing. To evaluate the performance of SDFR on video frames, the accuracy metric is

used which is defined as,

Accuracy =
NF

TF
, (5.11)

where NF is the number of frames that are classified correctly, and TF is the total number

of frames.

Figure 5.5. A few frames of VidTIMIT.

Table 5.1 summarizes the accuracy of SDFR in comparison to two baseline MLPs, i.e.,

MLP1 and MLP2. MLP1 is a fully connected neural network with one hidden layer with

30 neurons. It is worth mentioning that MLP1 is the same as the MLP used in the output

layer of SDFR. MLP2 is a fully connected neural network with two hidden layers with 80
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Table 5.1: Classification accuracy of SDFR for face recognition.

Method Accuracy

SDFR ≈ 97%
MLP1 ≈ 50%
MLP2 ≈ 93%

and 40 neurons, respectively. It can be observed in Table 5.1 that SDFR outperforms MLP1

by 47%, and hence, this shows the capability of SDFR in capturing temporal correlations.

The performance of MLP2 is much higher than MLP1, yet still outperformed by SDFR by

4%. Note that the number of trainable parameters in SDFR is much less than MLP1 and

MLP2. This is because the size of the input layer of MLP1 and MLP2 is equal to the number

of pixels, i.e., 4466, while the size of the input layer of the MLP in SDFR is equal to the

number of features extracted by the reservoir layer which is 20. In this experiment, we set

C = 10µ Farads (µF ), and fine tune the value of τ .

False Data Injection (FDI) Detection in Smart grids: Before we present our results

on smart grids, a brief introduction to the system model of smart grids is introduced. Smart

grids are new infrastructure that integrate energy with many different technologies, such as

telecommunication, internet, and electronic devices [41,224]. One of the main challenges for

smart grids is the vulnerability to cyber-attacks [41], specially False data injection (FDI)

attacks [225]. In a smart grid system, a control center observes a measurement vector z

defined by [226]:

z = Hx+ e, (5.12)

where x is the state vector which in this case is the voltage phase of the smart grid’s

buses [226], H is a matrix transforming the state vector x into measurement z, and e is the

environment noise.
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In a smart grid system, an attacker can compromise the state estimation by injecting false

data a, in which case, the compromised measurements are:

z = Hx+ a+ e, (5.13)

FDI attacks can be categorized into four categories, namely, direct-single-period, direct-

dynamic, hidden-single-period, and hidden-dynamic attacks. The most challenging of them

to detect is the latter [227], which is the category considered in this chapter. In hidden-

dynamic attacks, the attack vector is defined as a = Hc, where c is a vector whose elements

ci vary with time according to:

ci(t) = Mni cos (2πfct) , (5.14)

where M is the magnitude of the attack, fc is the frequency of the attack2, ni is drawn from

standard normal distribution, i.e., N (0, 1).

Now we present the performance of SDFR for FDI detection in smart grids. We generate

6000 training smart grid measurements z, each of size 33, using MATPOWER [110] (a

package in MATLAB). We divide the 6000 measurements into two sets, a safe (not attacked)

set of size 5000 and a compromised (attacked) set of size 1000. The attacks are performed

based on Equations (5.13) and (5.14). For each measurement z, we assume the attacker

could compromise as many of its 33 elements depending on the level of access it has to the

system. For testing, we also generate another 6000 measurements and divide them into safe

and compromised similarly as the training set. We train the SDFR to distinguish the safe

measurements from the compromised ones. We use the F1 measure as the evaluation metrics

2In this subsection, M = 1 and fc = 1.
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of this application which is defined as,

F1 = 2
Precision× Recall

Precision + Recall
, (5.15)

where Precision = TP
TP+FP

, Recall = TP
TP+FN

, and TP, FP, and FN correspond to true pos-

itive, false positive, and false negative values, respectively. Figure 5.6 demonstrates the
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Figure 5.6. F1 value of attack detection.

comparison between the performance of SDFR and an MLP with one hidden layer with 40

neurons, which is the same MLP used in SDFR in this task. The figure shows that SDFR

significantly outperforms MLP, and hence, demonstrating its capability to capture temporal

correlation, despite having only one spiking neuron. In this experiment, we set C = 10µ

Farads (µF ), and fine tune the value of τ .
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5.3.2 Effect of Multiplexing

In this section, we show that our multiplexing scheme is more robust to noise and adversarial

attacks compared to state-of-the-art encoding schemes.

5.3.2.1 Robustness Against Noise:

The VidTIMIT Database: Different levels of salt & pepper noise is added to the frames

of each subject. The videos of subjects without noise is used for training and the noisy frames

are used for testing while the subjects rotate their heads from 0o to 90o. The accuracy

of SDFR for each encoding mechanism with respect to different levels of noise is shown

in Figure 5.7. The figure shows that the accuracy of SDFR under multiplexing is much

more robust to noise compared to the accuracy of ISI or phase encoding. Our result
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Figure 5.7. Accuracy of each encoding with respect to noise.
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Table 5.2: F1 values of smart grid attack detection of SDFR for different encoding schemes.

Encoding Variance of noise F1

Multiplexing 1 ≈ 94.36%
ISI 1 ≈ 88.35%
Phase 1 ≈ 91.49%
Multiplexing 2 ≈ 88.17%
ISI 2 ≈ 81%
Phase 2 ≈ 86%
Multiplexing 10 ≈ 60%
ISI 10 ≈ 41%
Phase 10 ≈ 41%

verifies the findings in the cognitive science research that the information that the biological

neurons convey with respect to an input stimulus is increased through multiplexing. In this

experiment, we set C = 10µ Farads (µF ), and fine tune the value of τ .

False Data Injection (FDI) Detection in Smart grids: The value of noise is controlled

by the variance of e. We show that as the magnitude of the variance of e becomes larger, the

F1 value of attack detection drops. However, SDFR with multiplexing codes shows more

robustness against more noise.

Table 5.2 shows the average F1 values of smart grid attack detection of SDFR for different

encoding schemes. Note that the magnitude of attack, M , used to generate the training and

testing sets is the same. Table 5.2 shows that as the variance of e increases, the F1 value for

all the encoding schemes decreases. However, the performance of SDFR with multiplexing

is improved. In this experiment, we set C = 10µ Farads (µF ), and fine tune the value of τ .

5.3.2.2 Robustness Against Adversarial Attacks:

The DeepfakeTIMIT Database: Figure 5.8 shows two examples of the subjects in the

DeepfakeTIMIT database, which is a version of the VidTIMIT database, which has been

adversarially attacked by GANs. We train the SDFR model on the VidTIMIT database,
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and test it on the DeepfakeTIMIT database. To evaluate the performance of SDFR against

adversarial attacks, we use the attack success rate as the evaluation metric. The attack

success rate is defined as the number of the frames that are misclassified by SDFR.

Figure 5.8. Adversarial attacks on video frames.

The performance of SDFR against adversarial attacks under different encoding schemes is

shown in Table 5.3. The table shows that the adversary achieves the lowest success rate

when multiplexing is adopted as the encoding scheme of SDFR. In this experiment, we set

C = 10µ Farads (µF ), and fine tune the value of τ .

False Data Injection (FDI) Detection in Smart grids: To perform adversarial attacks

in smart grids, we assume that the magnitude of the attack ,M , in the testing data is

significantly smaller than the magnitude of the attack in the training data. In other words,
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Table 5.3: Success rate of the attacker while performing adversarial attacks on video
frames.

Encoding Attack success rate %

Multiplexing ≈ 20%
ISI ≈ 25%
Phase ≈ 34%

Table 5.4: F1 values of smart grid attack detection of SDFR for different encoding schemes.

Encoding Attack success rate %

Multiplexing ≈ 44%
ISI ≈ 75%
Phase ≈ 76%

we assume the training takes into consideration the possibility of attacks, but with a certain

magnitude. However, the attacker uses much smaller values, making detection of those

attacks hard. More specifically, we set the magnitudes of train and test equal to M = 10,

and M = 1, respectively.

The results in Table 5.4 verify the robustness of multiplexing codes over the state-of-the-art

codes against adversarial attacks. In this experiment, we set C = 10µ Farads (µF ), and fine

tune the value of τ .

5.3.3 Defending SDFR against Adversarial Attacks

In this section, we verify the effectiveness of the introduced defense mechanism in SDFR.

We showed in Equation (5.10) that the sensitivity of the Jacobian of the spiking LIF neuron

can be decreased through increasing the membrane capacitance (C). In Figure 5.9, the effect

of increasing the membrane capacitance of the LIF neuron (C) on defending SDFR against

adversarial attacks is shown for the VidTIMIT database and smart grids.
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The figure shows an interesting behavior. It can be seen that increasing C can reduce the

success rate of the attacker up to a certain point. For VidTIMIT, the success rate of the

attacker drops from 48% to 12% as we increase the capacitance from 0.1µF to 50µF , then

the success rate increases again. The same behavior can be observed for smart grid as well,

where the success of the attacker drops from 100% to 44% as the capacitance is increased

from 0.1µF to 10µF , then the success rate increases again. This suggests a trade-off between

power efficiency (decreasing C) and robustness of spiking neurons against adversarial attacks

(increasing C) has to be made.

The reason why the attacker success rate increases after a certain point is due to the fact

that increasing C to very large values, decays the current, i.e., I(t)
C
≈ 0 according to Equa-

tion (5.3), and hence, decreasing the information conveyed through the current, which decays

the representation power of the SDFR model.

0 50 100 150 200

Capacitance (uf)

20

40

60

80

100

A
tt

a
c

k
 S

u
c

c
e

s
s

 r
a

te
 (

%
)

VidTIMIT

Smart Grid

Figure 5.9. Effect of increasing the capacitance on adversarial attacks.

134



It can also be observed that larger capacitance values work better for VidTIMIT compared

to the smart grid data. The reason is that the I(t) of video frames are constituted of 4466

pixels, but the smart grid data has only 33 measurements which make the corresponding I(t)

of the smart grid smaller than the I(t) of video frames. Therefore, a larger C is required to

decay the I(t) of video frames, and hence, larger C values are more effective on VidTIMIT

than smart grid.

5.4 Conclusion and Future work

In this chapter, inspired by delayed feedback reservoirs, we introduced a spiking recurrent

neural network, named SDFR. Our simulation results show the effectiveness of SDFR in

capturing temporal correlations, compared with multi-layer perceptrons. We also demon-

strated that multiplexing the state-of-the-art encoding schemes leads to more robustness

against noise and adversarial attacks. Finally, for the first time, we showed that increas-

ing the membrane capacitance of a spiking neuron (up to a certain point) can strengthen

the resilience of SDFR against adversarial attacks. However, the growth of the membrane

capacitance also increases power consumption, which requires a trade-off to balance.

For the future work, we will focus on: 1) verifying our proposed encoding and defense

mechanisms in other existing structures of SNNs; and 2) designing more effective defense

mechanisms for SNNs that do not increase the underlying power consumption.
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Chapter 6

Conclusion and Open Problems

In this dissertation inspired by delayed feedback reservoirs, spiking recurrent neural network,

named SDFR was introduced which was both easy to train and energy efficient. The effec-

tiveness of this model was evaluated in solving different problems, namely, attacks detection

in smart grids, MIMO-OFDM spectrum sensing, and video-based face recognition. More-

over, the model was extended in space to capture the spatial correlation as well. For the first

time, cGANs were combined with SDFR to solve the data scarcity problem of AI enabled

MIMO-OFDM spectrum sensing. Multiplexing different neural codes which is inspired from

rats was formulated and implemented which leads to more robustness against noise and

adversarial attacks. Finally, for the first time, it was shown that increasing the membrane

capacitance of a spiking neuron (up to a certain point) can strengthen the resilience of SDFR

against adversarial attacks.
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6.1 Open Problems

• Defending SNNs against adversarial attacks without increasing the value of the mem-

branes capaciatance of LIF neuron.

• Multiplexing several codes together, i.e., time, rate, and phase.

• Implementing an end-to-end SDFR model on FPGA.

• Implementing SDFR on multi-class tasks.

• Extending a deep SDFR model in time domain through multiple layers of SDFR.
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