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Abstract

The growing levels of fake news in our media contributes to misinformation campaigns, the impact of which can spread to investment decisions. To analyze the extent of misinformation on investors, we collected financial articles surrounding specific stocks. We leveraged a machine learning framework to automatically determine the sentiment of a given article. A value is manually assigned to each article in reference to its level of misinformation. This information is displayed in a digital library for users to access. From our small case study analysis, our preliminary findings show that the misleading content of an article ultimately has little impact on stock value. Instead, the sentiment of the public towards the news, regardless of its validity, is the driving force behind price fluctuation.

Introduction

Detection of fake information is increasingly important and can have significant impact on human decisions as individuals are likely to make choices based on the information that they have available to them: information that goes into decision models guides human decisions. To focus on a specific example, we look at how misinformation about public companies can influence investor perceptions and subsequent investment decisions. If investors are manipulated to make decisions by relying on fake information, they will make bad investment decisions. The project involves collecting data about selected public companies and the impact that misinformation has on investor perception and investment decisions, taking data from social media and/or news websites involving investors and the stock market. Data was collected via web crawlers and passed through a model that predicts the sentiment of the article. The level of misinformation present in the article was manually labeled.
Requirements

Data Collection

The first thing that we had to do was to collect data about stocks to determine the validity of the news surrounding them. We searched through many stock sites to find a website that both allowed for scraping as well as provided a succinct and easily accessible supply of stock news for different tickers. Once we found a site that fulfilled both of these, we scraped the relevant articles for title, ticker, and date of publication.

Data Processing

Once the data was collected and formatted, we needed to figure out whether the article was misleading and what impact that could cause. To achieve this, we first went through and labeled all of the articles based on their level of misinformation. Then, we passed them through an NLP routine to determine the sentiment of each article to determine what its impact could be on the stock market. Finally, we analyzed the stock market trends for the specific tickers to see if the news about the stock had caused any change in the cost.

Data Visualization

We needed to find a way to visualize the data so that it was easily viewable by users. We created a website that would contain all of the data that we collected from the previous steps. It allows users to download the data and use it for their needs. Finally, it has all the information on how we collected the data and the source code for scraping the data and information about the machine learning model used to analyze the data.
Design

System Design

Figure 1 is a depiction of our software system design, created using IBM IT Architect Assistant [1]. Initially, we scraped data from stock news articles. For this, we used MarketWatch [2] as it is a reputable source that allows scraping in their Terms of Service. From our web scraper, we fed that data directly into our natural language processor to predict sentiment. Rather than labeling every entry ourselves, we developed our model to do it for us, saving tons of time. That data was publicly available for download, but we still needed to label misinformation ourselves. Since past stock news doesn’t reflect the present, we decided the only way to have accurate data was to label it ourselves. At this point, we completed our backend data flow which started with data gathering and ended with data cleansing and labeling.
Website Design

Figure 2. Wireframe of home page

Figure 3. Wireframe of detector
Figures 2 - 4 show our initial wireframe for the website, produced using the wireframing tool Figma [3]. Our plan was to allow users to download data, analyze sentiment in real time, and access our code for personal use. Real time sentiment analysis was seen as a stretch goal, but a fascinating topic to look into. Being able to download our dataset and access our code conveniently was the main goal of the site. As per our client’s recommendation, the downloadable datasets are in CSV format to allow for easy parsing.
Implementation

Web Scraper

In deciding which website to scrape, we considered numerous stock market news websites. Of them, we decided to scrape from MarketWatch due to the accessibility of the news articles on the site. We can take a base URL and append any stock ticker that we want in order to look at that stock’s news. In Figure 5, you can see what the AMC’s news looks like on MarketWatch. The red arrows point to a section on the website that contains a list of recent news articles. This section is what we are scraping, and we are doing this over a list of stock tickers that we have hand selected.

Figure 5. AMC articles in MarketWatch
In order to scrape these webpages, we created a simple Python script that iterates through a list of stock tickers that we are interested in. You can see these stocks on lines 9 - 10 of the code in Figure 6. The code then iterates through the list of tickers, appending each to the base URL as seen in line 13. We next send a request to the altered URL, and pass the response into a BeautifulSoup constructor, which is a Python library that helps to scrape websites [4]. In subsequent lines of code, we select particular parts of HTML from BeautifulSoup that we want to store into our DataFrame. We are using Pandas' DataFrame [5] to store all of this information because there is an easy way to save a DataFrame as a CSV file once we have collected all of the data (line 35 of the code). See Figure 7 for an example of what this looks like.

Figure 6. Web scraper code

Figure 7. Example of scraped data
Data Processing

Once the data was collected from the scraper, we began to process it. This consisted of two main steps:

1. Misinformation detection
2. Sentiment analysis

We found that it was not feasible to use machine learning for misinformation detection. It was simply not reliable enough and the technology isn’t quite there for us to automatically detect the level of misinformation contained in a financial news article. Therefore, we approached this part manually. For each article in our dataset, we ranked it on a scale of 1 - 5 based on the amount of misinformation we deemed present in the article, with 1 being the least accurate and 5 indicating the article had no misinformation. By manually labeling, this allowed us to get the most accurate results possible.

There were 417 articles that were manually labeled by two people. We avoided discrepancies in our rankings by discussing how we would handle certain criteria when determining our ratings. The vast majority (~88%) of articles were labeled with a 5 or 4, with the former used to label articles with no lies and the latter indicating the presence of very few lies or slight speculation. A rating of 3 represented a mix of truth, lies, and speculation, and was given to about 10% of our data. About 2% of articles were given a rating of 2. These articles were mostly filled with speculation and misinformation, but had hints of truth within them. A rating of 1 was not given as it was reserved for articles that are entirely inaccurate, something rarely seen in reputable sources such as MarketWatch.

Sentiment analysis was a stretch goal of ours as it involves machine learning, specifically natural language processing. To that end, we use the SimpleTransformers library and the BERT classification model [6] developed by Google as a state-of-the-art machine learning framework used for language processing tasks. This was implemented in a Jupyter Notebook [7] hosted on Google. To help train the model, we supplemented our own data with a dataset found on Kaggle [8], some of which is shown below in Figure 8. This dataset consists of nearly five thousand financial news headlines, each labeled positive, neutral, or negative. There are roughly 600 negative headlines, 1400 positive, and the rest are neutral.
Figure 8. Example of labeled data

Before we could train the data, the text itself had to be pre-processed. This involved removing numbers, punctuation, and stop words, which are taken from a list of the most commonly used words in the English language. Once the text was uniform and fit the criteria, we passed it into the model. We set aside some of the data for testing the model’s accuracy, which is detailed in the respective section below. After training the model, we passed in our dataset and performed sentiment analysis on each article. Since the dataset is in CSV format, it is trivial to read from that and convert it into a Pandas DataFrame, where we insert another column that contains the sentiment label. This data is then converted back into a CSV file. The Jupyter Notebook containing the code and data files can be found in a zip file named MisinformationStocks.zip.

Website

The goal of our website is to allow for easy access of data to users. They can download our data in the form of a CSV file. From our wireframes earlier, we had an easy time designing our frontend. We chose React [9] for our frontend as it gives us useful industry experience. Our deployed frontend closely follows our wireframe. Using React and MaterializeUI [10] for styling, we were easily able to craft the site. As planned, we have downloadable datasets and an explanation of our project.
Our backend was made using a Django REST API to provide real time functionality potential to the frontend for future iterations of the project. Django [11] is a Python based backend that offers a lot of “out-of-the-box” functionality. The primary example of this is the admin portal shown in Figure 9. Once logged in through the admin portal, you can easily alter any of the article’s information as seen in Figure 10. Since we have to manually label data, this GUI is an invaluable tool to ramp up efficiency.
For hosting services we had to take an alternative approach. Initially we had everything set up through AWS, but decided to go with an alternative because of pricing. Our next attempt was to set up a Docker container [12] to house our website through Virginia Tech hosting services. With VT, their hosting services would be free, but also require an admin for security purposes. Since our team is graduating, and there will be no one to maintain the site we sought a third hosting service. Currently, our frontend is hosted on Heroku [13] and our backend is hosted on PythonAnywhere [14]. These two sites were chosen as they had easy setup and offer free services. Since we don't anticipate a large quantity of network traffic, free tier services will be sufficient. The frontend will no longer be maintained after the semester and will not continue to be hosted.

Testing

Accuracy is an important metric for the evaluation of machine learning models. This is based on the percentage of correct predictions made by the model, comparing each prediction with the corresponding label to determine correctness. One common approach for testing is to partition the labeled dataset into separate datasets for training and testing. We chose to set aside 20% of the data for testing. To determine the accuracy of our model, we passed in the testing set and used the metrics module of the Scikit-learn library in Python [15]. Using this approach, we found that our machine learning model made predictions with an accuracy of 78.5%.
Our site was made to be simple to navigate. The home page is accessed using the database tab and is shown by Figure 11. On this page you can download stock information. Our site also details the purpose of our project. The other page currently accessible is the explanation page displayed in Figure 12. This page goes into further detail about each aspect of our solution.
Developer’s Manual

Scraper

There is one Python file that handles the entire scraping process. It uses Python’s requests module and Pandas DataFrame. This file can be found in the MisinformationStocks.zip file. The stock tickers that we are interested in are in an array in one of the first lines of code. You can add or remove tickers provided that they are valid. This will let you personalize which news articles are scraped from MarketWatch. The rest of the process is handled for you, and the code generates a CSV file containing the results of the scraping process. If you wish to gather different information from articles, or scrape articles from another source, this scraper will need to be changed appropriately. Currently, it gathers the article titles, dates and times, and links.

Machine Learning

The code for the sentiment analysis machine learning model is in a Jupyter Notebook, which can be identified by the .ipynb file extension. This file is located in MisinformationStocks.zip along with the CSV file all-data.csv, which contains the dataset used to train the model. The code is pretty straightforward to modify. Click on a cell to edit and add your Python code. Be sure to install the necessary packages. Press Ctrl+Enter to run a cell. Any variables or imported modules will persist in all cells below. You can import your own CSV file, convert it to a Pandas DataFrame, and pass it into the model. We encourage you to read through the Jupyter Notebook [7] and Pandas [5] documentation for more information if necessary.

Website

For our website you can find the necessary files in the MisinformationStocks.zip file. The frontend and backend portions of the site are separated into their own directories. Both of them are capable of being deployed for your own services as soon as you fork the directory. The React site is static and made using standard React practices. The CSS library we chose to use is MaterializeUI. We highly recommend referencing React [9] and MaterializeUI [10] documentation if you wish to make your own edits on the site. The backend was made entirely using the Django REST API. Again, we recommend following their documentation [14] for installation.
Lessons Learned

Timeline

Throughout the development process, we had many ideas for what we wanted to do. We weren't given specific direction on where to take it and had to figure out a lot of the details on our own. The broad scope of our project resulted in us continuously changing directions and reworking our plan for the first few weeks. Eventually, we were able to clearly define the scope of our project, removing the ambiguity surrounding the deliverables and how to best achieve our goals. We have learned to properly plan a project and create a timeline after we have a set of realistic goals to work towards. Our final timeline is as follows:

9/16/21: Presentation 1
9/22/21: Complete wireframe and system design
9/30/21: Pick SeekingAlpha as source and start building scraper
10/5/21: Look for alternative sources for scraping due to SeekingAlpha restrictions
10/11/21: Come up with approach to label misinformation manually
10/20/21: Choose MarketWatch as our source to collect articles from
10/23/21: Finish building scraper
10/29/21: Deploy website
11/4/21: Start implementing machine learning model for sentiment analysis
11/9/21: Presentation 2
11/12/21: Finish training model and test for accuracy
11/19/21: Refine code and streamline website design
11/29/21: Begin labeling data
12/2/21: Final presentation
12/9/21: Complete code refinement and final paper, finish labeling data
Problems

During the scraping process, there were problems getting data that we desired from multiple websites. Most of the top websites for market news have policies and scripts in place so that the information is harder or impossible to scrape. For example, Seeking Alpha [16] is a popular market news website, and its layout would have made it extremely easy to scrape thousands of recent articles for our database. However, their Terms of Service disallows the scraping of their website, and there are measures set up so that scraping libraries aren't able to scrape data from their website. Another example is Yahoo Finance [17], whose website is riddled with pop-ups and ads, which makes the scraping process difficult to automate. After considering the aforementioned sites, we then looked at MarketWatch and found that it was the site that best suited our needs and allowed us to scrape.

Data Inferences

Based on the data that we collected from this project, we have come to multiple conclusions. Note that due to time constraints, we were unable to do an in-depth study on this topic. Therefore, these observations only reflect the results of this preliminary exploration we conducted using a case study approach. From our manually labeled data, we looked at articles of different ratings and the corresponding stock prices. We found that in general, misinformation in the news had little impact on a stock, as the sentiment surrounding the article was more indicative of stock price fluctuation. For instance, if misinformation comes out for a stock but the public is unaware of its deceptive nature, then there is no difference in impact, even if the information were true. If the public later realizes that the information is false, the stock will usually level back to where it was before. This is illustrated perfectly when misinformation was spread about Litecoin partnering with Walmart [18], their stock jumped up about 50%. When the public realized that this was simply untrue, their stock went back down to where it was previously.

We found that there are some stocks that are more likely to have misinformation surrounding them, and are therefore more likely to be affected by it. A lot of these are known as “meme stocks”, which are prone to volatility and are far riskier than most stocks. By using MarketWatch, a mainstream source, most of our articles were reputable since these popular websites have a reputation to uphold. They are more likely to avoid misinformation than sources like Twitter, where individuals are allowed to say whatever they want with little repercussion. On the other hand, mainstream sources are more likely to be used by the majority of users, which increases the potential impact of each article. This is the main factor in our decision to focus on MarketWatch in lieu of social media sites.
Future Work

To move forward with this project, we recommend using significantly more resources. There are many complex aspects to advancing this project, and we believe each one could use a team to perfect them. The three aspects we’ve identified for improvement are:

1. Real-time data capture
2. Misinformation predictor
3. Website

Currently, the scraper only supports MarketWatch, and this can be improved upon to include more sources along with adding the ability to scrape in real-time. Another useful functionality to add would be to distinguish between repeat articles. This improved implementation would require an efficient way to store data and pass it through to the various parts of the project.

One could also expand upon the machine learning aspect of the project by attempting to train a model to predict misinformation. This might prove to be difficult to accomplish with any reasonable amount of accuracy, but is certainly an interesting concept to explore. It is a natural progression from our current approach of manually labeling misinformation, detailed in the Implementation section of this paper for those wishing to manually label data themselves. When paired with the previous suggestion, this would allow for the compiling of a much larger dataset. This is an advantage due to the potential large amount of data needed to train this hypothetical model.

There are a few quality-of-life features that we believe could be added to the website. The website currently does not support parameterized queries for our data. The implementation of this functionality would allow for users to filter through to find information relevant to their needs. Another feature that would be useful for users is the addition of stock charts to visualize the impact of the article on stock price, if any. The website could also be improved by adding an option for users to submit their own data for review. This would let users add their own contribution and improve the dataset.
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