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Abstract
Alternating Directions Implicit (ADI) integration is an operator splitting approach to solve parabolic and elliptic partial differential equations in multiple dimensions based on solving sequentially a set of related one-dimensional equations. Classical ADI methods have order at most two, due to the splitting errors. Moreover, when the time discretization of stiff one-dimensional problems is based on Runge-Kutta schemes, additional order reduction may occur. This work proposes a new ADI approach based on the partitioned General Linear Methods framework. This approach allows the construction of high order ADI methods. Due to their high stage order, the proposed methods can alleviate the order reduction phenomenon seen with other schemes. Numerical experiments are shown to provide further insight into the accuracy, stability, and applicability of these new methods.
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1. Introduction
We are concerned with solving the initial value problem:

\[ y'(t) = f(y) = \sum_{\sigma=1}^{N} f^{(\sigma)}(y), \quad y(t_0) = y_0, \quad (1) \]

where the right hand side function \( f : \mathbb{R}^d \to \mathbb{R}^d \) is additively split into \( N \) partitions. Systems such as eq. (1) emerge from method of lines semi-discretization of PDEs when all spatial derivatives are approximated by their discretization. In many cases, the right hand side function includes discrete self-adjoint operators

\*Corresponding author

Email addresses: sarshar@vt.edu (Arash Sarshar), steven94@vt.edu (Steven Roberts), sandu@cs.vt.edu (Adrian Sandu)
performing spatial derivatives in different directions. The sparsity structure of these operators is similar, for example, in the case when a fixed-stencil finite difference method is used to resolve spatial derivatives. Implicit time-stepping methods are preferred to propagate stiff differential equations in time, but they require working with large Jacobian matrices. Implicit-Explicit (IMEX) methods allow us to integrate non-stiff parts of the system more efficiently, however, more can be achieved by designing specialized time-stepping methods for certain classes of problems. Depending on the choice of discretization, we can use the tensor product structure of derivative operators to only work with one-dimensional Jacobian matrices much smaller than the full Jacobian, applying directional derivatives in different directions in turn.

Alternating Directions Implicit (ADI) schemes for parabolic problems were first introduced in the works of Douglas [1], Douglas and Rachford [2], and Peaceman and Rachford [3]. Closely related to this field is the body of work on operator splitting schemes [4,5] and Approximate Matrix Factorizations (AMF) applied to Rosenbrock-W [6,9] and LIRK methods [10]. Another important development is the Fractional Step Runge–Kutta framework [11,12] investigating the link between directional methods and IMEX schemes.

Early analysis of convergence of stiff ODEs can be traced back to Prothero-Robinson [13]. Ostermann et al. formally show the fractional order phenomenon is related to changes in the behavior of local truncation error in stiff systems [14]. Methods of high stage order are known to alleviate this drawback [15,16]. The General Linear Method (GLM) framework [17,19] encompasses many of these methods and facilitates creation of new ones for novel applications. The theory of partitioned GLMs was formalized in [20] and different families of methods based on this structure have been reported in [21,24]. More recent high order IMEX-GLMs found in the literature [25,27] are based on Diagonally Implicit Multistage Integration Methods (DIMSIMs), Two-Step Runge–Kutta methods, and Peer methods providing various accuracy and stability enhancements.

The goal of this paper is to extend the capabilities of ADI schemes to high order GLMs, creating methods resilient to order reduction while leveraging the efficiency of alternating implicit integration. The paper is organized as follows: We start by reviewing the partitioned GLM framework in section 2, introduce the structure of ADI-GLMs in section 3, study their order conditions in section 4, and investigate their stability in section 5. We comment on design principles and implementation aspects in section 6 followed by numerical experiments in section 7 and the concluding remarks in section 8. Appendix A, Appendix B, and Appendix C include the coefficients of the new methods, and Appendix D presents stability plots.

2. Traditional and partitioned General Linear Methods

A traditional GLM with $s$ internal and $r$ external stages represented by Butcher tableau:

\[
\begin{array}{c|cc}
   c & A & U \\
   B & V \\
\end{array}
\]  

(2)
advances the numerical solution to eq. (1) with timestep $h$ according to:

$$Y_i = h \sum_{j=1}^{s} a_{i,j} f(Y_j) + \sum_{j=1}^{r} u_{i,j} \xi_j^{[n-1]}, \quad i = 1, \ldots, s,$$

(3a)

$$\xi_i^{[n]} = h \sum_{j=1}^{s} b_{i,j} f(Y_j) + \sum_{j=1}^{r} v_{i,j} \xi_j^{[n-1]}, \quad i = 1, \ldots, r,$$

(3b)

where the matrix notation of coefficients is used:

$$A := [a_{i,j}] \in \mathbb{R}^{s \times s}, \quad U := [u_{i,j}] \in \mathbb{R}^{s \times r}, \quad B := [b_{i,j}] \in \mathbb{R}^{r \times s},$$

$$V := [v_{i,j}] \in \mathbb{R}^{r \times r}, \quad W := [w_{i,j}] = [w_0 \cdots w_p] \in \mathbb{R}^{r \times (p+1)},$$

(4)

where matrix $W$ determines the relation between external stages and derivatives of the exact solution such that for a method of order $p$:

$$\xi_i^{[n]} = \sum_{k=0}^{p} w_{i,k} h^k y^{(k)}(t_n) + O(h^{p+1}).$$

GLM framework is extensive and well-established. Readers interested in theoretical foundation of these methods are referred to the literature [17–19].

IMEX-GLMs are extensions of traditional GLMs that treat partitions of the right hand side with different methods while keeping a single set of internal and external stages. One step of an IMEX-GLM formally reads as:

$$Y_i = h \sum_{\sigma=1}^{N} \sum_{j=1}^{s} a_{i,j}^{(\sigma)} f^{(\sigma)}(Y_j) + \sum_{j=1}^{r} u_{i,j} \xi_j^{[n-1]}, \quad i = 1, \ldots, s,$$

(5a)

$$\xi_i^{[n]} = h \sum_{\sigma=1}^{N} \sum_{j=1}^{s} b_{i,j}^{(\sigma)} f^{(\sigma)}(Y_j) + \sum_{j=1}^{r} v_{i,j} \xi_j^{[n-1]}, \quad i = 1, \ldots, r.$$  

(5b)

3. Formulation of ADI-GLMs

We rely on the theory of IMEX-GLMs as reported in [20, 22, 23] to design partitioned GLMs suited for ADI integration. The goal is to construct GLMs that apply implicit integration to individual partitions of the right hand side function in eq. (1), while using an explicit coupling to the other components. We seek to achieve high stage order while benefiting from the low computational cost of directional implicit methods.

**Definition 1 (ADI-GLM schemes).** One step of an $N$-way partitioned ADI-
GLM applied to eq. (1) is defined as:

\[ Y_i^{(\mu)} = h \sum_{\sigma=1}^{N} \sum_{j=1}^{s} a_{i,j}^{(\mu,\sigma)} f(y_j^{(\sigma)}) + \sum_{\sigma=1}^{N} \sum_{j=1}^{r} u_{i,j}^{(\mu,\sigma)} \xi_j^{(\sigma)[n-1]}, \]  

\[(6a)\]

\[ i = 1, \ldots, s, \quad \mu = 1, \ldots, N, \]

\[ \xi_i^{(\mu)[n]} = h \sum_{\sigma=1}^{N} \sum_{j=1}^{s} b_{i,j}^{(\mu,\sigma)} f(y_j^{(\sigma)}) + \sum_{\sigma=1}^{N} \sum_{j=1}^{r} v_{i,j}^{(\mu,\sigma)} \xi_j^{(\sigma)[n-1]}, \]  

\[(6b)\]

\[ i = 1, \ldots, r, \quad \mu = 1, \ldots, N. \]

Here, we are interested in applying different combinations of explicit and diagonally implicit methods to the right hand side partitions and storing the resulting internal and external stages separately.

If the method is order \( p \), the external stages are related to derivatives of \( y \) by:

\[ \xi_i^{(\mu)[n]} = w_{i,0}^{(\mu)} y(t_n) + \sum_{\sigma=1}^{N} \sum_{k=1}^{p} w_{i,k}^{(\mu,\sigma)} h^k f^{(\sigma)}(y(t_n)) + O(h^{p+1}), \]  

\[ (7) \]

\[ W^{(\mu,\sigma)} := [w_{0}^{(\mu)} \ldots w_{p}^{(\mu,\sigma)}] \in \mathbb{R}^{r \times (p+1)}. \]  

\[ (8) \]

The method is stage order \( q \) if internal stages are approximations of the exact solution at abscissa points \( c_i^{(\mu)} \):

\[ Y_i^{(\mu)} = y(t_n-1 + c_i^{(\mu)} h) + O(h^{q+1}). \]  

\[ (9) \]

4. Construction of ADI-GLMs

We start by considering a pair of explicit and implicit GLMs with the same number of external and internal stages:

\[
\begin{bmatrix}
  \mathbf{c}^{(E)} & \mathbf{A}^{(E)} & \mathbf{U}^{(E)} \\
  \mathbf{B}^{(E)} & \mathbf{V}^{(E)}
\end{bmatrix},
\begin{bmatrix}
  \mathbf{c}^{(I)} & \mathbf{A}^{(I)} & \mathbf{U}^{(I)} \\
  \mathbf{B}^{(I)} & \mathbf{V}^{(I)}
\end{bmatrix}.
\]  

\[ (10) \]

We construct ADI-GLMs using a collection of IMEX-GLMs each performing implicit integration in a specific direction. A preconsistent IMEX-GLM has order \( p \) and stage order \( q \in \{p, p-1\} \) if and only if the following conditions
The structure of the Butcher tableau for an ADI-GLM depends on the number of partitions and number of stiff partitions that require implicit treatment. Here, we focus on three practical examples and more elaborate designs follow the same principles. The Butcher tableau for a 3-way partitioned ADI-GLM with alternating implicit stages in all partitions is:

\[
\begin{array}{c|ccc|ccc}
\mathbf{c} & \mathbf{A}^{(E)} & \mathbf{A}^{(I)} & \mathbf{A}^{(E)} & \mathbf{U} & 0 & 0 \\
c & \mathbf{A}^{(E)} & \mathbf{A}^{(I)} & \mathbf{A}^{(E)} & 0 & \mathbf{U} & 0 \\
c & \mathbf{A}^{(E)} & \mathbf{A}^{(I)} & \mathbf{A}^{(I)} & 0 & 0 & \mathbf{U} \\
\mathbf{B}^{(E)} & \mathbf{B}^{(I)} & \mathbf{B}^{(I)} & \mathbf{B}^{(I)} & \mathbf{V} & 0 & 0 \\
\mathbf{B}^{(I)} & \mathbf{B}^{(E)} & \mathbf{B}^{(E)} & 0 & \mathbf{V} & 0 \\
\mathbf{B}^{(I)} & \mathbf{B}^{(I)} & \mathbf{B}^{(I)} & 0 & 0 & \mathbf{V}
\end{array}
\]

(12)

When only two partitions are stiff, the non-stiff partition is carried through explicitly:

\[
\begin{array}{c|ccc|ccc}
\mathbf{c} & \mathbf{A}^{(I)} & \mathbf{A}^{(E)} & \mathbf{A}^{(E)} & \mathbf{U} & 0 & 0 \\
c & \mathbf{A}^{(I)} & \mathbf{A}^{(I)} & \mathbf{A}^{(E)} & 0 & \mathbf{U} & 0 \\
c & \mathbf{A}^{(I)} & \mathbf{A}^{(I)} & \mathbf{A}^{(E)} & 0 & 0 & \mathbf{U} \\
\mathbf{B}^{(E)} & \mathbf{B}^{(I)} & \mathbf{B}^{(I)} & \mathbf{B}^{(E)} & \mathbf{V} & 0 & 0 \\
\mathbf{B}^{(I)} & \mathbf{B}^{(E)} & \mathbf{B}^{(E)} & 0 & \mathbf{V} & 0 \\
\mathbf{B}^{(I)} & \mathbf{B}^{(I)} & \mathbf{B}^{(I)} & 0 & 0 & \mathbf{V}
\end{array}
\]

(13)

We notice immediately that \( Y^{(3)}_i \equiv Y^{(2)}_i \), therefore one only computes two types of stage vectors, and the second is used as an argument for the explicit integration of the third, non-stiff component.
In a similar fashion, a 2-way partitioned ADI-GLM is described by:

\[
\begin{array}{c|cc|c|c}
\text{c} & \text{A}^{(I)} & \text{A}^{(E)} & \text{U} & 0 \\
\text{c} & \text{A}^{(I)} & \text{A}^{(I)} & 0 & \text{U} \\
\text{B}^{(I)} & \text{B}^{(E)} & \text{V} & 0 \\
\text{B}^{(I)} & \text{B}^{(I)} & 0 & \text{V}
\end{array}
\] (14)

Remark 1. Comparing eqs. (12) to (14) with eq. (6), notice that we have chosen:

\[
\begin{align*}
\text{c}^{(E)} &= \text{c}^{(I)} = \text{c}, \\
\text{U}^{(E)} &= \text{U}^{(I)} = \text{U}, \\
\text{V}^{(E)} &= \text{V}^{(I)} = \text{V}.
\end{align*}
\] (15a, 15b, 15c)

This selection is practically useful in creating IMEX-GLMs with unified internal stages. In the context of ADI-GLMs this choice allows us to keep the number of internal and external stages as low as the number of stiff partitions.

Remark 2. We have also decoupled computations involving the external stages:

\[
\begin{align*}
\text{U}^{(\sigma,\mu)} &= \begin{cases} 
0 & \sigma \neq \mu \\
\text{U} & \sigma = \mu
\end{cases}, \\
\text{V}^{(\sigma,\mu)} &= \begin{cases} 
0 & \sigma \neq \mu \\
\text{V} & \sigma = \mu
\end{cases}.
\end{align*}
\] (16)

Theorem 1. The ADI-GLMs eq. (6) subject to eqs. (15) and (16) is stage order \( q \) and order \( p \), hereafter denoted by order \((q, p)\), if and only if individual methods (10) are order \((q, p)\).

Proof. We first assume that the ADI-GLM is order \((q, p)\) such that eqs. (7) and (9) hold. Since all internal stages \( Y^{(\sigma)}_i \) share the same abscissa, from eq. (9) we have:

\[
Y^{(\sigma)}_i = Y^{(\mu)}_i + O(h^{q+1}), \quad \sigma, \mu \in \{1, \ldots, N\}.
\] (17)

Therefore, we can replace \( Y^{(\sigma)}_i \) with \( Y^{(\mu)}_i \) in eq. (6a) without changing the order. The resulting method is an IMEX-GLM with

\[
\begin{array}{c|cc|c|c}
\text{c} & \text{A}^{(\mu,1)} & \ldots & \text{A}^{(\mu,N)} & \text{U} \\
\text{B}^{(\mu,1)} & \ldots & \text{B}^{(\mu,N)} & \text{V}
\end{array}, \quad \mu \in \{1, \ldots, N\}.
\] (18)

From IMEX-GLM order conditions \([20, 28]\) method (18) is order \((q, p)\) if and only if individual methods

\[
\begin{array}{c|cc|c|c}
\text{c} & \text{A}^{(\mu,\sigma)} & \text{U} \\
\text{B}^{(\mu,\sigma)} & \text{V}, \quad \mu \in \{1, \ldots, N\}, \quad \sigma \in \{1, \ldots, N\}.
\end{array}
\]
are order \((q, p)\). This means that the methods in eq. \((10)\) have to be order \((q, p)\).

The if part of the theorem can be proven along the same line of reasoning. Assuming individual methods \((10)\) are order \((q, p)\) the IMEX-GLM \((18)\) is order \((q, p)\). Internal stage values in eq. \((5a)\) can be replaced by an approximation of the same order as in eq. \((17)\) to create the internal stages for ADI-GLM. Since the order of internal stages has not changed, external stages also remain order \(p\). This concludes the proof. \(\square\)

**Remark 3.** A corollary to theorem \(7\) is that in the case of ADI-GLM \((13)\), we can forgo computing \(\left\{Y_i^{(3)}, \xi_i^{(3)[n]}\right\}\) stages without losing accuracy. Furthermore, this choice will not affect the stability since the stiff partitions are still treated implicitly and the integration of the non-stiff partition already appears in stage computations.

5. Stability of ADI-GLMs

Applying the ADI-GLM \((12)\) to the linear scalar test equation:

\[ u' = \lambda_x u + \lambda_y u + \lambda_z u, \quad (19) \]

and using eq. \((6)\) leads to the following directional stages:

\[
Y^{(1)} = \eta_x A^{(I)} Y^{(1)} + \eta_y A^{(E)} Y^{(2)} + \eta_z A^{(E)} Y^{(3)} + U \xi^{(1)[n]-1}, \quad (20a)
\]

\[
Y^{(2)} = \eta_x A^{(I)} Y^{(1)} + \eta_y A^{(I)} Y^{(2)} + \eta_z A^{(I)} Y^{(3)} + U \xi^{(2)[n]-1}, \quad (20b)
\]

\[
Y^{(3)} = \eta_x A^{(I)} Y^{(1)} + \eta_y A^{(I)} Y^{(2)} + \eta_z A^{(I)} Y^{(3)} + U \xi^{(3)[n]-1}, \quad (20c)
\]

\[
\xi^{(1)[n]} = \eta_x B^{(I)} Y^{(1)} + \eta_y B^{(E)} Y^{(2)} + \eta_z B^{(E)} Y^{(3)} + V \xi^{(1)[n]-1}, \quad (20d)
\]

\[
\xi^{(2)[n]} = \eta_x B^{(I)} Y^{(1)} + \eta_y B^{(I)} Y^{(2)} + \eta_z B^{(I)} Y^{(3)} + V \xi^{(2)[n]-1}, \quad (20e)
\]

\[
\xi^{(3)[n]} = \eta_x B^{(I)} Y^{(1)} + \eta_y B^{(I)} Y^{(2)} + \eta_z B^{(I)} Y^{(3)} + V \xi^{(3)[n]-1}, \quad (20f)
\]

where \(\eta_x = h \lambda_x, \eta_y = h \lambda_y, \eta_z = h \lambda_z\). Defining auxiliary notations \(Z = \text{blkdiag}(\eta_x I_{s \times s}, \eta_y I_{s \times s}, \eta_z I_{s \times s})\) and \(\xi^{[n]} = (\xi^{(1)[n]}, \xi^{(2)[n]}, \xi^{(3)[n]})^T\), the stability matrix is defined as:

\[
\xi^{[n]} = M(\eta_x, \eta_y, \eta_z) \xi^{[n]-1}, \quad (21a)
\]

\[
M(\eta_x, \eta_y, \eta_z) = \tilde{V} + \tilde{B} Z (I_{3s \times 3s} - \tilde{A} Z)^{-1} \tilde{U}, \quad (21b)
\]
where:

\[
\tilde{A} = \begin{bmatrix}
    A^{(I)} & A^{(E)} & A^{(E)} \\
    A^{(I)} & A^{(I)} & A^{(E)} \\
    A^{(I)} & A^{(I)} & A^{(E)}
\end{bmatrix}, \quad \tilde{U} = I_{3 \times 3} \otimes U,
\]

(22a)

\[
\tilde{B} = \begin{bmatrix}
    B^{(I)} & B^{(E)} & B^{(E)} \\
    B^{(I)} & B^{(I)} & B^{(E)} \\
    B^{(I)} & B^{(I)} & B^{(I)}
\end{bmatrix}, \quad \tilde{V} = I_{3 \times 3} \otimes V.
\]

(22b)

When the eigenvalues of the system (19) are equal in all directions such that \( \eta_x = \eta_y = \eta_z = \eta \) the stability matrix becomes:

\[
\tilde{M}(\eta) = M(\eta, \eta, \eta) = \tilde{V} + \eta \tilde{B} \left( I_{3 \times 3} - \eta \tilde{A} \right)^{-1} \tilde{U}.
\]

(23)

Equation (23) provides practical means for assessment and optimization of stability of ADI-GLMs.

**Remark 4.** The stability regions for individual explicit and implicit methods are defined as:

\[
S^{(\sigma)} = \left\{ \eta \in \mathbb{C} : M^{(\sigma)}(\eta) \text{ power bounded} \right\},
\]

(24a)

\[
M^{(\sigma)}(\eta) = V^{(\sigma)} + \eta B^{(\sigma)} \left( I_{3 \times 3} - \eta A^{(\sigma)} \right)^{-1} U^{(\sigma)}, \quad \sigma \in \{E, I\}.
\]

(24b)

The stability region of a 3-way partition method is defined as:

\[
S = \left\{ \eta_x, \eta_y, \eta_z \in \mathbb{C} : M(\eta_x, \eta_y, \eta_z) \text{ power bounded} \right\}.
\]

(25)

**Remark 5.** To investigate the stability of ADI-GLMs we define real and complex stability regions as:

\[
S_{\text{Real}} = \left\{ \eta_x, \eta_y \in \mathbb{R} : M(\eta_x, \eta_y, \max(\eta_x, \eta_y)) \text{ power bounded} \right\},
\]

(26a)

\[
S_{\text{Cplx}} = \left\{ \eta \in \mathbb{C} : \tilde{M}(\eta) \text{ power bounded} \right\}.
\]

(26b)

**Remark 6** (Stability as all partitions become infinitely stiff). Consider the stability matrix eq. (23) when the eigenvalues in each direction simultaneously approach \(-\infty\):

\[
\lim_{\eta \to -\infty} \tilde{M}(\eta) = \begin{bmatrix}
    V^{(I)} - (B^{(I)} - B^{(E)}) \left( A^{(I)} - A^{(E)} \right)^{-1} U & * \\
    0 & M^{(I)}(-\infty)
\end{bmatrix}.
\]

(27)

Due to the block triangular structure of this matrix, the eigenvalues of eq. (27) are the eigenvalues of the diagonal blocks and the entries in the upper right block can be ignored.

Consider the case \( p = q = r = s \). We will further assume \( w^{(I)}_0 = w^{(E)}_0 \),
which comes at no loss of generality since we can always pick an equivalent formulation of the base methods where this holds. Using the difference of the order conditions of the base methods, we have that

\[
\left( A^{(I)} - A^{(E)} \right) C + U \left( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \right) = 0, \tag{28a}
\]

\[
\left( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \right) \mu - \left( B^{(I)} - B^{(E)} \right) C - V \left( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \right) = 0, \tag{28b}
\]

where

\[
\mu_{i,j} = \begin{cases} 
0 & i > j \\
\frac{1}{(j-i)!} & i \leq j 
\end{cases}, \quad C = \left[ I_s \quad c \quad \frac{s^2}{2} \quad \cdots \quad \frac{s^{p-1}}{(p-1)!} \right]. \tag{29}
\]

Now we have that

\[
\begin{align*}
\left( V^{(I)} - (B^{(I)} - B^{(E)}) \right) \left( A^{(I)} - A^{(E)} \right)^{-1} U \left( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \right) \\
= V^{(I)} \left( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \right) + \left( B^{(I)} - B^{(E)} \right) C \\
= \left( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \right) \mu. \tag{30}
\end{align*}
\]

Thus, the upper left block of eq. (27) is similar to \( \mu \) provided \( W^{(I)}_{:,1:p} - W^{(E)}_{:,1:p} \) is non-singular. In this case, eq. (27) is not power bounded because the 1 eigenvalue of \( \mu \) is defective. We note that this is not an issue when only a single eigenvalue becomes infinitely stiff.

In Appendix B we provide plots of different stability regions for ADI-GLMs.

6. Design and implementation of ADI-GLMs

We have chosen the GLMs to be DIMSIMs [29] in order to reduce the number of free parameters in the design and simplify the order conditions. We require:

\[
a^{(I)}_{i,i} = \gamma, \quad a^{(E)}_{i,i} = 0, \quad a^{(\sigma)}_{i,j} = 0, \quad \text{for} \quad j > i, \quad \sigma \in \{E,I\}, \tag{31a}
\]

\[
U^{(\sigma)} = I_{s \times r}, \quad \sigma \in \{E,I\}, \tag{31b}
\]

\[
V^{(\sigma)} = 1^T_r v, \quad v^T 1_r = 1, \quad \sigma \in \{E,I\}. \tag{31c}
\]

ADI-DIMSIMs derived in this paper have \( p = q = r = s \). The design process starts with choosing the abscissa vector \( c \). The remaining free parameters are coefficients of \( A^{(E)}, A^{(I)}, \) and \( v \). For the new second and third order schemes, we picked existing, L-stable, type 2 DIMSIMs for \( A^{(I)} \) and \( v \). Then, we choose \( A^{(E)} \) by numerically optimizing the area of the \( S_{cplx} \) and \( S^{(E)} \) stability regions using Mathematica. At fourth order, we performed the same optimization for \( A^{(E)} \), however, we were unable to achieve satisfactory stability when using an
existing type 2 DIMSIM for the implicit base method. Instead, we derived a new A(83°)-stable DIMSIM for which the ADI-GLM stability was acceptable.

Once $A\{E\}$ and $A\{I\}$ and $v$ are determined, $B\{E\}$ and $B\{I\}$ are given using DIMSIM formulas [30, 31]. $W\{I\}$ and $W\{E\}$ are computed by solving eq. (11) and used in the starting procedure to generate initial values of the external stages at the beginning of the time-stepping loop in eq. (6). The starting procedure consists of integrating the system eq. (11) exactly over a short time-span $[0, (p - 1)H]$ and using function values

$$f_k^{(\sigma)} := f^{(\sigma)}(y(kH)), \quad k = \{0, \ldots, p - 1\}, \quad \sigma \in \{1, \ldots, N\},$$

(32)

to approximate, via finite differences, the higher order derivatives needed in eq. (7). Readers interested in further details about the starting procedure may consult [20, 32]. The ending procedure for GLMs produces the high order approximation to $y(t_f)$ at the final time using stage values. All ADI-GLMs designed in this paper have the property that $c_s = 1$, therefore, the last computed internal stage may be used as the final value in the integration with no further calculation required:

$$y_{t_f} = Y_s^{(N)} = h \sum_{\sigma=1}^{N} \sum_{j=1}^{s} a_{s,j}^{\{N,\sigma\}} f^{(\sigma)}(Y_j^{(\sigma)}) + \sum_{j=1}^{r} u_{s,j}^{\{N,\sigma\}} \xi^{(\sigma)[n-1]}.$$  (33)

Remark 7 (The ADI character of the methods). The Butcher tableau for ADI-GLMs can be permuted to reflect the order of computation of stages in practice. In general, an ADI-GLM proceeds with computing internal stages:

$$\{Y_1^{(1)}, Y_1^{(2)}, \ldots, Y_1^{(N)}, \ldots, Y_s^{(1)}, \ldots, Y_s^{(2)}, \ldots, Y_s^{(N)}\},$$

(34)

after which external stage updates are computed. Let us consider the application of the second order ADI-GLM eq. (35a) to eq. (14). We reorder the tableau according to the permutation list $P = \{1, 3, 2, 4\}$ to get the permuted tableau
We observe how the lower triangular structure of $\mathbf{A}_{P,P}$ defines successive implicit stages in different directions while using previously computed stage values explicitly.

### 7. Numerical Experiments

In this section, we investigate numerically the accuracy and stability of ADI-DIMSIMS using 2D and 3D time-dependent parabolic PDEs. Up to this point, we have only considered autonomous problems, however, ADI-GLM extends to non-autonomous systems by evaluating the right hand side functions at the
consistent times $t_{n-1} + ch$. For a 3D problem we use the equation:

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} + g(x, y, z, t),$$  \hspace{1cm} (36a)

$$g(x, y, z, t) = e^t(1 - x)x(1 - y)y(1 - z)z + 2e^t(1 - x)x(1 - y)y + 2e^t(1 - x)x(1 - z)z$$
$$+ 2e^t(1 - y)y(1 - z)z - 6e^t$$
$$+ e^t \left( \left( x + \frac{1}{3} \right)^2 + \left( y + \frac{1}{4} \right)^2 + \left( z + \frac{1}{2} \right)^2 \right),$$  \hspace{1cm} (36b)

with Dirichlet boundary conditions according to the exact solution:

$$u(x, y, z, t) = e^t(1 - x)x(1 - y)y(1 - z)z$$
$$+ e^t \left( \left( x + \frac{1}{3} \right)^2 + \left( y + \frac{1}{4} \right)^2 + \left( z + \frac{1}{2} \right)^2 \right).$$  \hspace{1cm} (37)

The spatial discretization uses second order finite differences on the unit cube domain $D := \{x, y, z \in [0, 1]\}$ with a uniform mesh with $N_p$ points in each direction. We use the parameter $N_p$ in our experiments to change the stiffness of directional derivatives. Note that using a uniform mesh allows us to factorize a tridiagonal 1D Jacobian matrix once and use it to efficiently compute directional stages.

To verify the temporal order of convergence for the new methods, we integrate the problem over a time-span $t = [0, 1]$ and record the relative $\ell_2$ error at final time versus number of time steps. Figures 1a to 1c verify the theoretical order for a range of mesh sizes. We compare ADI-DIMSIMs with an ADI scheme based on a fourth order IMEX Runge–Kutta method reported in [33, Example 3]. We note the deterioration in the order as the problem becomes more stiff with decreasing mesh size in fig. 1d.

For a 2D numerical experiment the following problem is used on unit square domain $D = \{x, y \in [0, 1]\}$, with the same spatial discretization and integrated over the same time-span:

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + h(x, y, t),$$  \hspace{1cm} (39a)

$$h(x, y, t) = e^t(1 - x)x(1 - y)y + e^t \left( \left( x + \frac{1}{3} \right)^2 + \left( y + \frac{1}{4} \right)^2 - 4 \right)$$
$$+ 2e^t(1 - x)x + 2e^t(1 - y)y,$$  \hspace{1cm} (39b)
Figure 1: Convergence plots for ADI-DIMSIMs on 3D test problem compared to IMEX-RK4 method.
with Dirichlet boundary conditions according to the exact solution:

\[ u(x, y, t) = e^t (1 - x) x (1 - y) y + e^t \left( \left( x + \frac{1}{3} \right)^2 + \left( y + \frac{1}{4} \right)^2 \right). \quad (40) \]

Figure 2 shows convergence plots for this experiment. Once again, we observe

![Convergence plots for ADI-DIMSIMs on 2D test problem compared to IMEX-RK4 method](image)

the order reduction for the IMEX-RK4 method in fig. 2d while ADI-DIMSIMs retain their convergence order in figs. 2a to 2c.

For a third set of experiments, we examine solutions of eq. (39), this time considering the forcing term \( g(x, y, t) \) as a third partition to be treated explicitly in the entire integration. This means that the Butcher tableau in eq. (13) is used for these experiments. Figure 3 summarizes the results with close to theoretical order of ADI-DIMSIMs.
Figure 3: Convergence plots for ADI-DIMSIMs on 2D test problem with an explicit partition
8. Conclusions

This work constructs the new family of ADI-GLM schemes that perform alternating directions implicit integration in the framework of General Linear Methods. Each stage of a ADI-GLM scheme is implicit in a single component of the method, and is explicitly coupled to the other components. This ensures a high computational efficiency. The ADI character of the method stems from the fact that consecutive stages are implicit in different partitions, thereby “alternating directions.” Order conditions and stability of these methods are investigated theoretically. The ADI-GLM structure allows for high stage order approximations, and this property alleviates the order reduction observed with other families of schemes.

Using the new ADI-GLM theory we construct practical ADI-DIMSIMs of orders two, three, and four. Their design emphasizes stability when applied to parabolic systems where each component has a Jacobian with real negative eigenvalues. The stability analysis and plots show the new schemes are well-suited for these problems. Numerical experiments show that the new methods retain their high order of accuracy when applied to parabolic equations with time-dependent Dirichlet boundary conditions where other ADI methods suffer from order reduction.

The future directions for the authors include extending the current set of methodology to design methods suited for hyperbolic and oscillatory systems and numerical experiments highlighting the computational efficiency of ADI-DIMSIMs on large scale problems.
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Appendix A. ADI-GLMs

This section includes the newly developed ADI-DIMSIMs of orders two, three, and four. MATLAB files containing these coefficients are also available in [dataset] [34].

Appendix A.1. ADI-DIMSIM2

We use an L-stable implicit base method from [35] for ADI-DIMSIM2.
\[ A^{(I)} = \begin{bmatrix} \frac{2-\sqrt{2}}{2} & 0 \\ \frac{2(\sqrt{2}+3)}{2} & \frac{2-\sqrt{2}}{2} \end{bmatrix}, \quad B^{(I)} = \begin{bmatrix} \frac{73-34\sqrt{2}}{28} & \frac{4\sqrt{2}-5}{4} \\ \frac{3(29-16\sqrt{2})}{28} & \frac{34\sqrt{2}-45}{28} \end{bmatrix}, \]
\[ W^{(I)} = \begin{bmatrix} 1 & \frac{\sqrt{2}-2}{2} & 0 \\ 1 & \frac{3(\sqrt{2}-4)}{14} & \frac{\sqrt{2}-1}{2} \end{bmatrix}, \quad A^{(E)} = \begin{bmatrix} 0 & 0 \\ 0 & \frac{3}{2} \end{bmatrix}, \]
\[ B^{(E)} = \begin{bmatrix} \frac{1}{\sqrt{2}} & \frac{3-\sqrt{2}}{4} \\ \frac{\sqrt{2}-1}{2} & \frac{3-\sqrt{2}}{4} \end{bmatrix}, \quad W^{(E)} = \begin{bmatrix} 1 & 0 & 0 \\ 1 & -\frac{1}{2} & \frac{1}{2} \end{bmatrix}, \]
\[ v = \begin{bmatrix} \frac{3-\sqrt{2}}{2} \\ \frac{\sqrt{2}-1}{2} \end{bmatrix}^T, \quad c = \begin{bmatrix} 0 \\ 1 \end{bmatrix}^T. \]

Appendix A.2. ADI-DIMSIM3

We use an L-stable implicit base method from [36] for ADI-DIMSIM3. The following coefficients are rational approximations to the exact coefficients accurate to 24 digits.
Appendix A.3. ADI-DIMSIM₄

Appendix B. Stability of ADI-GLMs
\[
A(I) = \begin{bmatrix}
\frac{2}{3} & 0 & 0 & 0 \\
\frac{1}{15} & \frac{2}{5} & 0 & 0 \\
\frac{3}{127} & \frac{7}{31} & \frac{2}{20} & 0 \\
\frac{6}{139} & \frac{12}{19} & \frac{29}{95} & \frac{2}{5}
\end{bmatrix}, \quad B(I) = \begin{bmatrix}
25640275033859 & 405169687 & 1089772729 & 70445177 \\
23564187988800 & 540615360 & 8109230400 & 426801600 \\
23364187988800 & 1621846080 & 8109230400 & 426801600 \\
23364187988800 & 1621846080 & 901025600 & 5420380600
\end{bmatrix},
\]
\[
W(I) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
1 & \frac{3}{465} & -\frac{7}{90} & -\frac{13}{810} & \frac{19}{9720} \\
1 & \frac{6413}{45720} & -\frac{203}{1080} & -\frac{137}{58320} & \frac{2707}{61560} \\
1 & \frac{5018}{13205} & -\frac{179}{4710} & -\frac{233}{25080} & \frac{61560}{22938}
\end{bmatrix}, \quad A(E) = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]
\[
B(E) = \begin{bmatrix}
9887514441977875393 & 75125403707867 & 200041286909 & 5924747 \\
80460196608111040 & 126870147332640 & 32632503360 & 83190359 \\
887706601981861513 & 727096994167267 & 67370700111 & 119019300159 \\
88004061860111040 & 126870147332640 & 32632503360 & 202844573760
\end{bmatrix}, \quad W(E) = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
1 & \frac{4825}{21387} & \frac{1}{18} & \frac{1}{162} & \frac{1}{1944} \\
1 & \frac{11557817}{139584524} & \frac{7981}{102996} & \frac{1833928}{5561784} & \frac{30869}{3561784} \\
1 & \frac{226655425180}{585649324411672759404729} & \frac{170719873531547676461}{4850245732528227200} & \frac{6781894198208}{20635846510336192}
\end{bmatrix},
\]
\[
v = \begin{bmatrix}
\frac{3}{40} & -\frac{77}{277} & -\frac{41}{107} & \frac{1880}{118566}
\end{bmatrix}^T, \quad c = \begin{bmatrix}
0 & \frac{1}{3} & \frac{2}{3} & 1
\end{bmatrix}^T.
\]
Figure B.4: Stability plots for ADI-DIMSIM2

(a) \( S^{(E)} \) stability region

(b) \( S^{(I)} \) stability region

(c) \( S_{\text{Cplx}} \) stability region with \( \alpha = 60^\circ \)

(d) \( S_{\text{Real}} \) stability region
Figure B.5: Stability plots for ADI-DIMSIM3
Figure B.6: Stability plots for ADI-DIMSIM4

(a) $S^{(E)}$ stability region

(b) $S^{(I)}$ stability region with $\alpha = 83^\circ$

(c) $S_{\text{Cplx}}$ with $\alpha = 3.7^\circ$

(d) $S_{\text{Real}}$