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EXPECTATION CONFIRMATION IN IS RESEARCH: A TEST OF SIX COMPETING MODELS 
 

ABSTRACT 

Expectation confirmation research in general, and in information systems (IS) in particular, has produced 

conflicting results. In this paper, we discuss six different models of expectation confirmation: assimilation, 

contrast, generalized negativity, assimilation-contrast, experiences only, and expectations only. Relying on 

key constructs from the technology acceptance model (TAM), we test each of these six models that 

suggests different roles for expectations and experiences of the key predictor—here, perceived 

usefulness—and their impacts on key outcomes—here, behavioral intention, use, and satisfaction. Data 

were collected in a field study from 1,113 participants at two points in time. Using polynomial modeling and 

response surface analysis, we provide the analytical representations for each of the six models and 

empirically test them to demonstrate that the assimilation-contrast is the best existing model in terms of its 

ability to explain the relationships between expectations and experiences of perceived usefulness and 

important dependent variables—namely, behavioral intention, use, and satisfaction–in individual-level 

research on IS implementations. 

KEYWORDS: Expectations, disconfirmation, software use, polynomial modeling, response surface analysis 
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INTRODUCTION 

Understanding the relationship between a priori expectations and a posteriori evaluations is an 

important issue for researchers and practitioners in a variety of domains—e.g., information systems (IS; 

e.g., Bhattacherjee and Premkumar 2004; Ginzberg 1981; Heng et al. 2003; Szajna and Scamell 1993; Tan 

et al. 1999), work environment (e.g., Edwards and Rothbard 1999; Greenhaus et al. 1983; Kristof-Brown 

and Guay 2010), and consumer purchases (e.g., Cadotte et al. 1987; Kopalle and Lehmann 2001). Prior 

work in organizational behavior, psychology, and marketing has developed and empirically tested at least 

six different models of expectation disconfirmation—namely, assimilation, contrast, generalized negativity, 

assimilation-contrast, expectations only, and experiences only (e.g., Anderson 1973; Churchill and 

Suprenant 1982; Festinger 1962; Hom et al. 1999; Irving and Meyer 1994; Klein 1999; Oliver 1977, 1980; 

Yi 1990). Each of these different models has been supported to some extent in empirical research, albeit in 

different domains. Support for the assimilation model can be found in the service quality literature (e.g., 

Boulding et al. 1993), support for the contrast model can be found in the realistic job preview literature (e.g., 

Dugoni and Ilgen 1981; Wanous 1992), support for the generalized negativity model can be found in the 

social psychology literature (e.g., Carlsmith and Aronson 1963), and support for the assimilation-contrast 

model can be found in the marketing literature (e.g., Anderson 1973; Coughlan and Connolly 2001). Finally, 

the simpler expectations only and experiences only models have been supported in the personnel 

psychology literature (e.g., Pulakos and Schmitt 1983; Irving and Meyer 1994). Consequently, there is 

some confusion regarding the relationships among expectations, experiences, and outcomes. It is worth 

noting that expectation confirmation models are examined in specific contexts. It is thus possible that the 

observed differences may be attributed to the context of the study. Such differences based on the context 

are important to understand and constitute a key frontier for theory development and knowledge creation 

(see Johns 2006).  
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The context of interest in this work is IS implementation. This prompts us to turn to the IS literature 

that has had a long history of research on expectations, including some of the recent work of the authors of 

this paper (e.g., Bhattacherjee 2001; Bhattacherjee and Premkumar 2004; Brown et al. 2012; Brown et al. 

2008; Ginzberg 1981; Staples et al. 2002; Szajna and Scamell 1993; Tan et al. 2003; Tan et al. 1999; 

Thatcher et al. 2011; Venkatesh and Goyal 2010). Some of the general models of expectation confirmation 

have been used and supported in different IS studies—e.g., assimilation model (Lankton and McKnight 

2012; Szajna and Scamell 1993), contrast model (Staples et al. 2002), generalized negativity model (e.g., 

Ginzberg 1981; Tan et al. 1999; Venkatesh and Goyal 2010), modified assimilation-contrast model (Brown 

et al. 2012), expectations only model (Davis and Venkatesh 2004) and modified experiences only model 

(Brown et al. 2008). We elaborate on this literature next, with an emphasis on some of our recent work on 

this topic, so we can best explain how the current paper builds both on prior work on this topic in general 

and on our prior work in particular. 

Drawing on the methodological and analytical advances in the organizational behavior literature 

(e.g., Edwards 2002), Venkatesh and Goyal (2010) identified gaps in the expectation confirmation research 

in IS. Venkatesh and Goyal contend that expectation confirmation research in IS has primarily focused on 

linear relationships and the direct measurement of disconfirmation. Linear relationships fail to reveal the 

complexities in theories of congruence whereas the direct measurement of disconfirmation distorts the joint 

influence of expectations and experiences on various outcomes (see Edwards 2002; Irving and Meyer 

1995). Using polynomial modeling and response surface methodology, Venkatesh and Goyal argued that 

disconfirmation in general was bad and behavioral intention to use a system was highest when user 

expectations of a system were confirmed. Much prior polynomial modeling in IS (e.g., Oh and Pinsonneault 

2007; Venkatesh and Goyal 2010) and reference disciplines (e.g., Brown et al. 2008; Edwards and Cable 

2009) was conducted using only second-order (quadratic) equations. Brown et al. (2012) developed the 

analytical representations for third-order (cubic) equations and presented a more comprehensive model of 
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expectation confirmation in IS. In this model, Brown et al. demonstrated that it is important to account for 

both the magnitude and the direction of the difference between experiences and expectations. Further, 

Brown et al. found that a cubic model was the best to explain the nuances of complex relationships among 

perceived usefulness expectations, experiences, and actual technology use because a cubic model was 

necessary to adequately represent the influence of both the magnitude and the direction of 

confirmation/disconfirmation of perceived usefulness on technology use. 

The current study extends the IS literature on expectation confirmation in two ways. First, although 

much prior research was focused on developing new models of expectation confirmation, the current study 

is aimed at comparing and addressing inconsistencies among the existing models that offer competing 

findings. Brown et al. (2008) compared three models of expectation confirmation—namely, the 

disconfirmation model based on the contrast model, the ideal point model based on the generalized 

negativity model, and an experiences only model. Comparing these three models using polynomial 

modeling and response surface methodology, Brown et al. found support for the experiences only model 

and a modified experiences only model, depending on the expectations/predictors being examined (i.e., 

ease of use and usefulness, respectively). Brown et al. was an important first step in representing nuances 

of complex models of expectation disconfirmation in three-dimensional space. However, it is also important 

to identify and examine other models that have received support in the IS literature and reference fields 

using even more recent methodological advances in polynomial modeling. More specifically, in addition to 

the models examined by Brown et al., the current work will examine the assimilation model (Boulding et al. 

1993; Szajna and Scamell 1993), assimilation-contrast model (Coughlan and Connolly 2001), and 

expectations only model (Davis et al. 1989) using first-, second-, and third-order equations. Second, 

existing research on expectation confirmation has been aimed at developing models to examine a single 

dependent variable. The goal of the current study is to provide an exemplar of testing multiple relevant 

dependent variables in a single domain of study. In terms of the dependent variables, we examine 
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behavioral intention, use, and system satisfaction. Although the first two have received extensive attention 

(see Venkatesh et al. 2003), system satisfaction has also been acknowledged as a key system success 

metric (Brown et al. 2002; Brown et al. 2008; Delone and McLean 2003; Lankton and McKnight 2012). 

Besides the gaps in the IS literature, there are critical gaps in the broad expectation confirmation 

literature that we aim to fill. Although it is possible that different models may be appropriate for different 

domains, our review of the expectations confirmation research both in IS and reference disciplines 

suggests that support for the different models is frequently inferred and sometimes even predicted, but the 

models have not been accurately represented and tested. Our contention is based on the fact that in order 

to fully articulate and test the tenets of the models, it is important to first remedy several conceptual and 

measurement issues related to the reliance on linear models and use of difference scores or direct 

measures of expectation disconfirmation (see Brown et al. 2012; Brown et al. 2008; Venkatesh and Goyal 

2010). As we will argue later, the tenets of these models can only be accurately represented using 

polynomial models and consequently, tested only using polynomial regression analysis. Against this 

backdrop, the objectives of this research are to: 

(1) Discuss the tenets of six models of expectation confirmation and present their analytical 
representations; and 
 

(2) Empirically examine the support for the models in the context of multiple important dependent variables 
related to a new IS implementation. 

 
BACKGROUND 

Expectation confirmation has been studied in a number of domains, including consumer 

psychology, organizational behavior, work environment, and IS (for a review, see Kristof-Brown and Guay 

2010; Yi 1990) of which some have employed polynomial modeling (see Appendix A for a review). One 

common thread in this literature on expectation confirmation is that the context dictates the choice of the 

specific constructs—expectations, experiences, and outcomes. For example, the expectation confirmation 

paradigm has been widely used in the context of service quality to explain user reactions (e.g., Kettinger 
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and Lee 1994, 2005). Because of the context of service quality, expectations of and experiences with 

assurance, reliability, empathy, and responsiveness are used as key constructs (see Klein et al.  2009). 

A large body of research in IS has focused on the topic of employee acceptance of software (e.g., 

Ahuja and Thatcher 2005; Compeau and Higgins 1995a, 1995b; Compeau et al. 2007; Compeau et al. 

1999; Png et al. 2001; Thatcher and Perrewe 2002; Wells et al. 2010). Consistent with Brown et al. (2008), 

we reviewed the research on this topic and identified the dominant theoretical model to be the technology 

acceptance model (TAM; for a review, see Venkatesh et al. 2007). The independent variables in TAM are: 

perceived usefulness, defined as the degree to which using the software enhances an individual’s 

effectiveness, and perceived ease of use, defined as the degree to which using the software is relatively 

free from effort (Venkatesh et al. 2003). TAM has been repeatedly tested in a variety of empirical studies 

(see Venkatesh et al. 2007 for a review), with results fairly consistently demonstrating that perceived 

usefulness is the primary predictor of intention and use, and perceived ease of use has an effect on 

intention mediated by perceived usefulness. Thus, in the current work, we examine a priori expectations 

and a posteriori experiences associated with perceived usefulness as the primary predictor of use. We also 

include ease of use in our modeling, but consistent with prior work, we adopt the view that it is secondary to 

usefulness and include it only as a control variable.  

In the context of a new IS implementation, behavioral intention, actual use, and satisfaction are 

considered to be key dependent variables (see Choudhury and Karahanna 2008; Delone and McLean 

1992, 2003; McKnight et al. 2002). Behavioral intention has a significant history as an important dependent 

variable in IS as well as an important predictor of IS use (e.g., Venkatesh et al. 2003). It is important to 

study IS use because prior research (e.g., Venkatesh and Davis 2000) has shown that organizations fail to 

accrue benefits of IT investments if users are unwilling to use available systems (see Venkatesh et al. 

2003). Low use of installed systems is considered one of the main causes for the “productivity paradox” 

(see Devaraj and Kohli 2003). Finally, satisfaction has been identified as an important dependent variable, 
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not only when use of the system is mandated (Brown et al. 2002; Tan et al. 2000; Tan et al. 1999; Tan et 

al. 1994), but also as a general IS success metric (Delone and McLean 2003). 

Six theoretical perspectives have been used to understand the relationships among expectations, 

experiences, and important outcome variables. Anderson (1973) highlighted four models of expectation 

confirmation: assimilation, contrast, generalized negativity, and assimilation-contrast. Brown et al. (2008) 

examined an experiences only model in addition to the disconfirmation and ideal point models that are 

similar to Anderson’s (1973) contrast and generalized negativity models respectively. Finally, Hom et al. 

(1999) examined an expectations only model along with the experiences only model to understand 

expectation confirmation (see Pulakos and Schmitt 1983).  

Anderson (1973) found support for the assimilation-contrast model and concluded that consumers 

will evaluate a product less favorably when the disparity between expectations and experiences exceeds a 

certain threshold point. Using polynomial regression analysis (PRA), Brown et al. (2008) found support for 

an experiences only model in the case of one predictor and a slightly modified experiences only model in 

the case of a second predictor. They concluded that, as a determinant of satisfaction, in contrast to more 

complex models of expectation confirmation that have permeated the literature, the role of expectations 

was minimal and experiences was the dominant driver of satisfaction. Other research has also found that 

experiences are the key determinant in expectation confirmation (e.g., person-environment fit meta-

analysis conducted by Yang et al. 2008). However, Kristof-Brown and Guay (2010) argued that this effect 

can be attributed to either higher variance in experiences or experiences incorporating expectations.  

Beyond the use of a single theoretical model to drive the research, Brown et al. (2008) highlight 

three main assumptions and methodological gaps in prior empirical research on expectation confirmation 

that may lead to these conflicting findings (see also Brown et al. 2012; Venkatesh and Goyal 2010). First, 

prior empirical research on expectation disconfirmation has relied mostly on linear models (e.g., Boulding et 

al. 1993; Churchill and Suprenant 1982). However, some researchers have argued that linear models fail to 
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adequately capture the complexity associated with the relationship among expectations, experiences, and 

outcome variables (e.g., Edwards and Parry 1993). Second, a number of studies have used difference 

scores to determine the level of expectation disconfirmation (e.g., French et al.1982). The organizational 

behavior and personnel psychology literatures have highlighted a number of problems associated with the 

use of difference scores (Edwards 2002; Edwards and Harrison 1993; Irving and Meyer 1995). Some of the 

key problems associated with the use of difference scores are that they: (1) provide confounding and 

ambiguous results as it is difficult to understand whether the influence on the outcome variable is caused 

by expectations, experiences, or a combination of both; (2)  oversimplify complex three-dimensional 

relationship between expectations, experiences, and the outcome into a two-dimensional relationship; and 

(3) impose several untested constraints that may not be satisfied by an unconstrained equation. Third, 

recent studies have used direct measurement of disconfirmation in order to circumvent problems 

associated with the use of difference scores (Bhattacherjee 2001; Bhattacherjee and Premkumar 2004). 

Direct measurement is also known to have problems, such as recall bias (Irving and Meyer 1994, 1995, 

1999).  

THEORY 

In this section, we discuss the theoretical underpinnings of the six models that we examine: 

assimilation, contrast, generalized negativity, assimilation-contrast, expectations only, and experiences 

only. Table 1 provides an overview of the six models. 

Table 1: Overview of Six Models 

Model Underlying Theoretical 
Perspectives 

Recommendations 
for Management 

Examples from IS  

Assimilation Cognitive dissonance (Festinger 
1962) 

Overstate expectations  Lankton and McKnight 
(2012) 
Szajna and Scamell (1993) 

Contrast Disconfirmation of Expectations 
(Churchill and Suprenant 1982) 

Understate 
expectations 

Staples et al. (2002) 
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Generalized 
Negativity 

Met expectations hypothesis 
(Irving and Meyer 1994; Porter 
and Steers 1973; Wanous 1992)  
 
Equity theory (Adams 1963) 

Set expectations as 
accurately as possible 

Ginzberg (1981) 
Tan et al. (1999) 
Venkatesh and Goyal 
(2010) 

Assimilation-
contrast 

Cognitive dissonance (Festinger 
1962) 
 
Disconfirmation of expectations 
(Churchill and Suprenant 1982) 

Set expectations a little 
high, accurately, or 
extremely low 

Brown et al. (2012) 

Expectations 
Only 

No formal theoretical 
perspective 

Expectations are the 
only things that matter; 
set them high 

Davis et al. (1989) 

Experiences 
Only 

No formal theoretical 
perspective 

Expectations are 
irrelevant; focus on the 
experience 

Brown et al. (2008) 

 

Assimilation Model 
Cognitive dissonance theory is the underpinning for the assimilation model. Cognitive dissonance 

theory (Festinger 1962) argues that deviations from one’s expectations create dissonance, which is an 

uncomfortable state. In order to reduce dissonance, subsequent outcome evaluations are adjusted to be 

more consistent with expectations. In essence, a priori expectations provide an anchor for outcome 

evaluations such that the higher one’s expectations, the higher the subsequent evaluations (Sherif and 

Sherif 1967). This theory further argues that actual experiences provide input to outcome evaluations but 

the outcome evaluations are biased in favor of expectations. Individuals minimize the cognitive difference 

between expectations and outcomes by adjusting outcome evaluations to be more consistent with 

expectations, thus reducing dissonance. Based on cognitive dissonance theory, expectations should be 

overstated in hopes of raising expectations. These higher expectations would lead individuals to adjust their 

perceptions of their experiences in a positive manner in order to reduce dissonance and result in more 

positive outcomes.  

Support for cognitive dissonance theory can be found in a number of domains. In a study 

examining service quality perceptions, Boulding et al. (1993) found that by increasing customer 
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expectations of product quality, overall quality evaluations increased. Researchers have found similar 

results with respect to consumer expectations, perceptions, and product evaluations (Hoch and Ha 1986; 

Olshavsky and Miller 1972; Olson and Dover 1979). Research on employee expectations, experiences, and 

job satisfaction has also found similar results (e.g., Hoiberg and Berry 1978; Ilgen 1971). Szajna and 

Scamell (1993) examined the relationship among expectations regarding the actual performance of and 

satisfaction with an IS. Their experimental design incorporated manipulations of expectations about the 

system. Participants in the “high expectation” treatment had the highest satisfaction levels, although all 

participants used the same system, thus providing evidence in support of an assimilation model. The 

underlying rationale is that users who perceive inconsistencies between their expected software use 

perceptions and experienced software use perceptions would be in a state of psychological discomfort. In 

order to decrease this inconsistency, these users would alter their perceptions of their experiences with the 

software use to align with their expectations.  

Contrast Model 
 

Disconfirmation of expectations theory is the underpinning for the contrast model. Disconfirmation 

of expectations theory suggests that ultimate outcome evaluations are based on the direction and size of 

the gap between expectations and experiences, and ultimately biased in the direction of experiences 

(Churchill and Suprenant 1982; Patterson et al. 1997). Rather than focus on the expectations, as in 

cognitive dissonance theory, disconfirmation of expectations theory focuses on the difference between the 

expectations and the subsequent evaluations (see Brown et al. 2008). The degree to which expectations 

are exceeded is called positive disconfirmation and the degree to which expectations are unmet is called 

negative disconfirmation (Bhattacherjee 2001; Kopalle and Lehman 2001). Based on the disconfirmation 

perspective, high positive disconfirmation results in greater satisfaction whereas high negative 

disconfirmation results in lower satisfaction (for a review, see Yi 1990). Thus, this perspective offers 

management recommendations that are opposite to what would be indicated by cognitive dissonance 
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theory and suggests the most favorable outcomes occur when the expectation-experience gap is 

maximized and experiences exceed expectations.  

One stream of research that relies on disconfirmation of expectations theory is realistic job 

previews (e.g., Philips 1998; Wanous et al. 1992). This stream of research argues that realistic job 

previews (i.e., when employee expectations are more closely aligned with the job conditions they would 

encounter) increase employee satisfaction and reduce the likelihood of turnover. The underlying rationale 

here is that, with realistic job previews, employees are more likely to have their expectations met or 

exceeded (Dugoni and Ilgen 1981; Lee et al. 1992; Wanous 1992). Kotter (1973) suggested that 

unrealistically high expectations lead to significant negative outcomes, such as turnover, low satisfaction 

and low organizational commitment. Realistic job preview research proposes that lowered expectations 

should reduce the resulting dissatisfaction that newcomers experiences (Wanous 1992). The results in this 

stream of research provide evidence in support of the disconfirmation of expectations paradigm. There is 

some empirical support for the contrast model in IS research as well. Staples et al. (2002) found that 

individuals with unrealistically high expectations had lower perceptions of system effectiveness and 

satisfaction, when compared to those with accurate or low expectations.  

Generalized Negativity Model 
The met expectations hypothesis is the underpinning for the generalized negativity model. The met 

expectations hypothesis (Irving and Meyer 1994; Porter and Steers 1973; Wanous 1992) proposes that any 

difference between expectations and experiences results in a lowered outcome evaluation, regardless of 

whether that difference is positive (i.e., expectations are exceeded) or negative (i.e., expectations are 

unmet) (Olson and Dover 1979). In essence, the met expectations hypothesis argues that there is an ideal 

point (see Brown et al. 2008) where expectations and experiences are equal and the resulting outcome is 

highest. A negative evaluation associated with failing to meet expectations is not surprising and is 

supported by disconfirmation theory. However, a negative impact associated with having expectations 
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exceeded, while not intuitively appealing, does have support in equity theory (Adams 1963). Equity theory 

suggests that getting more than one expects, or perceives to be fair, results in dissatisfaction due to the 

psychological tension created by the mismatch. Essentially, individuals evaluate the ratio of outcomes to 

inputs. In the sense of expectations, if individuals expect a specific outcome, they will adjust their inputs 

accordingly. If, in the end, they feel the outcomes are not in line with their inputs, there is a mismatch.  

Individuals who receive more than they feel is fair experience guilt or shame associated with the inequity, 

as they feel they did not earn the outcome. In this sense, having expectations exceeded can have a 

negative impact. In sum, the met expectations hypothesis would argue for setting expectations accurately 

to eliminate any deviation, minimize psychological tension, and ultimately maximize satisfaction. 

The met expectations hypothesis suggests that the direction of discrepancy does not matter, rather 

any difference between expectations and experiences is bad. This is supported in research by Rice et al. 

(1989) who examined the impact of discrepancies between wants and experiences on satisfaction. 

Although not focused on expectations, the Rice et al. (1989) results support the notion that getting more 

than one wants can have a negative impact. It seems reasonable that this impact would translate to 

expectations, as well. In an IS context, Ginzberg (1981) demonstrated that users who held realistic 

expectations were more satisfied with the resulting system than were users with unrealistic expectations. 

Likewise, Venkatesh and Goyal (2010) showed that any mismatch between expectations and experiences 

caused a negative emotional response towards the system.   

Assimilation-contrast Model 
Cognitive dissonance theory and expectation disconfirmation theory together provide the 

underpinnings of the assimilation-contrast model (see Anderson 1973). The model proposes that for slight 

differences, outcome evaluations will assimilate toward expectations, whereas large differences, due to the 

magnitude of their contrast, will be weighted more heavily (e.g., Klein 1999). If differences are relatively 

small such that they fall within the zone of tolerance (Berry and Parasuraman 1991; Johnston 1995; 
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Kennedy and Thirkell 1988), there will be little, if any, adjustment made and outcomes will be assimilated 

toward expectations, consistent with cognitive dissonance theory (Festinger 1962)—i.e., expectations 

create inertia in which outcomes are consistent with expectations as long as experiences are not outside of 

a set range (Liljander and Strandvik 1993). As the difference between expectations and experiences 

increases, individual experiences lead to either a disappointment effect—i.e., experiences fall short of 

expectations—or a surprise effect—i.e., experiences exceed expectations (Coughlan and Connolly 2001), 

consistent with disconfirmation theory. The contrast aspect of the assimilation-contrast model argues that 

large differences, regardless of whether they are negative or positive, will be treated different from small 

differences. Thus, an assimilation-contrast model suggests that setting expectations slightly high, 

accurately or extremely low would be preferred to setting them excessively high. 

In a study of consumer satisfaction, Anderson (1973) found support for the assimilation-contrast 

model. Using an experimental design in which participants were given different messages regarding a 

product and then asked to evaluate various characteristics of the product, Anderson’s results showed that 

participants’ evaluations of the product varied directly with their expectations, until the magnitude of the 

difference was quite large. Once the differences became large, outcomes varied inversely with 

expectations. Likewise, Coughlan and Connolly (2001) argued that satisfaction is a function of experiences 

evaluated in light of expectations. In two experiments, they asked individuals to predict their bowling scores 

and estimate a range within which the scores would fall. The results suggest that the surprise value of large 

differences caused those differences to have more of an impact than if one were to experience an outcome 

that was within an expected range of outcomes, thus supporting an assimilation-contrast model. In the IS 

literature, Brown et al. (2012) found that expectations  have a direct positive effect on software use as the 

magnitude of expectation disconfirmation decreases. However, as the magnitude of expectation 

disconfirmation increases, negative disconfirmation has a negative influence on software use and positive 

disconfirmation has a positive effect on software use.  
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Expectations Only and Experiences Only Models 
Although not explicitly presented by Anderson (1973), two other models are of interest in 

understanding the relationship among expectations, evaluations, and a desired outcome: expectations only 

and experiences only. These models have been supported empirically in prior literature (see Brown et al. 

2008; Irving and Meyer 1994) and provide an important benchmark against which more complex models 

can be compared. In the expectations only model, expectations directly predict outcomes, thus 

representing a perfect assimilation toward an individual’s a priori beliefs. More specifically, outcomes are 

predicted only by expectations and experiences play no role. It is important to note that in the assimilation 

model, although experiences are assimilated towards expectations, a perfect assimilation of experiences 

with expectations may never be achieved. In contrast, an experiences only model anchors outcomes on 

actual experiences and renders expectations inconsequential to the outcome evaluations.  

Research has also supported both expectations only and experiences only models. For example, 

Pulakos and Schmitt (1983) found a positive relationship between expectations and satisfaction. However, 

Miceli (1986) argued that the impact of expectations may be a function of timing, meaning that an 

expectations only model is more likely to hold when expectations are evaluated early in a process, such as 

shortly after an employee is hired when examining realistic job previews. Over time, the impact of 

expectations is hypothesized to diminish, ultimately resulting in an experiences only model. The 

experiences only model has been supported in research studying employee turnover and organizational 

commitment (Irving and Meyer 1994). Further, Hom et al. (1999) found support for an experiences only 

model in predicting a number of outcomes including organizational commitment, voluntary turnover, coping, 

and satisfaction. An expectations only view is consistent with the predictions in TAM in which users’ 

perceptions of the ease of use and usefulness of a system are obtained prior to its implementation. These a 

priori perceptions represent expectations about using the system. In contrast, Brown et al. (2008) found 

that experiences play a primary role in determining user satisfaction with software use. 
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Understanding Competing Results 
 Across and within domains of study, multiple expectations models have been supported. Brown et 

al. (2008) propose that the competing results are due to three key factors: (1) the predominant use of linear 

models and analytical techniques; (2) the use of a difference scores approach to analyses; and (3) the 

direct measurement of confirmation rather than the measurement of expectations and experiences 

separately. To address these limitations, Brown et al. propose the use of polynomial modeling and 

response surface analysis. Polynomial modeling presents an alternative technique for determining the 

separate and joint contribution of expectations and experiences to an outcome (see Edwards 2002). An 

advantage of polynomial modeling is its ability to represent a wide variety of relationships, such as 

algebraic differences, absolute differences, and squared differences, without the analytical limitations 

inherent in the methodology used in much prior expectation confirmation literature (Edwards 1994). 

Therefore, to address the methodological shortcomings associated with the models of expectation 

confirmation, we assess expectations and experiences using separate measures and maintain this 

distinction throughout the analysis. This approach improves our ability to capture the impact of expectations 

and experiences separately and diminishes the impact of hindsight bias or dissonance reduction strategies. 

Through the use of polynomial regressions, a more complete picture of the relationships among 

expectations, subsequent evaluations, and the outcome variable can be achieved, thus providing a deeper 

understanding of the phenomenon in question.  

In addition to the issues raised by Brown et al. (2008), we propose that reliance on a single 

theoretical model to explain the phenomenon of interest further contributes to the competing results. In the 

majority of studies reviewed, a single model of expectation confirmation is employed. Although employing a 

single theoretical perspective in a study is not uncommon, it does not allow for comparisons across models. 

Each of the models discussed above presents a different interplay between expectations and experiences 

in influencing outcomes. By testing individual models, the pattern of results emerges across studies, but a 
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number of questions regarding subjects, settings, etc. render the results difficult to compare. In contrast, 

when multiple models are tested within the same data set, we control for this variability thus allowing us to 

test all six models in a single context. Testing competing models in a single study can help us develop a 

clearer understanding of the conditions under which specific models will hold. In the current study, we 

address the limitations in prior research by: (1) comparing all six models simultaneously; (2) collecting data 

on expectations and experiences at the appropriate times and independent of one another; and (3) using 

polynomial modeling to more accurately and comprehensively represent the roles of expectations and 

experiences in the models.  

METHOD 

 In this section, we discuss the context of the study—namely, software acceptance. We also 

discuss the organizational setting, participants and procedure, and measurement details. 

Organizational Setting, Participants, and Data Collection Procedure 
 

Most large organizations today leverage knowledge resources by implementing knowledge 

management initiatives (Kankanhalli et al. 2005; Kankanhalli et al. 2003). The setting for this study was one 

such organization, with nearly 8,000 employees, operating in the telecommunication industry. The 

organization implemented an Intranet-based software system for knowledge sharing among employees. 

More specifically, the organization’s objective with the new software system was to facilitate information 

sharing among employees, and to serve as a bulletin-board for employees in various departments to share 

their personal and social interests. The use of the software system was completely voluntary. Traditional 

systems (e.g., a paper-based system) continued to be available during the entire duration of this study.  

Although all 8,000 employees comprised our initial sampling frame, heads of various business 

units suggested choosing somewhere between 25 and 50% of the employees at random for data collection. 

Therefore, we revised our sampling frame to 2,400 employees. We contacted these employees by email to 

solicit their participation in the study. In all, 1,601 completed questionnaires were received in the first wave 
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of data collection. We contacted these 1,601 employees for the second round of data collection and 

received 1,113 usable responses, resulting in an overall response rate of 46.4%. About a third of the 

participants in the study were women. The average age was just about 35 (SD ≈ 10). We tested our 

sample for non-response bias concerns. First, we compared the demographic profiles of the respondents 

and the sampling frame. We then compared the non-respondents from the first round to the respondents in 

both rounds. We found that the demographic profiles were similar in all these comparisons. We also 

conducted different comparisons based on the key constructs in the model and found no appreciable 

differences between those who responded only in the first round and those who responded in both rounds. 

We administered the survey at two different points in time. The organization mandated a training 

program for all employees on the new system. In this training program, the organization provided hands-on 

training with the system to all employees over a period of two days. During the training program, employees 

were also provided information about the potential benefits of the system. The authors did not participate in 

the training program and thus did not introduce bias into the study by inadvertently setting expectations at a 

particular level. Moreover, to the best of our knowledge, the organization did not schedule training 

programs with the intention of setting expectations at a certain level. We administered the first survey 

immediately after this training (t1), with a view toward measuring employees’ expectations. The second 

survey was administered six months after the employees had used the system (t2), with a view toward 

measuring employees’ experiences. Participants returned both surveys within the first week of receiving 

them. We measured expectations and experiences, operationalized by measuring users’ perceptions of 

usefulness and ease of use towards the system, at time t1 and time t2 respectively. This approach is similar 

to that used in prior research (e.g., Brown et al. 2008). We measured behavioral intention and system 

satisfaction at t2. The organization provided access to the software system use (behavior) logs that were 

used to determine employees’ actual use of the system. These logs were available to us for software use 

for a year starting from t1. However, we only used the system use data collected in the six month period 
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after t2 as the dependent variable—this was important because both expectations and experiences are 

used as predictors in our model. 

Measurement 
All constructs in this study were measured using items validated in prior research. The items for 

pre-use expectations and post-use evaluations of perceived usefulness and perceived ease of use were 

adapted from prior research (e.g., Brown et al. 2008). Seven-point Likert agreement scales were used in 

conjunction with the items. These items were worded appropriately for measurement at t1 (immediately 

after the training) and at t2 (six months after the system implementation). As noted earlier, we included the 

three most common dependent variables—namely, behavioral intention, use, and satisfaction—used in IS 

research to test six competing models of expectation disconfirmation. In order to avoid problems associated 

with common method and social desirability biases, we used duration of system use (excluding the idle 

time) as a measure of use. The items for satisfaction were adapted from Brown et al. (2008) and behavioral 

intention from Venkatesh and Goyal (2010).  

In order to provide a baseline model for comparison, we measured the direct disconfirmation of 

usefulness and ease of use by adapting measures used by Bhattacherjee and Premkumar (2004). Direct 

measurement involves asking respondents about their level of disconfirmation with the system. Such direct 

measurement requires respondents to perform a mental comparison of their expectations of a system and 

actual experiences with the system (Irving and Meyer 1995, 1999). Appendix B lists the items used.  

Although we strongly advise against the use of difference scores or direct measures to test the various 

models presented in this research, it is possible to do so; the interested reader is referred to Appendix C for 

the analytical model specifications and the results associated with these tests. 

ANALYTICAL REPRESENTATION OF THEORETICAL MODELS 

 We use polynomial modeling and response surface analysis to test the various models. 

Polynomial Modeling 



20 
 

 Traditional analytical techniques are susceptible to problems associated with linear models, 

difference scores, and direct measures (Edwards 2002; Irving and Meyer 1994, 1995). Polynomial 

modeling involves examination of an outcome variable by regressing commensurate component measures 

(i.e., expected and experienced usefulness) along with the successive powers of these measures (Edwards 

2002; Edwards and Harrison 1993). Maintaining the distinction between expectations and experiences 

allows us to separately determine their influence on the outcome variables, thus avoiding problems 

associated with difference scores and/or direct measures. Furthermore, including successive powers of 

expectations and experiences in the analysis allows us to evaluate the possibility of complex curvilinear 

relationships. 

This analytical technique may be applied in a confirmatory or exploratory manner (Edwards 2001; 

Edwards and Parry 1993). The confirmatory procedure begins with the identification of a regression 

equation corresponding to the conceptual model and the relaxation of constraints that the model specifies. 

These constraints are then used as hypotheses for falsification of the conceptual model. The model support 

is determined by the following four conditions: (1) the variance explained by the regression equation 

corresponding to the conceptual model differs from zero; (2) all the coefficients of the relaxed regression 

equation follow the appropriate pattern; (3) all the constraints imposed by the model are satisfied; and (4) 

the variance explained by the higher-order terms (i.e., terms one order higher than the those in the 

equation) does not differ from zero. For example, an algebraic difference score equation can be shown: 

Z = b0 +b1 (X-Y) + e (or) Z = b0 + b1X - b1Y + e      (1)  

The relaxed form of the above equation (1) can be written as: 

Z = b0 +b1X + b2Y + e          (2) 

Support for the theoretical model presented in equation 1 will rest on the following four conditions: 

(1) variance explained by equation 2 is significantly different from zero; (2) constraints on equation 2 (e.g., 

b2 = - b1) are satisfied; (3) the coefficients of regression in equation 2 follow the appropriate pattern; and (4) 
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the variance explained by the regression equation after adding the curvilinear terms (quadratic in this case) 

does not significantly differ from zero. 

Response Surface Methodology 
 Response surface methodology presents visual and statistical tests to better understand the 

intricacies of complex polynomial models (Edward and Parry 1993). Often, polynomial models yield higher-

order regression equations with coefficients that are difficult to interpret. Response surfaces developed 

from the higher-order regression equations serve as interpretive frameworks that help us understand these 

complex polynomial models. There are three key features of the response surface: (1) stationary point: 

point at which the slope of the surface is zero in all directions; (2) principal axes: set of lines, termed first 

principal axis and second principal axis, that run perpendicular to each other and intersect at the stationary 

point—i.e., for convex surfaces, the upward curvature is greatest along the first principal axis and least 

along the second principal axis, whereas for concave surfaces, the downward curvature is greatest along 

the second principal axis and least along the first principal axis; and (3) slopes along lines of interest: these 

lines of interest include the principal axes, the confirmation axis—i.e., line along which expectations = 

experiences—and the disconfirmation axis—i.e., line along which expectations = - experiences (for a 

review, see Edwards and Parry 1993; Edwards 2002). It could be argued that disconfirmation occurs when 

expectations are not equal to experiences. However, in agreement with prior research (e.g., Brown et al. 

2008; Edwards and Parry 1993; Venkatesh and Goyal 2010), perfect disconfirmation occurs when 

expectations are equal to and opposite of experiences.   

 A key condition for the support of the conceptual model requires that the variance explained by the 

set of terms one order higher than those in the relaxed regression equation is not significantly different from 

zero. However, much prior polynomial research (e.g., Edwards 2002; Lambert et al. 2003) has primarily 

relied only on the linear and second-order polynomial equations. This may be due to the lack of key 

response surface features, such as stationary points and principal axes, in surfaces implied by third- or 
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higher-order polynomials. However, we argue that models represented by third-order polynomial equations 

can be tested by using some of the other features of the response surface, such as slopes along the 

confirmation or disconfirmation axis. For example, a third-order regression equation can be represented by: 

Z = b0 +b1U1 + b2U2 + b3U12 + b4U1U2 + b5U22 + b6U13 + b7U12U2 + b8U1U22 + b9U23 + e  (3) 

Where,  Z = Outcome; U1 = Experienced usefulness; U2 = Expected usefulness 

Because Experienced usefulness = Expected usefulness (i.e., U1 = U2) along the confirmation axis, 

equation 3 can be written as: 

Z = b0 + (b1 + b2)U + (b3 + b4 + b5)U2 + (b6 + b7 + b8 + b9)U3 + e     (4) 

Similarly, because Experienced usefulness = - Expected usefulness (i.e., U1 = - U2) along the 

disconfirmation axis, equation 3 can be written as: 

Z = b0 + (b1 - b2)U + (b3 - b4 + b5)U2 + (b6 - b7 + b8 - b9)U3 + e     (5) 

Based on equations 4 and 5, we can see that the cubic slopes of the surface along the 

confirmation axis (ax3) and disconfirmation axis (ay3) are given by the quantities (b6 + b7 + b8 + b9) and (b6 - 

b7 + b8 - b9) respectively. These slopes can be used as statistical tests to determine if the response surface 

along these axes is cubic.  

Polynomial modeling requires a two-dimensional relationship (as observed in traditional 

expectation confirmation models) to be represented in a three-dimensional space such that the distinction 

between expectations and experiences can be preserved (Edwards and Harrison 1993). Therefore, in order 

to perform the tests, it was necessary to translate the theoretical models into three-dimensional response 

surfaces, which we present next. The three-dimensional plots of the theoretical models are presented in 

Figure 1. 
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Figure 1: Three-dimensional Plots of the Six Theoretical Models 
 

Figure 1(a): Assimilation Model Figure 1(b): Contrast Model 

  
Figure 1(c): Generalized Negativity Model  Figure 1(d): Assimilation-contrast Model 

   
Figure 1(e): Experiences Only Model Figure 1(f): Expectations Only Model 

  
Analytical Representations 

As it is difficult to directly interpret equations associated with response surfaces, the slopes along 

the lines of interest—here, the confirmation and disconfirmation axes—provide a way to develop response 

surfaces that are consistent with the proposed theoretical relationships (Edwards and Parry 1993). Inherent 

in previous work using difference scores is the underlying assumption that the slope along the confirmation 
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axis is equal to zero (Edwards and Parry 1993; Lambert et al. 2003). Polynomial modeling, however, 

enables examination of the slopes along both the confirmation and disconfirmation axes.  

Prior research on software acceptance indicates that high levels of perceived usefulness are 

preferred when compared to low levels (Venkatesh and Davis 2000). While examining software perceptions 

within the expectation confirmation framework, high levels of both expectations and experiences of 

usefulness would result in a higher outcome (e.g., use) than would low levels of expectations and 

experiences. It has also been observed that desired outcomes are lowest in the low-expectations and low-

experiences scenario and highest in the high-expectations and high-experiences scenario (Olshavsky and 

Miller 1972). Therefore, the value of the outcome among all the models would be lower for confirmation 

achieved at lower levels of expectations and experiences compared to expectation confirmation achieved 

at higher levels. This is equivalent to stating that the response surface is expected to have a positive and a 

linear slope along the confirmation axis. A positive and linear slope along the confirmation axis would imply 

the value of ax will be positive and the values of ax2 and ax3 will be zero.  

The disconfirmation axis is of particular interest because the slope of the response surface along 

this axis corresponds directly with the slope of the line generated from an analysis of expectation 

confirmation models using difference scores. For example, the slope along the disconfirmation axis for a 

response surface representing the assimilation model would be identical to the slope of the 2-dimensional 

assimilation model predicted by prior research (e.g., Anderson 1973). Therefore, in generating the 

response surfaces, a positive linear slope along the confirmation axis, and the theoretically appropriate 

slope along the disconfirmation axis were used as solution constraints.  

Assimilation Model 
 A psychological state of consonance exists when there is no deviation from one’s expectations, 

whereas a psychological state of dissonance exists when there is a significant deviation from one’s 

expectations (Festinger 1962; Szajna and Scamell 1993). These states of consonance and dissonance are 
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represented on a three-dimensional plot by the confirmation and disconfirmation axes respectively. The left-

hand corner of the plot represents a point with maximum expectations and minimum experiences levels, 

whereas the right-hand corner of the plot represents a point of minimum expectations and maximum 

experiences levels. A three-dimensional depiction of the response surface supporting the assimilation 

model is shown in Figure 1(a) and is represented by the equation: 

Z = b0 +b1U1 + b2U2 + e          (7) 

Where, Z = Outcome; U1 = Experienced usefulness; U2 = Expected usefulness 

The assimilation model, based on cognitive dissonance theory, suggests that a higher level of 

expectations is associated with more favorable outcomes. The level of the outcome variable is biased 

towards the level of expectations (Szajna and Scamell 1993). Therefore, for a response surface supporting 

this model, the expectations coefficient (b2) must necessarily be greater than the experiences coefficient 

(b1) and both the coefficients should be positive. Hence, the tests:  

Test 1: b2 > b1 

Test 2: b1 > 0 and b2 > 0 

Moreover, the value of the outcome along the disconfirmation axis would be higher on the left-hand 

corner (region where expectations are highest) of the plot and lower on the right-hand corner of the plot 

(region where expectations are lowest). In essence, the slope of the disconfirmation axis—i.e., ay—would 

be negative, although the absolute value of ay would be less than the slope of the confirmation axis—i.e., 

ax. As noted earlier, the slope of the confirmation axis—i.e., ax—in all the models would be positive. Hence, 

the tests: 

Test 3: ax > 0; ay < 0 

Test 4: |ax| > |ay|  

Contrast Model 
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 The contrast model, based on disconfirmation of expectations theory, suggests that unmatched 

expectations create a state of disconfirmation (Anderson 1973), and the ultimate outcome evaluations are 

based on the direction and size of the gap between expectations and experiences or the direction and level 

of disconfirmation (Sherif and Hovland 1961). Contrary to the assimilation model, the contrast model places 

more emphasis on experiences. Therefore, use increases as experiences exceed expectations and 

decreases as experiences falls short of expectations. A three-dimensional depiction of the response 

surface supporting this model is shown in Figure 1(b) and is represented by the equation: 

Z = b0 +b1U1 + b2U2 + e          (8) 

Where, Z = Outcome; U1 = Experienced usefulness; U2 = Expected usefulness 

For the contrast model, experiences have a higher impact on use than expectations do. Thus, the 

experiences coefficient (b1) should be higher than the expectations coefficient (b2). Hence, the test: 

Test 1: |b1| > |b2|  

Because the size of the gap between expectations and experiences determines the outcome 

assessment, high maximum and minimum values of the gap can be achieved by having an opposite sign 

on the coefficients of U1 and U2. Thus, we expect the coefficient of U1—i.e., b1—to be positive and the 

coefficient of U2—i.e., b2—to be negative. Moreover, this difference is maximized if the coefficient of U1 is 

equal and opposite to the coefficient of U2. Hence, the tests: 

Test 2: b1 > 0; b2 < 0 

Test 3: b2 = - b1 

A response surface representing a contrast model would have a higher value of an outcome along 

the disconfirmation axis at points where experiences are high and expectations are low. As experiences 

decrease and expectations increase along the disconfirmation axis, the value of the outcome variable will 

decrease. Therefore, the slope of both the disconfirmation axis and the confirmation axis—i.e., ay and ax—

would be positive. Hence, the test: 
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Test 4: ax > 0 and ay > 0  

However, the slope of the disconfirmation axis would be higher than the slope of the confirmation 

axis (|ax| < |ay|) because positive disconfirmation is associated with a higher level of the outcome (e.g., use). 

Hence, the test: 

Test 5: |ax| < |ay|  

Generalized Negativity Model 
The generalized negativity model, based on the met expectations hypothesis, suggests that if a 

person expects a certain event but experiences a different event, a psychological state of dissonance 

occurs (Aronson and Carlsmith 1962; Carlsmith and Aronson 1963). Further, when one’s experiences fall 

short of expectations, a negative disconfirmation results in lower outcome evaluations (e.g., use) and when 

one’s experiences exceed their expectations, a positive disconfirmation results in lower outcome 

evaluations (Anderson 1973). A three-dimensional depiction of the surface supporting the met expectations 

hypothesis is shown in Figure 1(c) and can be represented by the following equation: 

Z = b0 +b1U1 + b2U2 + b3U12 + b4U1U2 + b5U22 + e       (9) 

Where, Z = Outcome; U1 = Experienced usefulness; U2 = Expected usefulness 

 A response surface representing these relationships would have the highest outcome (e.g., use) 

when there is no mismatch between expectations and experiences—i.e., the confirmation axis. The 

outcome decreases as expectations exceed experiences or expectations fall short of experiences. In other 

words, the outcome decreases as we move away from the confirmation axis in either direction. The surface 

takes on a positive slope when expectations are greater than experiences and a negative slope when 

experiences are greater than expectations. The slope of the surface changes from positive to negative at 

the confirmation axis. This change in slope from positive to negative would require us to represent the 

surface with a quadratic function with a change in slope occurring at the confirmation axis. Therefore, we 
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expect at least one of the quadratic coefficients (i.e., b3, b4, or b5) to be significantly different from zero. 

Hence, the test: 

Test 1: |b3|, |b4|, or |b5| > 0  

As the positive and negative disconfirmation of expectations have equal and opposite effects on 

the outcome, we expect the linear slope of the disconfirmation axis to be equal to zero and the expectations 

and experiences coefficients to have approximately the same magnitude. As in other models of expectation 

disconfirmation (e.g., assimilation model), the linear slope of the surface—i.e., ax—along the confirmation 

axis is positive. Hence, the tests: 

Test 2: b1 = b2  

Test 3: ax > 0; ay = 0 

Moreover, based on principles from basic calculus (e.g., Hoffman et al. 2006; Waner and 

Costenoble 2007), the change in slope from positive to negative would require the quadratic slope along 

the disconfirmation axis to be significant and negative. Hence, the test: 

Test 4: ay2 < 0 

However, the curvilinear slope of the surface—i.e., ax2—along the confirmation axis is equal to zero 

because outcome evaluations are expected to increase linearly as both expectations and experiences 

increase. Hence, the test: 

Test 6. ax2 = 0 

For ax2 to be equal to zero, the sum of the coefficients of the squared experiences and 

expectations terms—i.e., b3 and b5—should be equal and opposite to the coefficient of the product term of 

expectations and experiences—i.e., b4 (Edwards and Parry 1993). For ay2 to be negative, the sum of the 

coefficients of the second order terms—i.e., b3 - b4 + b5—should be negative (Edwards and Parry 1993). 

Collectively, these two conditions lead us to expect that the coefficients of the squared expectations and 
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experiences terms—i.e., b3 and b5—will be negative and the coefficient of the product of expectations and 

experiences—i.e., b4—will be positive. Hence, the test: 

Test 7: b3 < 0; b4 > 0; b5 < 0  

Assimilation-contrast Model 
The assimilation-contrast model takes on properties of both cognitive dissonance theory and 

disconfirmation of expectations theory, thus resulting in a more complex response surface. When the 

differences between expectations and experiences are small, outcome evaluations (e.g., use) are 

determined largely by expectations, consistent with the assimilation model. On the contrary, when 

differences between expectations and experiences are large, outcome evaluations are determined by the 

level of the gap between expectations and experiences, consistent with the contrast model (Anderson 

1973). A three-dimensional depiction of the assimilation-contrast model is shown in Figure 1(d) and can be 

represented by the following equation: 

Z = b0 +b1U1 + b2U2 + b3U12 + b4U1U2 + b5U22 + b6U13 + b7U12U2 + b8U1U22 + b9U23 + e  (10) 

Where,  Z = Outcome; U1 = Experienced usefulness; U2 = Expected usefulness 

Similar to the other models, the differences between experiences and expectations are 

represented by the disconfirmation axis in a three-dimensional plot. The differences between experiences 

and expectations decrease as we move along the disconfirmation axis from the corner of the plot towards 

the confirmation axis. Therefore, the response surface represented by the assimilation-contrast model is 

wave-shaped along the disconfirmation axis. As the wave-shaped graph along the disconfirmation axis has 

two inflection points, it requires that the cubic form of the response surface equation be significant. Again, 

based on principles from basic calculus (e.g., Hoffman et al. 2006; Waner and Costenoble 2007), the cubic 

function along the disconfirmation axis would require a cubic slope—i.e., ay3—to be significant and positive 

and at least one of the cubic coefficients (i.e., b6, b7, b8, or b9) to be significantly different from zero. Hence, 

the test: 
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Test 1: |b6|, |b7|, |b8|, or |b9| > 0  

Test 2: ay3 > 0 

Consistent with the other models (e.g., assimilation model), the slope along the confirmation axis 

should be linear and positive with no curvilinear component. Therefore, the quadratic—i.e., ax2—and the 

cubic—i.e., ax3—slope along the confirmation axis should be zero. Hence, the tests: 

Test 3: ax > 0  

Test 4: ax2 = 0 

Test 5: ax3 = 0 

Finally, for large differences, the assimilation-contrast model does not differentiate between the 

influence of positive and negative disconfirmation. So, a decrease in the outcome variable for large 

negative disconfirmation is equal to an increase in the outcome variable for large positive disconfirmation. 

In other words, the slope of the surface for the positive disconfirmation axis is equal to the slope of the 

surface for negative disconfirmation. Hence, the test:  

Test 6: ay (negative disconfirmation) = ay (positive disconfirmation)  

Experiences Only and Expectations Only Model 
The experiences only and expectations only models are included in this study to serve as baseline 

models for the more complex models. The experiences only model suggests that outcome evaluations are 

determined entirely by experiences, with only the U1 coefficient—i.e., b1—expected to be positive and 

significant. Hence, the test:  

Test 1: b1 > 0 

Test 2: b2 = 0 

However, the absolute value of the slope for the confirmation and disconfirmation axes should be 

equal (|ax| = |ay|) for the experiences only models, thus indicating that there is no interaction between 

expectations and experiences in the model. Hence, the test: 
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Test 3: |ax| = |ay| 

Consistent with the other linear models (e.g., contrast model), the slope along the confirmation axis 

should be positive. The value of the outcome (i.e., behavioral intention, use, and satisfaction) along the 

disconfirmation axis would be higher in the region where experiences are highest (the right-hand side of the 

plot) and lower in the region where experiences are lowest (on the left-hand side of the plot). Therefore, the 

slope of the disconfirmation axis—i.e., ay—would also be positive. Hence, the tests: 

Test 4: ax > 0; ay > 0 

Similarly, the expectations only model suggests that the outcome is determined entirely by 

expectations, with only the U2 coefficient—i.e., b2—expected to be positive and significant. Also, like the 

experiences only model, in the expectations only model, the absolute value of the slope for the confirmation 

and disconfirmation axes should be equal (|ax| = |ay|) because there is no interaction between expectations 

and experiences. Hence, the tests: 

Test 1: b1 = 0 

Test 2: b2 > 0  

Test 3: |ax| = |ay| 

The slope along the confirmation axis should be positive for the expectations only model as 

outcome variables (i.e., behavioral intention, use, and satisfaction) behave in the same manner when 

expectations are met as other linear models (e.g., experiences only model) . However, the value of the 

outcome (i.e., behavioral intention, use, and satisfaction) along the disconfirmation axis would be higher in 

the region where expectations are highest (the back-side of the plot) and lower in the region where 

expectations are lowest (on the front-side of the plot). This results in the slope of the disconfirmation axis 

decreasing as we go from left to right.  Therefore, for the expectations only model, the slope of the 

disconfirmation axis—i.e., ay—would be negative. Hence, the tests: 

Test 4: ax > 0; ay < 0 
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The expected slopes along the lines of interest, direction of the coefficients, and the tests for all six 

models of expectation disconfirmation are summarized in Table 2.
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Table 2: Slopes and Coefficients 

 Coefficients Slopes along the Lines of Interest  
U1 U2 U12 U1*U2 U22 U13 U12U2 U1U22 U23 Confirmation Axis 

U1 = U2 
Disconfirmation Axis 

U1 = -U2 

Model b1 b2 b3 b4 b5 b6 b7 b8 b9 ax ax2 ax3 ay ay2 ay3 Summary 

Assimilation + +        +   -   Test 1: b2 > b1 
Test 2: b1 > 0; b2 > 0 
Test 3: ax > 0; ay < 0 
Test 4: |ax| > |ay| 

Contrast + -        +   +   Test 1: |b1| > |b2| 
Test 2: b1 > 0; b2 < 0 
Test 3: b2 = - b1 
Test 4: ax > 0; ay > 0 
Test 5: |ax| < |ay| 

Generalized 
Negativity 

+ + - + -     + 0  0 -  Test 1: |b3|, |b4|, or |b5| > 0 
Test 2: b1 = b2 

Test 3: ax > 0; ay = 0 
Test 4: ay2 < 0 
Test 5: ax2 = 0 
Test 6: b3 < 0; b4 >0; b5 < 0 

Assimilation-
contrast 

+/- +/- +/- +/- +/- +/- +/- +/- +/- + 0 0   + Test 1: |b6|, |b7|, |b8|, or |b9| > 0 
Test 2: ay3 > 0 
Test 3: ax > 0 
Test 4: ax2 = 0 
Test 5: ax3 = 0 
Test 6: ay (negative disconfirmation) = 
ay (positive disconfirmation) 

Experiences 
Only 

+ 0        +   +   Test 1: b1>0 
Test 2: b2 = 0 
Test 3: |ax| = |ay| 
Test 4: ax > 0; ay > 0 

Expectations 
Only 

0 +        +   -   Test 1: b1 = 0 
Test 2: b2 >0 
Test 3: |ax| = |ay| 
Test 4: ax > 0; ay < 0 

Notes:  
1. U1 = Experienced usefulness; U2 = Expected usefulness; ax = linear slope along confirmation axis; ay = linear slope along disconfirmation axis; ax2 = quadratic slope along 

confirmation axis; ay2 = quadratic slope along disconfirmation axis; ax3 = cubic slope along confirmation axis; ay3 = cubic slope along disconfirmation axis; b1=coefficient of 
U1; b2=coefficient of U2; b3=coefficient of U12; b4=coefficient of U1 U2; b5=coefficient of U22; b6=coefficient of U13; b7=coefficient of U12 U2; b8=coefficient of U1U22; and 
b9=coefficient of U23. 
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RESULTS 

Preliminary Analysis 
As recommended by Edwards (2002), we first screened the data set for any outliers. Using Cook’s 

D and standardized residuals from regression equations, we excluded all the cases that met the minimum 

criteria set by Bollen and Jackman (1990). In all, we excluded 6 cases. We then calculated the average of 

scale-centered item measures for perceived usefulness to determine expectations and experiences 

measures. Scale centering (done by subtracting scale midpoints from actual score) helps reduce problems 

associated with multicollinearity and also assists in meaningful interpretations of polynomial equation 

coefficients (Edwards and Harrison 1993, Edwards 2002). As we measured our items using seven-point 

Likert agreement scales, scale-centered items ranged from -3 to +3. The low value of VIFs (under 4) for all 

variables, including the higher-order and interaction terms, alleviated concerns associated with 

multicollinearity. We also conducted Harmon’s one-factor test and the partial correlation procedure (see 

Podsakoff and Organ 1986) to test our data for common method bias. Based on the results of these tests, 

we concluded that our data does not suffer from common-method bias. Finally, as we used similar items to 

measure expectations and experiences, we tested for the presence of correlated measurement errors 

between items. The non-significant Durbin-Watson test statistic (p > 0.05) confirmed that our data does not 

suffer from correlated measurement problem.  

We used a jackknife procedure to estimate the significance level of the various components of 

response surfaces (e.g., slopes along principal axes). When traditional techniques, such as regression 

analysis, do not provide formulas for the estimation of specific expressions—here, standard errors and 

significance levels for response surface components—non-parametric procedures, such as jackknifing and 

bootstrapping, are used (Efron and Gong 1983). Because of our large sample size, we had the choice of 

using either jackknifing or bootstrapping. We followed Edwards and Parry (1993) and used a jackknife 

procedure. For all analyses, U1 represents experienced usefulness, U2 represents the expected usefulness, 
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and Z represents the outcome. The Cronbach alpha coefficients exceed 0.80 for all scales, thus showing 

adequate reliability. A principal component analysis with varimax rotation of the independent variables 

yielded a four-factor solution (i.e., expected usefulness, experienced usefulness, expected ease of use, and 

experienced ease of use) strongly supporting convergent validity. Although the specific results are not 

shown here, consistent with prior literature (e.g., Brown et al. 2008), all loadings were greater than 0.80 and 

all cross-loadings were less than 0.30. Further, we found that the means of all scales was close to or above 

4 (or 0 after scale-centering) and the standard deviations were above 1. All the constructs were correlated, 

with the highest correlations being between experienced usefulness and outcome variables, such as use. 

Because higher-order terms are mathematically calculated from lower-order terms, they are highly 

correlated. Table 3 shows the descriptive statistics and correlations.
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Table 3: Descriptive Statistics and Correlations     

  Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 Gender N/A N/A              

2 Age 35.92 9.97 .20***             

3 EOU1 3.90 1.22 .20*** -.23***            

4 EOU2 4.30 1.30 .23*** -.26*** .05           

5 BI1 4.48 1.30 .14* -.24*** -.22*** .25***          

6 Use12 4.22 1.16 .15* -.15* .14* .17** .38***         

7 Sat1 4.04 1.28 .19** -.28*** -.25*** .26*** .33*** .40***        

8 DU 3.10 1.45 .09 -.15* .25*** .13* -.23*** -.28*** -.30***       

9 DEOU 2.61 1.39 -.13* -.14* -.19** -.25*** -.14* -.20** -.22*** .35***      
10 U1 3.84 1.17 .16** -.19** .25*** .18** .44*** .50*** .55*** .19** .16**     

11 U2 4.43 1.11 .23*** -.21*** .15* .19** .29*** .35*** .40*** .19** .13** .03***    

12 BI2 4.55 1.24 .15* -.28*** -.24*** .26*** .39*** .37*** .35*** -.24*** -.22*** .40*** .50***   

13 Use23 7.43 6.01 .17** -.19** .17** .22*** .33*** .38*** .35*** -.33*** -.24*** .37*** .27*** .35***  

14 Sat2 3.70 1.44 .20** -.30*** -.26*** .28*** .30*** .35*** .32*** -.25*** -.22*** .48*** .58*** .35*** .44*** 

Notes:  
1. BI2: Behavioral Intention measured at t2; BI1: Behavioral Intention measured at t1.  Use23: Use measured at from t2 to t3; Use12: Use measured from t1 to t2.  Sat2: 

Satisfaction measured at t2; Sat1: Satisfaction measured at t1. EOU2: Expected ease of use; EOU1: Experienced ease of use; U1 = Experienced usefulness; U2 = 
Expected usefulness.  

2. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
3. Variables measured at time t1: EOU2, U2, BI1, Use12, Sat1, Gender, and Age. 
4. Variables measured at time t2: EOU1, U1, BI2, Use23, Sat2. 
5. p < .05; ** p < .01; *** p < .001. 
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Model Testing 
In order to conduct confirmatory tests of the six models of expectation confirmation, we examined 

the unconstrained polynomial models (linear, quadratic, and cubic) for perceived usefulness (see Tables 5 

through 7). The unconstrained equations explained significant variance in the dependent variables and 

yielded significant values for the coefficients of U1 and U2 for the first-order equations and subsequent 

higher-order equations. Following the methodology prescribed by Edwards and Parry (1993), the 

coefficients for each dependent variable (i.e., behavioral intention, use, and satisfaction)1 were then used to 

determine slopes along the confirmation and disconfirmation axis (see also, Brown et al. 2012). The 

methodology presented by Edwards (2002) and Edwards and Parry (1993) is summarized in Appendix D. 

These slopes along the lines of interest (i.e., confirmation and disconfirmation axes) are summarized in 

Tables 8 through 10. The coefficients of the regression equations and the slopes along the lines of interest 

were used to examine the constraints imposed by various models that we discuss next.  

Some of the constraints imposed by the assimilation model for perceived usefulness predicting all 

three outcome variables (i.e., behavioral intention, use, and satisfaction) were satisfied as: (1) the value of 

both b1 (p < .01) and b2 (p < .01) were positive (test 2); (2) the absolute value of the slope along the 

confirmation axis was significantly higher (p < .01) than the absolute value of the slope along the 

disconfirmation axis for all three outcome variables (test 4); and (3) the slope along the confirmation axis 

was positive for all three outcome variables (ax = 1.44, p < .01 for BI; ax = 1.80, p < .01 for use; and ax = 

1.95, p < .01 for satisfaction) (test 3). However, this model was not supported for any of the outcome 

variables because: (1) b2 was not greater than b1 for any of the three outcome variables (test 1); (2) the 

slope along the disconfirmation axis was positive for all three outcome variables (ay = 0.56, p < .01 for BI; 

ay = 0.52, p < .01 for use; and ay = 0.53, p < .01 for satisfaction) (test 3); and (3) the results of an F-test (p < 

 
1 Because the regressors in each of the equations are identical, there is no need to use seemingly unrelated regressions. 
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.01) showed that the variance explained by higher-order (quadratic) terms was substantially higher than the 

variance explained by first-order terms.  
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Table 5: Unconstrained Model: Predicting BI2 Using Usefulness 

 First-order Linear Equation Second-order Quadratic Equation Third-order Cubic Equation 

Independent 
Variable 

R2 B SE R2 B SE R2 B SE 

Age 

0.39 

-0.13* 0.01 

0.58 

-0.10 0.04 

0.69 

-0.02 0.02 

Gender 0.22** 0.02 0.25*** 0.02 0.05 0.02 

EOU1 0.05 0.01 0.05 0.02 0.10 0.03 

EOU2 0.21** 0.01 0.17* 0.01 0.13* 0.04 

BI1 0.42*** 0.03 0.30*** 0.03 0.02 0.01 

U1 1.00*** 0.08 0.24** 0.10 -0.37** 0.09 

U2 0.44*** 0.11 0.22** 0.11 2.41** 0.18 

U12 

 

-0.60*** 0.10 -0.28*** 0.09 

U1U2 1.41*** 0.08 0.78*** 0.10 

U22 -0.40*** 0.08 -0.36*** 0.06 

U13 

 

0.22*** 0.02 

U12U2 -0.38*** 0.03 

U1U22 0.17*** 0.01 

U23 -0.38*** 0.04 

  ∆ R2 = 0.19*** ∆ R2 = 0.11*** 
Notes:  

1. BI2: Behavioral intention measured at t2; BI1: Behavioral intention measured at t1; EOU1: Experienced ease of use; EOU2: Expected ease of use; U1 = 
Experienced usefulness; U2 = Expected usefulness.  

2. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
3. Variables measured at time t1: EOU2, U2, BI1, Gender, and Age. 
4. Variables measured at time t2: EOU1, U1, BI2. 
5. * p < .05; ** p < .01; *** p < .001. 
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Table 6: Unconstrained Model: Predicting Use23 Using Usefulness 

 First-order Linear Equation Second-order Quadratic Equation Third-order Cubic Equation 

Independent 
Variable 

R2 B SE R2 B SE R2 B SE 

Age 

0.35 

-0.10 0.01 

0.51 
 

-0.12 0.02 

0.70 
 

-0.11 0.02 

Gender 0.19* 0.02 0.23* 0.02 0.10 0.02 

EOU1 0.05 0.04 0.06 0.02 0.05 0.02 

EOU2 0.20* 0.02 0.15 0.02 0.09 0.02 

Use12 0.48*** 0.04 0.25** 0.04 0.14* 0.03 

U1 1.16*** 0.06 0.72*** 0.03 -1.19*** 0.02 

U2 0.64** 0.05 1.23*** 0.04 2.87*** 0.07 

U12 

 

-0.70*** 0.02 -0.31*** 0.02 

U1U2 0.98*** 0.03 0.74*** 0.03 

U22 -0.74*** 0.02 -0.33*** 0.02 

U13 

 

0.34*** 0.01 

U12U2 -0.43*** 0.01 

U1U22 0.32*** 0.01 

U23 -0.40*** 0.02 

  ∆R2 = 0.16*** ∆ R2 = 0.19*** 
Notes:  

1. Use23: Use measured at t2; Use12: Use measured at t1; EOU1: Experienced ease of use; EOU2: Expected ease of use; U1 = Experienced usefulness; U2 = 
Expected usefulness.  

2. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
3. Variables measured at time t1: EOU2, U2, Use12, Gender, and Age. 
4. Variables measured at time t2: EOU1, U1, Use23. 
5. * p < .05; ** p < .01; *** p < .001. 
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Table 7: Unconstrained Model: Predicting Sat2 Using Usefulness 

 First-order Linear Equation Second-order Quadratic Equation Third-order Cubic Equation 

Independent 
Variable 

R2 B SE R2 B SE R2 B SE 

Age 

0.38 

-0.14* 0.01 

0.53 

-0.19* 0.01 

0.68 
 

-0.10 0.03 

Gender 0.20* 0.02 0.29*** 0.02 0.08 0.03 

EOU1 0.08 0.05 0.08 0.04 0.04 0.03 

EOU2 0.29*** 0.01 0.20* 0.01 0.05 0.03 

Sat1 1.04*** 0.07 0.76*** 0.08 0.04 0.03 

U1 1.24*** 0.05 1.10*** 0.04 1.01*** 0.04 

U2 0.71** 0.04 0.80*** 0.05 1.55*** 0.08 

U12 

 

0.93*** 0.03 0.43*** 0.01 

U1U2 0.88*** 0.04 -0.50*** 0.03 

U22 0.89*** 0.04 0.57*** 0.03 

U13 

 

0.39*** 0.02 

U12U2 -0.40*** 0.02 

U1U22 0.44*** 0.02 

U23 -0.53*** 0.03 

  ∆ R2 = 0.15*** ∆ R2 = 0.15*** 
Notes:  

1. Sat2: Satisfaction measured at t2; Sat1: Satisfaction measured at t1; EOU1: Experienced ease of use; EOU2: Expected ease of use; U1 = Experienced usefulness; 
U2 = Expected usefulness.  

2. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
3. Variables measured at time t1: EOU2, U2, Sat1, Gender, and Age. 
4. Variables measured at time t2: EOU1, U1, Sat2. 
5. * p < .05; ** p < .01; *** p < .001. 
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Table 8: Values of Slopes along Lines of Interest for Predicting BI Using Usefulness 

 Confirmation Axis 
U1 = U2 

Disconfirmation Axis 
U1 = -U2 

Model ax ax2 ax3 ay ay2 ay3 

Assimilation  1.44   0.56   

Contrast  1.44   0.56   

Generalized Negativity  0.46 0.41  0.02 -2.41  

Assimilation-contrast 2.04 0.14 -0.37   1.15 

Experiences Only  1.44   0.56   

Expectations Only  1.44   0.56   
Note:  
U1 = Experienced usefulness; U2 = Expected usefulness; ax = linear slope along confirmation axis; ay = linear 
slope along disconfirmation axis; ax

2
 = quadratic slope along confirmation axis; ay

2
 = quadratic slope along 

disconfirmation axis; ax
3 = cubic slope along confirmation axis; and ay

3 = cubic slope along disconfirmation axis. 
 

Table 9: Values of Slopes along Lines of Interest for Predicting Use Using Usefulness 

 Confirmation Axis 
U1 = U2 

Disconfirmation Axis 
U1 = -U2 

Model ax ax2 ax3 ay ay2 ay3 

Assimilation  1.80   0.52   

Contrast  1.80   0.52   

Generalized Negativity  1.95 -0.46  -0.51 -2.42  

Assimilation-contrast 1.68 0.10 -0.17   1.49 

Experiences Only  1.80   0.52   

Expectations Only  1.80   0.52   
Note:  
U1 = Experienced usefulness; U2 = Expected usefulness; ax = linear slope along confirmation axis; ay = linear 
slope along disconfirmation axis; ax

2
 = quadratic slope along confirmation axis; ay

2
 = quadratic slope along 

disconfirmation axis; ax
3 = cubic slope along confirmation axis; and ay

3 = cubic slope along disconfirmation axis. 

 

Table 10: Values of Slopes along Lines of Interest for Predicting Satisfaction Using Usefulness 

 Confirmation Axis 
U1 = U2 

Disconfirmation Axis 
U1 = -U2 

Model ax ax2 ax3 ay ay2 ay3 

Assimilation  1.95   0.53   

Contrast  1.95   0.53   

Generalized Negativity  1.90 2.70  0.30 0.94  

Assimilation-contrast 2.56 0.50 -0.10   1.76 

Experiences Only  1.95   0.53   

Expectations Only  1.95   0.53   
Note:  
U1 = Experienced usefulness; U2 = Expected usefulness; ax = linear slope along confirmation axis; ay = linear 
slope along disconfirmation axis; ax

2
 = quadratic slope along confirmation axis; ay

2
 = quadratic slope along 

disconfirmation axis; ax
3 = cubic slope along confirmation axis; and ay

3 = cubic slope along disconfirmation axis. 

 



43 
 

The constraints imposed by the contrast model were not satisfied for any of the outcome variables 

(i.e., BI, use, and satisfaction) as: (1) b2 was positive (p < .01) for all three outcome variables (test 2); (2) b2 

was not equal and opposite to b1 for any of the outcome variables (test 3); and (3) the absolute value of the 

slope along the confirmation axis was significantly higher (p < .01) than that of the disconfirmation axis for 

all three outcome variables (test 5). Also, based on the F-test results (p < .01), the variance explained by 

higher-order (quadratic) terms was substantially higher than the variance explained by first-order terms. 

Therefore, the contrast model was not supported. 

The three-dimensional representation of the generalized negativity model required a second-order 

polynomial equation. The results for the second-order polynomial equation were similar for BI, use, and 

satisfaction. All three quadratic coefficients (i.e., b3, b4 and b5) were significantly (p < .001) different from 

zero for all the outcome variables (test 1). Because the value of b1 (p < .01) was not equal to b2 (p < .01), b1 

- b2 ≠ 0 (p < .01) for all three outcome variables, thus the second constraint was not satisfied (test 2). The 

value of the linear slope along the disconfirmation axis for use and satisfaction was significantly different 

from zero (ay = 0.02, n.s. for BI; ay = -0.51, p < .01 for use; ay = 0.30, p < .01 for satisfaction; test 3). 

Therefore, test 3 was only satisfied for predicting BI using usefulness. The non-linear slope along the 

disconfirmation axis was significant and negative for both BI and use (ay2 = -2.41, p < .01 for BI; ay2 = -2.42, 

p < .01 for use) but not for satisfaction (ay2 = 0.94, p < .01 for satisfaction) (test 4). However, a significant 

non-zero value of the curvilinear slope along the confirmation axis for all three outcome variables (ax2 = 

0.41, p < .01 for BI; ax2 = -0.46, p < .01 for use; ax2 = 2.70, p < .01 for satisfaction) indicated that test 5 was 

not satisfied. Finally, the results of an F-test (p < .01) showed that the cubic model explained significantly 

higher variance than the quadratic model for all three outcome variables. Therefore, the generalized 

negativity model was not supported. 

The assimilation-contrast model required a cubic equation. It was observed that most of the 

constraints imposed by the model were satisfied as: (1) all the coefficients for the cubic terms (b6, b7, b8, 
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and b9) were significantly different from zero (p < .01) (test 1); (2) the cubic slope along the disconfirmation 

axis for all three outcome variables (ay3 = 1.15, p < .01 for BI; ay3 = 1.49, p < .01 for use; ay3 = 1.76, p < .01 

for satisfaction) was significant and fairly large (test 2); and (3) the linear slope along the confirmation axis 

(ax = 2.04, p < .01 for BI; ax = 1.68, p < .01 for use; ax = 2.56, p < .01 for satisfaction) was significant and 

positive (test 3). However the quadratic for all three outcome variables (ax2 = 0.14, p < .01 for BI; ax2 = 0.10, 

p < .01 for use; ax2 = 0.50, p < .01 for satisfaction) and cubic (ax3 = -0.37, p < .01 for BI; ax3 = -0.17, p < .01 

for use; ax3 = -0.10, p < .01 for satisfaction) slopes along the confirmation axis, although close to zero, were 

significant (tests 4 and 5), thus providing weak support. Moreover, we found that the positive influence of 

positive disconfirmation was less than the negative influence of negative disconfirmation (test 6). In other 

words, looking at the absolute values of the slope, the linear slope of the surface for negative 

disconfirmation (p < .01) was significantly (p < .01) higher than the linear slope of the surface for positive 

disconfirmation (p < .01) (test 6). This indicated that the assimilation-contrast model was partially supported 

for BI, use, and satisfaction.  

Support for experiences only and expectations only models required b1 or b2 to be zero 

respectively (test 1). Because both coefficients were non-zero for all three outcome variables, neither of the 

two models was supported. Although the slope along the confirmation axis (ax = 1.44, p < .01 for BI; ax = 

1.80, p < .01 for use; ax = 1.95, p < .01 for satisfaction) was significant and positive for both the 

expectations only model and the experiences only model, a negative slope along the disconfirmation axis 

for all three outcome variables (ay = 0.56, p < .01 for BI; ay = 0.52, p < .01 for use; ay = 0.53, p < .01 for 

satisfaction) shows that the experiences only model is not supported (test 4). Finally, lack of support for the 

expectations only and experiences only model was indicated by the F-test results (p < .01) that showed the 

variance explained by higher-order (quadratic) terms was substantially higher than the variance explained 

by first-order terms. Overall, the results of the confirmatory analysis showed that out of the six competing 
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models of expectation confirmation, assimilation-contrast was the best existing model for all three outcome 

variables. These test results are summarized in Table 11. 

 

Model Tests 
Results (DV: 

Behavioral Intention) 
Results (DV: Use) Results (DV: 

Satisfaction) 
Assimilation   1: b2 > b1 

 2: b1 > 0; b2 > 0  
 3: ax > 0; ay < 0 
 4: |ax| > |ay| 

Not supported 
Supported 
Not supported 
Supported 

Not supported 
Supported 
Not supported 
Supported 

Not supported 
Supported 
Not supported 
Supported 

Contrast  1: |b1| > |b2| 
2: b1 > 0; b2 < 0 
3: b2 = - b1; 
4: ax > 0; ay > 0; 
5: |ax| < |ay| 

Supported; 
Not supported 
Not supported  
Supported 
Not supported 

Supported 
Not supported 
Not supported  
Supported 
Not supported 

Supported 
Not supported 
Not supported  
Supported 
Not supported 

Generalized 
Negativity  

1: |b3|, |b4|, or |b5| > 0; 
2: b1 = b2;  
3: ax > 0; ay = 0; 
4: ay2 < 0;  
5: ax2 = 0;  
6: b3 < 0; b4 >0; b5 < 0 

Supported 
Not supported 
Supported 
Supported 
Not supported 
Supported 

Supported 
Not supported 
Not supported 
Supported 
Not supported 
Supported 

Supported 
Not supported 
Not supported 
Not supported 
Not supported 
Not supported 

Assimilation-
contrast 

1: |b6|, |b7|, |b8|, or |b9| > 0;  
2: ay3 > 0;  
3: ax > 0; 
4: ax2 = 0;  
5: ax3 = 0; 
6: ay (negative disconfirmation) =  
ay (positive disconfirmation) 

Supported 
Supported 
Supported 
Partially supported 
Partially supported 
Not supported 

Supported 
Supported 
Supported 
Partially supported 
Partially supported 
Not supported 

Supported 
Supported 
Supported 
Partially supported 
Partially supported 
Not supported 

Experiences 
Only  

1: b1>0;  
2: b2 = 0; 
3: |ax| = |ay|; 
4: ax > 0; ay > 0 

Not supported  
Not supported 
Not supported 
Supported 

Not supported 
Not supported 
Not supported 
Supported 

Not supported  
Not supported 
Not supported 
Supported 

Expectations 
Only  

1: b1 = 0;  
2: b2 >0; 
3: |ax| = |ay|; 
4: ax > 0; ay < 0 

Not supported  
Not supported 
Not supported 
Not supported 

Not supported  
Not supported 
Not supported 
Not supported 

Not supported  
Not supported 
Not supported 
Not supported 

Note:  
U1 = Experienced usefulness; U2 = Expected usefulness; ax = linear slope along confirmation axis; ay = linear slope along 
disconfirmation axis; ax2 = quadratic slope along confirmation axis; ay2 = quadratic slope along disconfirmation axis; ax3 = cubic 
slope along confirmation axis; ay3 = cubic slope along disconfirmation axis; b1=coefficient of U1; b2=coefficient of U2; 
b3=coefficient of U12; b4=coefficient of U1 U2; b5=coefficient of U22; b6=coefficient of U13; b7=coefficient of U12 U2; b8=coefficient 
of U1U22; and b9=coefficient of U23. 

 
DISCUSSION 

We discussed the core tenets of six different theoretical models of expectation confirmation—i.e., 

assimilation, contrast, generalized negativity, assimilation-contrast, experiences only, and expectations 

only. We developed the analytical representations of the different models and empirically tested the models 

in a single context and study to examine the impact of expectations and experiences on three different 
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dependent variables. Our results show that, of these existing models of expectation-confirmation, the 

assimilation-contrast model was the best in terms of capturing the relationship between expectations and 

experiences and key outcome variables—i.e., behavioral intention, use, and satisfaction. Interestingly, the 

results were quite consistent across the different dependent variables. We tested various alternative 

models, namely, linear, quadratic and cubic, and found that the cubic model explained significantly higher 

(70%, 68%, and 69% for behavioral intention, use, and satisfaction respectively) variance in key outcome 

variables.  

Theoretical Contributions 
This work makes key contributions to expectation confirmation research, a topic that has received 

much attention in IS. First, our detailed review of prior expectation confirmation models and description of 

the tenets is a useful starting point for future research on this topic. Second, developing accurate analytical 

representations of the various models is crucial for future research on this topic. Now, researchers in IS and 

other fields alike can employ these models by leveraging the current work to conduct accurate empirical 

tests of the models in their chosen domain of study. Third, our work provides an exemplar of testing 

multiple expectation confirmation models and examining multiple relevant dependent variables in a single 

domain of study.  

Our results present a richer and more complete understanding of expectation disconfirmation. For 

example, prior expectation disconfirmation research in IS (see Bhattacherjee and Premkumar 2004) used 

direct measurement of disconfirmation, a proxy for difference scores (Irving and Meyer 1995), and found 

that expectation confirmation produces desirable outcomes (e.g., a higher behavioral intention to use a 

system). Although our findings are consistent with such prior work, our results provide additional insights. 

We found that the influence of confirmation on the outcome is dependent on the absolute levels of the 

confirmation. More specifically, we found that only confirmation at high levels of expectations is desirable 

because the confirmation at low levels of expectations lowers the outcome value (e.g., use). Testing all six 
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competing models in one single study within the same context shows that the assimilation-contrast model 

has the highest predictive ability and is the best available model for explaining the relationship between 

usefulness and key dependent variables in IS. 

Our results demonstrate that polynomial modeling presents an opportunity to examine curvilinear 

relationships in expectation-confirmation research in general and drivers of human behavior in particular. 

Consistent with prior technology acceptance literature (for a review, see Venkatesh et al. 2003), the results 

of the linear model suggest that higher use is achieved when usefulness experiences are high. The 

polynomial models, however, provide a much richer explanation, suggesting that certain combinations of 

pre-use expectations and post-use evaluations lead to differing levels of technology use. These results 

provide evidence that approaching organizational problems from a linear perspective may yield a limited or 

even an inaccurate understanding of organizational phenomena. 

One aspect of our results that warrants further explanation is the partial support for tests 4 and 5 

(ax2 = 0; ax3 = 0) of the assimilation-contrast model. We theorized that the slope of quadratic and cubic 

terms along the confirmation axis for the assimilation contrast model should be zero. However, the results 

for Tests 4 and 5 indicate that these slopes, although very close to zero, were positive and significant. A 

small yet positive curvilinear slope represents a slightly U-shaped confirmation axis. This indicates that, in a 

state of confirmation (expectations = experiences), the value of an outcome (e.g., satisfaction) may 

decrease slightly before increasing as both expectations and experiences increase from the lowest level to 

the highest level. One possible explanation for this could be that when users’ expectations that the system 

will not enhance their performance at all (i.e., lowest expectations) are confirmed, they do not expend any 

effort exploring any additional features of the system. However, when users’ expectations that the system 

will contribute very minimally to enhance their performance are confirmed, they might expend some effort to 

explore additional features that might result in disappointment, thus resulting in a low level of an outcome. 

We should, however, be careful in interpreting such small coefficients, as we observed for tests 4 and 5.  
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Prior IS research has noted that such small coefficients, although statistically significant may not be 

practically significant (see Chin 1998). Even in reference disciplines, despite significant p-values, Edwards 

and his colleagues have referred to small coefficients as not sufficiently different from zero (e.g., Edwards 

2002, Edwards and Harrison 1993).  

Another finding that demands further attention is the lack of support for test 6 in the assimilation-

contrast model. Based on the tenets of the assimilation-contrast model (Anderson 1973), we expected 

negative disconfirmation and positive disconfirmation to have an equal and opposite effect. However, we 

found that the absolute value of the linear slope along the disconfirmation axis was stronger for negative 

disconfirmation than it was for positive disconfirmation. More specifically, we found that the negative 

influence of negative disconfirmation had a stronger impact on user evaluations than the positive influence 

of positive disconfirmation. In the context of a new IS implementation, this finding has three implications. 

First, when users of a new IS perceive increasing differences between expectations and experiences, there 

is a point at which these differences will cause a strong influence on evaluations of the new IS. This 

influence may be positive or negative, depending on the direction of the disconfirmation. Second, when 

users perceive a positive surprise, such that they find the system to be much better than they had 

expected, they will have positive evaluations of the system. However, because users’ expectations from the 

new IS were not high, they may not spend the extra effort in exploring various features the new IS may 

offer. Therefore, although user evaluations are positive, they may not be very strong. Finally, when users’ 

experiences fall below their expectations, users will view the new IS unfavorably and will have negative 

evaluations of the IS. In such a scenario, it is likely that users are unable to find some of the useful features 

that they expected and they may choose not to use the useful features that they do expect and find in the 

new IS. Therefore, negative disconfirmation has a much stronger impact than positive disconfirmation does 

on IS evaluations.  
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Taken together, the findings and contributions of this study provide a mechanism for addressing 

the limitations in much prior expectation confirmation research. First, as four of the six models that we 

examined theorize non-linear relationships, we accurately represent the theoretical models and go beyond 

the use of linear models, contrary to what much prior research has done. Second, by keeping expectations 

and experiences separate in the conceptualization, measurement and analyses, we remedy concerns 

associated with the use of difference scores (expectations – experiences) and direct 

conceptualization/measurement of confirmation/disconfirmation (e.g., a question asks about the extent of 

confirmation, thus requiring the participant to perform a cognitive comparison of expectations and 

experiences). By addressing these limitations, we did not find support for five models widely used in the 

expectation confirmation literature (i.e., assimilation, contrast, generalized negativity, expectations only, 

and experiences only). The assimilation-contrast model was only partially supported. This highlights the 

complex relationship between expectations and experiences and how they collectively influence outcomes, 

such as behavioral intention, use and satisfaction. These complex relationships, when oversimplified, could 

result in distorted or erroneous conclusions. 

In the current study, the same model was relevant for each of the three dependent variables—

behavioral intention, use, and satisfaction. Although we expected some variations in the findings due to the 

differences across prior studies, it is possible that context is a more important factor than the dependent 

variable in determining model relevance. For example, in the technology acceptance context, it is difficult to 

believe that someone would be dissatisfied by getting a system that exceeded his or her expectations. Yet, 

it is possible to believe that if someone feels they are unjustifiably promoted or overpaid, there could be 

shame or guilt associated with having expectations exceeded. Thus, the differences we see in prior 

research could be due to variation in context. Brown et al. (2002) provide evidence that a change in 

dependent variable is appropriate when examining technology acceptance in mandatory, as opposed to 

volitional, contexts. Further evidence of the importance of a mandatory context is demonstrated in the 
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findings of Brown et al. (2008), where the results for a model with satisfaction as the dependent variable 

conform most closely to an experiences only model. For technology acceptance, the nature of use may be 

an important factor in assessing model relevance. When looking across expectations studies in IS, we see 

a combination of dependent variables and contexts. By holding the context constant, the current work 

begins to shed light on what does (and does not) impact model relevance. Future research is clearly 

needed to delve deeper into the relationship between context and dependent variable selection in 

determining model relevance. 

Limitations and Future Research Directions 
Our study has two limitations that should be noted. First, polynomial regression analysis is based 

on the assumptions of ordinary least squares that the independent variables are measured without error. 

Also, with the decrease in the reliabilities of measures, coefficient estimates can be biased. Because 

polynomial regression analysis involves the use of higher-order terms, these problems may be even more 

pronounced. In our study, high reliabilities of all measures (> 0.80) considerably limit the likelihood of these 

biases. In any case, we recommend that future research replicate this study. Second, we used a six-month 

interval between the measurements of expectations and experiences. Although this time difference allowed 

us to measure expectations and experiences separately and reduce the influence of the new software 

implementation shakedown, it might raise some questions about potential biases. Hogan (1987), for 

example, suggests that raters might put too much weight on negative information in order to reduce 

uncertainty. This may result in raters reporting ratings lower than warranted. Again, replication of this study 

would help alleviate such concerns by providing support for the generalizability of our findings.  

The results of the current study highlight the idea that future research should continue to use 

polynomial models to re-examine other organizational phenomena that incorporate expectations and actual 

evaluations—e.g., negotiation (Barry and Oliver 1996; Oliver et al. 1994), job design (Ganster et al. 2001), 

person-job fit (Saks and Ashforth 1997) and person-organization fit (Cable and Judge 1996; Kristof 1996). 
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Future research should also examine existing models of expectation-disconfirmation and their relationships 

with other dependent variables, such as organizational commitment (O’Reilly and Chatman 1986) and 

turnover intentions (Huselid and Day 1991). In doing so, researchers should examine why the use of 

different dependent variables results in different models being more relevant. 

Future research should also examine how cross-cultural differences may affect the interplay 

between expectations and experiences. Prior research has shown that national cultural values may 

influence attitude towards a product and product use (Srite and Karahanna 2006). Several studies have 

argued that IS adoption may be affected by national culture (e.g., Keil et al. 2000; Tan et al.1998; Tan et al. 

2003). Further, because of increasing globalization and advances in communication technologies, there 

have been several calls for testing the applicability of theories across various cultures (Kankanhalli et al. 

2007; Tan 2007; Tan et al. 1998). Cross-cultural studies examining the influence of expectations and 

experiences on IS outcomes could be valuable. As an example, future research could study a global 

organization implementing an IS (e.g., an ERP system) that is influencing its operations in countries with 

different cultures (e.g., China, US). Comparing the results across different cultures will help to highlight the 

role of culture in expectation disconfirmation and will further enhance our understanding of this important 

phenomenon.  

Although the context of our study was IS acceptance, these findings might have implications for 

researchers dealing with other domains, both within IS, such as online consumer behavior, and outside IS, 

such as realistic job previews (see Hom et al. 1999). In the context of online consumer behavior, there is a 

rich body of research that examines the role of several different predictors and their impacts (e.g., 

Featherman et al. 2006; ). In each of these cases, instead of taking a snapshot view (or expectations only 

view or experiences only view), the models suggested here could be applied to see how the interplay of 

different predictors (expectations and experiences) will affect key outcomes. Shifting gears to realistic job 

previews, that literature has demonstrated that setting expectations at a realistic level reduces turnover 
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(Wanous et al. 1992). The realistic job previews literature also suggests that lower expectations are more 

easily met and exceeded resulting in higher satisfaction and lower turnover (Lee et al. 1992; Wanous 

1992). However, our findings indicate that setting lower expectations may adversely influence behavior. It is 

likely that lower expectations may lower new employee morale negatively inhibiting their productivity, 

relationships with other employees, and satisfaction, resulting in turnover. Again, it is possible that these 

findings may be specific to the context studied in this research. Therefore, future research should examine 

the generalizability of these findings. 

Prior expectation confirmation research in IS (e.g., Bhattacherjee 2001; Staples et al. 2002; Szajna 

and Scamell 1993) has used a wide variety of expectations, such as usefulness, ease of use, information 

quality, decision making, knowledge of the system, personal benefit and attitudes concerning use. There is 

a possibility that different types of expectations might have different influences on the dependent variable 

being examined (e.g., technology use). However, prior research has indicated that at least for negative 

disconfirmation, these differences might be minimal (see Staples et al. 2002). Moreover, because the goal 

of our study was to test and compare six competing models of expectation disconfirmation, using a single 

type of expectations allows us to test all six models simultaneously in a single context—i.e., a new IS 

implementation. Future research should replicate the findings of the current study with a different set of 

expectations. Future research should also test these models in other contexts commonly used in IS 

research, such as decision making and online shopping (e.g., Koufaris 2002). Examining competing models 

of expectation confirmation in different contexts would allow for richer theoretical development. Moreover, 

such an examination would provide us with boundary conditions that define applicability of various models 

of expectation confirmation.  

Practical Implications 
This research has four implications for practice. First, our results suggest that managers set 

realistic expectations and strive to achieve them. If managers think they would err in setting expectations, 
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we suggest that they err on the lower side because exceeding expectations is likely to have a positive 

effect. This is even more important considering our finding that the negative influence of negative 

disconfirmation is stronger than the positive influence of positive disconfirmation. One way this can be 

accomplished is through sharing pre-development prototypes of new systems with users (e.g., Davis and 

Venkatesh 2004). The pre-prototypes have the advantage of providing fairly accurate portrayals of systems 

without the significant cost investment associated with development. For systems that have been 

developed, the more accurately managers can portray the system and how it works, the more likely positive 

outcomes will be achieved.  

Second, we recommend that managers avoid setting extremely low expectations. A common 

recommendation in the classical marketing literature is to under-promise and over-deliver (Olshavsky and 

Miller 1972). Even when the system has the potential to make significant improvements in employees’ job 

performance, some managers choose to set extremely low expectations. These managers believe that user 

reactions will be very positive when these extremely low expectations are positively disconfirmed. Although 

the assimilation-contrast model supports setting expectations low when managers are in doubt, it is 

possible that setting unrealistically low expectations could have negative effects. Setting unrealistically low 

expectations might reduce employee interest in the software. Using polynomial regression analysis allowed 

us to determine the influence of meeting or exceeding expectations at a low level (i.e., when both 

expectations and experiences are low) versus meeting or exceeding expectations at a high level (i.e., when 

both expectations and experiences are high). For the assimilation-contrast model, we found that user 

evaluations are higher when user expectations are confirmed at a higher level than when user expectations 

are confirmed at a low level. In other words, even when user expectations were confirmed or even 

exceeded, if the user expectations are set extremely low, user evaluations are likely to be low. For 

example, in the context of the current study, extremely low expectations might lead users to avoid 
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expending effort to explore the features of the new software. This avoidance could ultimately result in lower 

user evaluations of the experience.  

Third, we suggest that managers communicate with their employees on a regular basis to assess 

their experiences. This is consistent with Massey et al.’s (2001) recommendation to communicate 

throughout the change process associated with IS implementations. Their focus, however, was on 

management communicating with users. We expand their suggestion to ensure that the communication is 

also coming from the users to managers. In this way, managers can receive early indications of unmet 

expectations. Managers may also consider using a decision support tool in which polynomial regression 

analysis is embedded in order to monitor user experiences. For example, after a system upgrade, 

managers would be able to assess the degree to which user expectations are met and the resulting impact 

on important attitudes and behaviors. This could inform communication regarding the current and future 

system upgrades. Finally, we recommend managers provide maximum possible information to users while 

training them on a new IS. Such information plays a critical role in developing user expectations about the 

new IS. If the users are not provided sufficient information, they may either assume the missing information 

or get this information from other sources, such as their colleagues (see Sykes et al. 2009). If this 

information that users assume or acquire from other sources is incorrect, it may result in developing 

unrealistic expectations. Because expectations play such a crucial role in user evaluations, developing 

unrealistic evaluations could be detrimental to the success of a new IS. 

CONCLUSIONS 

 This work sought to discuss six different expectation confirmation models, develop analytical 

representations of each of the models, and empirically test them in the context of a new IS implementation. 

We examined the relationship among pre-implementation expectations, post-implementation experiences, 

and three key outcomes (dependent variables), namely behavioral intention, use, and satisfaction, using 

polynomial representations of various expectation confirmation models. The resulting polynomial models 
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provided a richer explanation of the underlying relationship among expectations, experiences, and 

outcomes than difference scores or linear models did. This work led to key insights into the role of 

expectations and experiences in the IS implementation context, as well as another piece of evidence 

supporting the use of polynomial regressions to understand organizational phenomena. Finally, the 

analytical representations developed in this work will serve as a springboard for future research on different 

phenomena using expectation confirmation models.  
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APPENDIX A: STUDIES USING POLYNOMIAL MODELING IN INFORMATION SYSTEMS AND 

REFERENCE FIELDS 

Paper Reference Discipline Theory 

Atwater et al. (1998) Personnel Psychology Self-other agreement 

Bailey and Fletcher (2002) Organizational Behavior Management competence 

Brown et al. (2008) Organizational Behavior Expectation confirmation 

Brown et al. (2012) Information Systems Expectation confirmation 

Bono and Colbert (2005) Psychology Job performance 

Dineen et al. (2005) Management Integrative theory 

Edwards (1994) Organizational Behavior Person-environment fit 

Edwards and Cable (2009) Psychology Person-environment fit 

Edwards and Harrison (1993) Management Person-environment fit 

Edwards and Parry (1993) Management Person-environment fit 

Edwards and Rothbard (1999) Organizational Behavior Person-environment fit 

Hetch and Allen (2005) Organizational Behavior Person-job fit 

Hom et al. (1999) Personnel Psychology Realistic job preview 

Irving and Meyer (1994) Psychology Met expectation hypothesis 

Irving and Meyer (1995) Personnel Psychology Met expectation hypothesis 

Irving and Meyer (1999) Personnel Psychology Met expectation hypothesis 

Kim and Hsieh (2003) Marketing Distributor-supplier relationships 

Klein et al. (2009)  Information Systems IS service quality 

Kristof-Brown and Guay (2010) Psychology Person-environment fit 

Kristoff-Brown and Stevens (2001) Psychology Person-environment fit 

Kreiner (2006) Organizational Behavior Person-environment fit 

Lambert et al. (2003) Personnel Psychology Psychological contract theory 

Lubatkin et al. (2006) Management Behavioral integration 

Oh and Pinsonneault (2007) Information Systems Resource-centered and 
contingency-based view  

Shaw and Gupta (2004) Personnel Psychology Person-environment fit 

Titah and Barki (2009) Information Systems Economic theory of 
complementarities 

Venkatesh and Goyal (2010) Information Systems Expectation confirmation 

Yi (1990) Marketing Expectation confirmation 
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APPENDIX B 

All items were measured using a 7-point Likert scale with the endpoints strongly disagree to strongly agree, 
unless noted otherwise. 
 

Expectation items 
Usefulness 
I expect that <system> will enable me to accomplish tasks more quickly. 
I expect that <system> will improve the quality of the work I do. 
I expect that <system> will make it easier to do my job. 
I expect that <system> will enhance my effectiveness on the job. 
I expect that <system> will give me greater control over my job. 
I expect that <system> will improve my productivity. 
 
Ease of Use 
I expect that it will be easy to get <system> to do what I want it to do. 
I expect that overall,<system> will be easy to use. 
I expect that learning to operate <system> will be easy for me. 
I expect that interacting with <system> will not require a lot of my mental effort. 
 

Experience items 
Usefulness 
<system> enables me to accomplish tasks more quickly. 
<system> improves the quality of the work I do. 
<system> makes it easier to do my job. 
<system> enhances my effectiveness on the job. 
<system> gives me greater control over my job. 
<system> improves my productivity. 
 
Ease of Use 
It is easy to get <system> to do what I want it to do. 
Overall, <system> is easy to use. 
Learning to operate <system> is easy for me. 
Interacting with <system> does not require a lot of my mental effort. 
 
Satisfaction 
I am an enthusiastic user of <system>. 
All things considered, my continuing to use <system> in my job is . . . (Extremely Negative to Extremely 
Positive). 
All things considered, my continuing to use <system> in my job is . . . (Extremely Bad to Extremely Good) 
All things considered, my continuing to use <system> in my job is . . . (Extremely Harmful to Extremely 
Beneficial). 
 
Behavioral Intention 
I intend to continue using the <system>. 
I predict I would continue using the <system>. 
I plan to continue using the <system>. 
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Disconfirmation items 
Usefulness 
Compared to my initial expectations, the ability of <system>:  
 To improve my performance was (much worse than expected … much better than expected). 
 To increase my productivity was (much worse than expected … much better than expected). 
 To enhance my effectiveness was (much worse than expected … much better than expected). 
 
Ease of use 
Compared to my initial expectations: 

It was easy to get <system> to do what I want it to do (much worse than expected … much better than 
expected). 

Overall, <system> was easy to use (much worse than expected … much better than expected). 
Learning to operate <system> was easy for me (much worse than expected … much better than 

expected). 
Interacting with <system> did not require a lot of my mental effort (much worse than expected … much 

better than expected). 
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APPENDIX C. MODEL SPECIFICATIONS USING DIFFERENCE SCORES AND DIRECT MEASURES  

Much prior expectation disconfirmation research has either used difference scores or direct 

measurement models to examine the relationship among expectations, experiences, and outcome 

variables.  Below, we briefly explain these models and present the results of these models using our 

empirical data. 

Table C1: Summary of Model Tests 

Theoretical Model Tests Model Tests 

Assimilation Algebraic difference 
Direct Measurement 

Z = b0 + b1 (X – Y) 

Z = b0 + b1 (D)  

Contrast Algebraic difference 
Direct Measurement 

Z = b0 + b1 (X – Y) 

Z = b0 + b1 (D) 

Generalized Negativity Squared difference 
Squared Direct Measurement 

Z = b0 + b1 (X – Y)2 

Z = b0 + b1 (D)2 

Assimilation-contrast Cubic difference 
Cubic Direct Measurement 

Z = b0 + b1 (X – Y)3 

Z = b0 + b1 (D)3 
Notes:  
D: Direct measure of disconfirmation; Z: Outcome; X: Experience; Y: Expectation; b1: coefficient of the difference score or the 
direct measure of the difference score 

 
Difference Score Models 

Based on the nature of the relationship (linear or curvilinear), Edwards and Harrison (1993) and 

Edwards (2002) describe the use of two types of difference score models: (1) algebraic difference where Z 

= b0 + b1 (X – Y) + e; and (2) squared difference: Z = b0 + b1 (X – Y)2. Edwards (2002) also presents an 

absolute difference model where Z = b0 + b1 (1 – 2W)(X – Y) + e with W = 0 when X > Y and W = 1 when X 

< Y or Z = b0 + b1X – b1Y – 2b1WX + 2b1WY + e, but this model is rarely used. Edwards (2002) argues that 

these difference score models distort the true relationship between component measures (i.e., X and Y) 

that may result in oversimplified or erroneous results (for a review, see Edwards 2002).  

Direct Measurement Models 

In order to avoid the problems with difference scores, Irving and Meyer (1994, 1995, 1999) 

discussed prior research that used direct measurement models, where the difference between X and Y 

(component measures) was directly measured instead of being computed. Irving and Meyer (1994, 1995, 
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1999) illustrate that direct measurement models not only suffer from problems associated with difference 

scores, but also create additional problems (see Venkatesh and Goyal 2010). 

Model Testing: Linear Models 

Because the assimilation model and the contrast model are both linear models represented by the 

equation Z = b0 +b1U1 + b2U2 + e, their constrained models can also be represented by an algebraic 

difference model and a linear direct measurement model. Recall that the assimilation model requires 

expectations to be a dominant predictor of the outcome whereas the contrast model requires experience to 

be a dominant predictor of the outcome. Therefore, we expect the coefficient of the difference score 

(experience – expectations) and the direct measure to be negative for the assimilation model and positive 

for the contrast model. 

The results of the constrained difference scores model for all three dependent variables (i.e., BI, 

use, and satisfaction) are presented in tables C2-C4. The results of the constrained direct measurement 

model for all three dependent variables (i.e., BI, use, and satisfaction) are presented in table C5. The 

coefficient of the difference score (BI: 0.30, p < .01; use: 0.24, p < .01; and satisfaction: 0.24, p < .001) is 

positive for all three dependent variables indicating that the assimilation model is not supported by the 

difference score model. The coefficient of the direct measure (BI: 0.24, p < .001; use: 0.23, p < .001; and 

satisfaction: 0.23, p < .001) is also positive for all three dependent variables indicating that the assimilation 

model is not supported by the direct measurement model. Edwards (2002) explains that for a constrained 

model to support a theoretical model, an unconstrained model should not explain higher variance in the 

outcome variable than the constrained model. Because the variance explained by the constrained 

models—i.e., difference scores and direct measurement models—is significantly less than the variance 

explained by an unconstrained linear model (see Tables 5-7), both assimilation and contrast models are 

rejected.  Moreover, significantly higher variance explained by the curvilinear difference scores and direct 
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measurement models (see Tables C2-C5) provides further evidence that both assimilation and contrast 

models are rejected. 

Model Testing: Curvilinear Models 

As the generalized negativity model involves a second-order curvilinear relationship and is 

represented by the following equation: Z = b0 +b1U1 + b2U2 + b3U12 + b4U1U2 + b5U22 + e, this model can be 

tested by the squared difference model and the direct measurement model where a squared term of the 

direct measurement term would be used. Recall that the generalized negativity model requires that the 

outcome variable is maximized when expectations are equal to experiences.  As differences between 

expectations and experiences increases, the outcome variable decreases. Therefore, we expect the 

coefficient of the squared difference score term and the squared difference score term to be negative and 

significant. As presented in tables C2-C4, the coefficient of the difference score (BI: 0.07, n.s.; use: 0.16, 

p<.05; and satisfaction: 0.13, p<.05) and the direct measure (BI: 0.23, p<.001; use: 0.13, p<.05; and 

satisfaction: 0.14, p<.05) were positive for all three dependent variables indicating that the assimilation 

model is not supported.  Moreover, the unconstrained model explained more variance (R2 = 0.58 for BI; R2 

= 0.51 for Use; R2 = 0.53 for Sat) than the constrained model, providing further evidence that the 

assimilation model is not supported. 

Finally, the assimilation-contrast model involves a third-order curvilinear relationship because of 

two inflection points and is represented by Z = b0 +b1U1 + b2U2 + b3U12 + b4U1U2 + b5U22 + b6U13 + b7U12U2 

+ b8U1U22 + b9U23 + e.  This model can be tested by a cubic difference model and the direct measurement 

model where a cubic term of the direct measurement term would be used. This model is not tested by 

Edwards (2002) but would follow the same line of reasoning as the squared difference model and will be 

represented by Z = b0 + b1 (X – Y)3. Recall that for the assimilation-contrast model, outcome is explained by 

expectations for small differences in expectations and experiences and outcome is explained by 

experiences for large differences in expectations and experiences. Such a relationship is represented by a 
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wave-shaped graph along the X-Y axis which requires the coefficient of (U1-U2)3 and their direct measure to 

be significant. As presented in tables C2-C4, the coefficient of the difference score (BI: 0.08, n.s.; use: 0.12, 

p<.05; and satisfaction: 0.07, n.s.) and the direct measure (BI: 0.13, p<.05; use: 0.13, p<.05; and 

satisfaction: 0.16, p<.05) were either not significant or marginally significant. Moreover, the unconstrained 

model explained more variance (R2 = 0.69 for BI; R2 = 0.70 for Use; R2 = 0.68 for Sat) than the constrained 

model, providing further evidence that the assimilation-contrast model is not supported. 
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Table C2: Constrained Model: Predicting BI2 Using Difference Scores 

 Difference Scores Model Squared Difference Scores Model Cubic Difference Scores Model 

Independent 
Variable 

R2 B SE R2 B SE R2 B SE 

Age 

0.35 

-0.12* 0.01 

0.37 

-0.12* 0.01 

0.38 

-.10 .02 

Gender 0.21** 0.02 0.21** 0.02 0.20** 0.02 

EOU1 0.08 0.03 0.08 0.03 0.07 0.04 

EOU2 0.20** 0.01 0.22** 0.02 0.21** 0.02 

BI1 0.46*** 0.03 0.44*** 0.02 0.43*** 0.02 

(U1 - U2) 0.30*** 0.07 0.24*** 0.08 0.21** 0.07 

(U1 - U2)2 
 

0.07 0.05 0.04 0.05 

(U1 - U2)3  0.08 0.03 

∆ R2  0.02* 0.01 
Notes:  

1. BI2: Behavioral intention measured at t2; BI1: Behavioral intention measured at t1; EOU1: Experienced ease of use; EOU2: Expected ease of use; U1 = 
Experienced usefulness; U2 = Expected usefulness.  

2. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
3. Variables measured at time t1: EOU2, U2, BI1, Gender, and Age. 
4. Variables measured at time t2: EOU1, U1, BI2. 
5. * p < .05; ** p < .01; *** p < .001. 
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Table C3: Constrained Model: Predicting Use23 Using Difference Scores 

 Difference Scores Model Squared Difference Scores Model Cubic Difference Scores Model 

Independent 
Variable 

R2 B SE R2 B SE R2 B SE 

Age 

0.37 

-0.07 0.02 

0.40 

-0.05 0.02 

0.42 

-0.04 0.01 

Gender 0.23** 0.02 0.21** 0.02 0.20** 0.02 

EOU1 0.07 0.03 0.06 0.03 0.04 0.04 

EOU2 0.22** 0.03 0.21** 0.02 0.20** 0.02 

Use12 0.43*** 0.06 0.40*** 0.06 0.35*** 0.06 

(U1 - U2) 0.24** 0.06 0.20* 0.08 0.17* 0.08 

(U1 - U2)2 
 

0.16* 0.03 0.14* 0.03 

(U1 - U2)3  0.12* 0.02 

∆ R2  0.03* 0.02* 
Notes:  

6. Use23: Use measured at t2; Use12: Use measured at t1; EOU1: Experienced ease of use; EOU2: Expected ease of use; U1 = Experienced usefulness; U2 = 
Expected usefulness.  

7. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
8. Variables measured at time t1: EOU2, U2, Use12, Gender, and Age. 
9. Variables measured at time t2: EOU1, U1, Use23. 
10. * p < .05; ** p < .01; *** p < .001. 
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Table C4: Constrained Model: Predicting Sat2 Using Difference Scores 

 Difference Scores Model Squared Difference Scores Model Cubic Difference Scores Model 

Independent 
Variable 

R2 B SE R2 B SE R2 B SE 

Age 

0.35 

-0.13* 0.01 

0.41 

-0.12* 0.01 

0.42  

-0.12* 0.01 

Gender 0.24* 0.05 0.20* 0.06 0.17* 0.07 

EOU1 0.06 0.05 0.04 0.05 0.03 0.06 

EOU2 0.33*** 0.01 0.30*** 0.01 0.28*** 0.02 

Sat1 0.80*** 0.06 0.76*** 0.06 0.73*** 0.05 

(U1 - U2) 0.24*** 0.03 0.20* 0.07 0.17* 0.07 

(U1 - U2)2 
 

0.13* 0.02 0.12* 0.02 

(U1 - U2)3  0.07 0.02 

∆ R2  0.06*** 0.01 
Notes:  

6. Sat2: Satisfaction measured at t2; Sat1: Satisfaction measured at t1; EOU1: Experienced ease of use; EOU2: Expected ease of use; U1 = Experienced usefulness; 
U2 = Expected usefulness.  

7. Control variables: EOU1, EOU2, Gender (1 represents women), and Age. 
8. Variables measured at time t1: EOU2, U2, Sat1, Gender, and Age. 
9. Variables measured at time t2: EOU1, U1, Sat2. 
10. * p < .05; ** p < .01; *** p < .001 
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Table C5: Constrained Model: Predicting BI2, Use23, Sat2 Using Direct Measures 

 

Direct Measurement Model Squared Direct Measurement 
Model 

Cubic Direct Measurement 
Model 

Dependent 
Variable 

Independent  
Variables R2 B SE R2 B SE R2 B SE 

BI2 

Age 

0.33 

-0.15* 0.02 

0.41 

-0.12* 0.02 

0.46 

-0.07 0.04 

Gender 0.25*** 0.02 0.21*** 0.02 0.15* 0.03 

DEOU -0.21*** 0.03 -0.17* 0.03 -0.14* 0.03 

BI1 0.46*** 0.02 0.38*** 0.02 0.35*** 0.02 

DU 0.24*** 0.02 0.21*** 0.02 0.17* 0.03 

DU2 

 

0.23*** 0.03 0.20** 0.03 

DU3  0.13* 0.02 

∆ R2 0.08*** 0.05** 

Use23 

Age 

0.31 

-0.07 0.02 

0.35 

-0.05 0.03 

0.38 

-0.04 0.03 

Gender 0.22** 0.02 0.20** 0.03 0.17* 0.03 

DEOU -0.13* 0.02 -0.12* 0.02 -0.12* 0.03 

Use12 0.42*** 0.03 0.40*** 0.03 0.35*** 0.03 

DU 0.23*** 0.02 0.20*** 0.02 0.17** 0.02 

DU2 

 

0.13* 0.04 0.12* 0.04 

DU3  0.13* 0.03 

∆ R2 0.04* 0.03* 

Sat2 

Age 

0.33 

-0.13* 0.01 

0.37 

-0.12* 0.02 

0.41 

-.0.10 0.03 

Gender 0.23** 0.02 0.21** 0.02 0.17** 0.03 

DEOU 0.22** 0.04 0.20** 0.04 0.17** 0.04 

Sat1 0.77*** 0.04 0.70*** 0.05 0.66*** 0.05 

DU 0.23*** 0.02 0.21*** 0.03 0.19** 0.03 

DU2 

 

0.14* 0.04 0.10 0.05 

DU3  0.16* 0.02 

∆ R2 .04* 0.04* 
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Notes:  
1. DU = Disconfirmation of usefulness; DEOU = Disconfirmation of ease of use; BI1: Behavioral intention measured at t1; BI2: Behavioral intention measured at 

t2; Sat1: Satisfaction measured at t1; Sat2: Satisfaction measured at t2; ; Use12: Use measured at t1; Use23: Use measured at t2 
2. Control variables: DEOU, Gender (1 represents women), and Age. 
3. Variables measured at time t1: DEOU, DU, BI1, Use12, Sat1, Gender, and Age. 
4. Variables measured at time t2: BI2, Use23, Sat2. 
5. p<.05; ** p<.01; *** p<.001. 
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APPENDIX D: SLOPES ALONG LINES OF INTEREST  

(Brown et al. 2012; Edwards 2002; Edwards and Parry 1993) 

A linear equation can be presented by: 
Z = b0 +b1X + b2Y + e 
Slopes along lines of interest for such a linear equation are given by: 
Confirmation axis (X = Y line): 
Linear slope (ax) is given by: b1 + b2  
Disconfirmation axis (X = -Y line): 
Linear slope (ay) is given by: b1 - b2 
 
A quadratic equation can be presented by: 
Z = b0 +b1X + b2Y + b3X2 + b4XY + b5Y2 + e 
Slopes along lines of interest for such a quadratic equation are given by: 
Confirmation axis (X = Y line): 
Linear slope (ax) is given by: b1 + b2 
Quadratic slope (ax2) is given by: b3 + b4 + b5 
Disconfirmation axis (X = -Y line): 
Linear slope (ay) is given by: b1 - b2 
Quadratic slope (ay2) is given by: b3 - b4 + b5 

 
A cubic equation can be presented by: 
Z = b0 +b1X + b2Y + b3X2 + b4XY + b5Y2 + b6X3 + b7X2Y + b8XY2 + b9Y3 + e 
Slopes along lines of interest for such a cubic equation are given by: 
Confirmation axis (X = Y line): 
Linear slope (ax) is given by: b1 + b2 
Quadratic slope (ax2) is given by: b3 + b4 + b5 
Cubic slope (ax3) is given by: b6 + b7 + b8 + b9  
Disconfirmation axis (X = -Y line): 
Linear slope (ay) is given by: b1 - b2 
Quadratic slope (ay2) is given by: b3 - b4 + b5 

Cubic slope (ay3) is given by: b6 - b7 + b8 - b9 
 
 


