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(ABSTRACT)

An essential software development tool, code search engines are expected to provide superior accuracy, usability, and performance. However, prior research has neither (1) summarized, categorized, and compared representative code search engines, nor (2) analyzed the actual expectations that developers have for code search engines. This missing knowledge can empower developers to fully benefit from search engines, academic researchers to uncover promising research directions, and industry practitioners to properly marshal their efforts. This thesis fills the aforementioned gaps by drawing a comprehensive picture of code search engines, including their definition, standard processes, existing solutions, common alternatives, and developers’ perspectives. We first study the state of the art in code search engines by analyzing academic papers, industry releases, and open-source projects. We then survey more than a 100 software developers to ascertain their usage of and preferences for code search engines. Finally, we juxtapose the results of our study and survey to synthesize a call-for-action for researchers and industry practitioners to better meet the demands software developers make on code search engines. We present the first comprehensive overview of state-of-the-art code search engines by categorizing and comparing them based on their respective search strategies, applicability, and performance. Our user survey revealed a surprising lack of awareness among many developers w.r.t. code search engines, with a high preference for using general-purpose search engines (e.g., Google) or code repositories (e.g., GitHub) to search for code. Our results also clearly identify typical usage scenarios and
sought-after properties of code search engines. Our findings can guide software developers in selecting code search engines most suitable for their programming pursuits, suggest new research directions for researchers, and help programming tool builders in creating effective code search engine solutions.
An Investigation into Code Search Engines: The State of the Art Versus Developer Expectations

Shuangyi Li

(GENERAL AUDIENCE ABSTRACT)

When developing software, programmers rely on source code search engines to find code snippets related to the programming task at hand. Given their importance for software development, source code engines have become the focus of numerous research and industry projects. However, researchers and developers remain largely unaware of each other’s efforts and expectations. As a consequence, developers find themselves struggling to determine which engine would best fit their needs, while researchers remain unaware what developers expect from search engines. This thesis address this problem via a three-pronged approach: (1) it provides a systematic review of the research literature and major engines; (2) it analyzes the results of surveying software developers about their experiences with and expectations for code search engines; (3) it presents actionable insights that can guide future research and industry efforts in code search engines to better meet the needs of software developers.
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# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL</td>
<td>Deep Learning</td>
</tr>
<tr>
<td>IR</td>
<td>Information Retrieval</td>
</tr>
<tr>
<td>LDA</td>
<td>Latent Dirichlet Allocation</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>OMT</td>
<td>Object Modeling Technique</td>
</tr>
<tr>
<td>PDG</td>
<td>Program Dependence Graph</td>
</tr>
<tr>
<td>POS</td>
<td>Parts-of-speech</td>
</tr>
<tr>
<td>SAN</td>
<td>Spreading Activation Network</td>
</tr>
<tr>
<td>TF/IDF</td>
<td>Term Frequency/Inverse Document Frequency</td>
</tr>
<tr>
<td>VSM</td>
<td>Vector Space Model</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Most people find the concept of programming obvious, but the doing impossible.
Alan Perlis (1922–1990)

Consider a developer assigned to work on an unfamiliar project feature, such as encrypting some data. Alas, the developer is unsure which encryption algorithms would be appropriate to use and how to implement them correctly. Both issues are critically important: encryption algorithms possess vastly dissimilar properties that satisfy different requirements, and an improper implementation of a suitable encryption algorithm can cause serious security breaches [24]. It would be quite helpful to be able to examine how other real-world projects implement encryption, learn what the best practices are, and then to follow these practices when implementing this feature. At that point, as if reading the developer’s mind, the browser flashes an advertisement across the screen: “Simple, comprehensive code search – helping you find real world examples of functions, API’s and libraries in 243 languages across 10+ public code sources[10].”

This ad refers to what is commonly referred to as a code search engine. As it turns out, the question of what exactly a code search engine is, and whether it is similar to Google or Bing, is far from trivial. Based on a comprehensive sample of software developers, we were surprised to find out that about 44% of them have never used a code search engine. Despite a massive intellectual investment by the research community in creating ever more
sophisticated code search engines, a sizable percentage of software developer has remained unaware of the existence of this increasingly important tool in the development of modern software.

To learn more about this concept, one may search for the keyword “code search engine” online. However, among relevant advertisements of code search engines, one would have a hard time trying to separate hype from reality. Hence, finding answers to the following questions could be helpful: (1) What do existing code search engines do? How do they work? (2) Which criteria should a developer use to choose a code search engine, and which one would be the best fit for a specific software development scenario? (3) How do your peers use code search engines? What have been their experiences and preferences?

As it turns out, finding comprehensive answers to these questions is hard, with neither research papers nor technical articles providing definitive guidance. Therefore, the overriding objective of this thesis is to describe, compare, and discuss Code Search Engines.
Chapter 2

Motivation, Research Questions, and Contributions

The realities of the modern software development marketplace require that software be built both quickly and reliably. Striving to meet both of these objectives, developers are eager to take advantage of any tools that can help improve software development productivity and quality. Among these tools, code search engines feature prominently, as they assist developers in finding code snippets that can be either reused in a project as they are or easily adapted for the project’s needs. Post-pandemic, working from home, at least on some days, has become the new normal for a large portion of the software development workforce. Away from their colleagues, developers more than ever find themselves in need of tools that allow to quickly draw from the collective wisdom contained in existing codebases. Armed with a usable, accurate, and flexible code search engine, any developer would be better equipped to meet the aforementioned objectives.

Not surprisingly, code search engines have been an important area of focus of numerous academic research and industry projects. Various code search engine research prototypes and commercial products differ in their respective search strategies, application scenarios, and execution performance. In light of this variability, developers are eager to determine how to select the most appropriate code search engine for a given scenario. At the same time, researchers are eager to receive actionable feedback from developers, as a way to determine
how to best apply their current efforts and identify future research directions.

As depicted in Table 2.1, several prior research efforts have also studied the state of the art of code search engines and what developers expect when it comes to searching for source code. Garcia et al. summarized a series of usage requirements from the research literature that describes existing code search engines [17]. Sadowski et al. surveyed developers to understand how they search for code and which search patterns they deploy [42]. Xia et al. investigated the frequency/difficulty of web code search tasks performed by developers [51]. Bajracharya et al. mined the search topics used by developers from a year-long usage log of a commercial code search engine [3, 5]. Despite uncovering numerous interesting insights, these prior works have not specifically focused on systematically studying existing code search engines in terms of their common characteristics and unique functionalities. Furthermore, to the best of our knowledge, no prior user studies have set the goal of identifying the perspectives of software developers with respect to their current usage patterns of and future preferences for code search engines (Table 2.1).

Table 2.1: Summary of related surveys.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Garcia et al. [17]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Sadowski et al. [42]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Xia et al. [51]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Bajracharya et al. [3, 5]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>This Thesis</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

- ☐: Fully Covered; ☐: Partially Covered; ☐: NOT Covered

2.1 Research Questions

To fill these knowledge gaps, we present our findings with the goal of drawing a comprehensive picture of code search engines by answering these questions:
2.2. Contributions

- **RQ1**: What are the formalized definition and standard workflow of code search engines?

- **RQ2**: What are the unique search strategies, application scenarios, and execution performance of major existing code search engines?

- **RQ3**: How do developers use code search engines, which of their properties they find important, and which new features they’d like to have introduced?

We answer the questions above by presenting the results of these investigations: (1) we systematically analyzed a substantial volume of major code search engines, drawing our sources from academic papers, industry releases, and open-source projects; (2) we surveyed more than 100 software developers who come from dissimilar technical backgrounds, with different lengths of experience, and from several application domains. In step (1), we first extract common characteristics from the investigated engines, generalizing their definition and workflow. We then categorize and compare the engines’ specific search strategies, typical application scenarios, and execution performance. In step (2), we survey developers about their usage of and preferences for code search engines, extracting new insights and unexpected opinions. Finally, based on these results and insights, we discuss the more prominent identified issues and promising research directions in the realm of code search engines.

### 2.2 Contributions

The contribution of this thesis is three-fold:

1. **A study** that expands the breadth and depth of knowledge of the state of the art of code search engines: we have studied a large representative set of code search engines
not only to extract their common characteristics, but also to summarize their search strategies, usage scenarios, and execution performance.

2. **A survey** of software developers’ perspectives on using code search engines: we have identified how software developers search for code, which properties of code search engines they find most important, and which features they would most like to see.

3. **A series of findings and insights** that bridge the gap between the state of the art of code search and developers’ expectations: we have analyzed both the knowledge gained from the study and the survey, identifying the mismatches between them and how they should be addressed.

### 2.3 Roadmap

The rest of the thesis is structured as follows. Chapter 3 introduces the technical background of this research. Chapter 4 categorizes and explains existing code search engines. Chapter 5 describes the developer’s perspective on code search engines. Chapter 6 presents future work direction, while Chapter 7 states our conclusion.
Chapter 3

Technical Background

In this chapter, we first define the main technical concepts referenced in this thesis and then outline the assumptions we have made when carrying out this research.

3.1 Definitions

**Information Retrieval (IR):** IR describes the process of extracting relevant information from an information resource system. In code search engines, IR is often used for matching information in a codebase required to extract relevant code snippets.

**Natural Language Processing (NLP):** NLP approaches are widely used to pre-process the unstructured information of text written in a natural language in order to extract the lexical and semantic information. In code search engines, NLP is commonly applied to better understand user needs, as source code can be treated as unstructured text written in a natural language.

**Deep Learning (DL):** DL refers to those machine learning techniques that are constructed with three or more layers of neural networks. DL imitates how humans gain certain types of knowledge. In code search engines, DL has become popular in much of recent research due to DL’s ability to structure complex information through embedding. The searched source code usually contains a series of highly complex information. Source code and natural lan-
guage input information are embedded into a vector, and vector distances are calculated to approximate the semantic correlation between the source code and the input information. *Unsupervised approaches* in DL would only rely on a corpus of code, while *supervised approaches* embed source code and their natural language description jointly into a vector space.

### 3.2 Assumptions

**Assumption 1:** *We do not consider general-purpose search engines as code search engines.* A code search engine’s repository contains codebases only, rather than all possible searchable resources on the web, as is the case of general-purpose search engines.

**Assumption 2:** *We do not consider code repositories as code search engines.* Code repositories provide source control and management services; they might provide simple search facilities, but it is not their raison d’être. In contrast, a code search engine is specifically designed to search any collection of codebases, analogously to a general-purpose search engine searching any collection of resources.

**Assumption 3:** *We do not consider Question & Answer forums as code search engines.* A developer can post a question on a Question & Answer forum (e.g., stack overflow), with some other developers answering that question, with the answer preserved for future referencing. In contrast, a code search engine interactively returns a set of code snippets given a search input, without a human actor behind the process.
Chapter 4

Code Search Engines in the Wild

In this chapter, we first formally define the concept of code search engines and then present our findings derived from analyzing representative engines. The findings reported herein are based on 17 code search engines (13 reproduction packages from research papers and 4 industry releases). To understand these engines’ functionality and implementation, we have interacted with them as end-users and analyzed their inner workings, respectively.

4.1 Formal Definition

Because the overriding goal of this study is to systematically explore the subject of code search engines, we next propose the following formal definition of this concept.

Consider a code repository $R$ and user search input $I$; $R$ contains a finite set of codebases (each includes all the contained source code, metadata, configuration files, build scripts, etc.); $I$ can be either code snippets or natural language tokens. $E$, a code search engine, processes and transforms $R$ and $I$ to make them searchable and matchable, respectively, and then outputs the results as a set of code snippets $S$. Thus, $E$ matches $I$ to $S \subseteq R$. 
4.2 Standard Workflow

From the end-user’s perspective, a code search engine can be seen as a search engine that takes code and/or natural language as input, and returns code snippets as its search results. Architecturally, a typical code search engine is structured around three major components: (1) user, (2) search data, and (3) search machinery. Figure 4.1 shows the general process followed by major code searching engines. In the discussion below, we will explain each of the depicted components in turn.

(1) User Component: The user component represents engine users and how they interact with the search engine. Users provide search input, which typically comes in the form of either code snippets or natural language. The engine first converts the provided input into search directives. The conversion process involves parsing the input strings and extracting their semantics. Search input can be mapped into complex semantic graphs for use by various machine learning approaches, increasingly common in modern engines.

(2) Search Data Warehousing Component: The search data warehousing component represents transforming raw codebase(s) into searchable artifacts, described by relevant metadata. In essence, the search process maps the received user input to the parts of the data matching it. To that end, search engines need the ability to access and iterate through massive amounts of data quickly, so the original codebase(s) need to be preprocessed and summarized if a search engine is to provide a responsive user experience.

(3) Search Machinery Component: The search machinery component performs the actual searching operations. It is parameterized by the user and data warehousing components to form the search queries and execute them to return the expected search results. To provide a more meaningful user experience, modern search code engines often also provide additional filtering.
4.2. Standard Workflow

Figure 4.1: General Process of Code Search Engines
Standard Searching Process:

The operation of a modern code search engine involves the following 6 processes:

1. Convert source code into easily searchable metadata.

2. Transform user input into search directives.

3. Parameterize the searching machinery with the metadata and search directives, as described above.

4. Find the code snippets that most closely match the input parameters.

5. Filter the found snippets to present more relevant results to the user.

6. Display the final search results to the user.

Typically, process 2 to 5 are performed interactively, while process 1 can be performed as a pre-processing procedure.

4.3 Taxonomy

We classify the considered search engines based on their input/output formats and search strategies, as discussed next.

4.3.1 Type of Inputs and Outputs

From the end user’s perspective, code search engines fall into two general categories: (1) code-to-code and (2) natural language-to-code.
(1) **Code-to-code Engines** take source code as input and return a set of matched code fragments. A representative usage scenario for this type of engine would be a programmer having a code snippet and using a search engine to discover how to use that snippet. Another scenario would involve using an engine to discover how a code snippet that implements a given functionality in one language can be implemented in other languages. Yet another scenario could involve discovering functionalities similar to that expressed by an input code snippet. As specific example, consider a CS student needing to learn how to use the numpy function `numpy.vectorize()` in a programming assignment. A code-to-code engine will allow the student to paste the “`numpy.vectorize()`” string into the search box, with the engine returning a set of occurrences of that function in other projects/repositories.

(2) **Natural language-to-code Engines** make it possible to discover code based on textual description, thus accommodating those use cases in which the programmer is unaware what code they need for a particular programming task. These engines make it possible for the programmer to express their search query as a statement in a natural language. In response, such engines would return those source code snippets that match the input natural language statements. As a specific example, consider an introductory CS student who is assigned to implement a Python project that needs to detect faces. Unfortunately, the student is quite clueless and not even sure what would be a reasonable starting point for implementing this project. A Natural language-to-code engine would make it possible to type in phrases like “how to face detection in python” into the search box, with the engine returning a set of sample face detection code snippets implemented in Python.
4.3.2 Search Strategies

Since the requirements that search engines needs to fulfill tend to vary widely, the specific search strategies followed by different engines also differ in a variety of ways. However, the three major search strategies used by state-of-the-art engines are deep learning and query processing that we discuss next.

(1) Information Retrieval (IR) Strategies distill the important information from the user input. Before any search can take place, these strategies ensure that the given input provides informative key points that can be effectively searched for in a codebase. These strategies often reformulate or expand the given input with the goal of making the subsequent search process more accurate and effective.

(2) Natural Language Processing-based strategies work with the semantic information of a given text or code snippet. They extract and model information based on its lexical and semantic meanings. Theses strategies work well for searches that involve natural language input.

(3) Deep Learning Strategies make use of deep learning networks, such as Recurrent Neural Network (RNN), Convolutional Neural Network (CNN), etc. Deep learning has been applied successfully to extract code features from large codebases. In particular, deep learning strategies excel at automatically capturing relevant code snippets in scenarios that involve vague input or the need to generalize output for unanticipated options. We will expand the discussion of these search strategies in the following sections.

4.3.3 Usage Scenarios

To use a code search engine, developers typically find themselves in one of these scenarios:
Type I Developers have an existing piece of code, but are unsure how to use or are experiencing problems with the code. The ability to consult some usage examples could remediate the situation. In such scenarios, a code-to-code search engine would be most suitable, with its exact or close matches of the given input code.

Type II Developers want to implement a certain functionality, but are unsure how. So they would like to search for suitable code matches. Notice that developers might not have a clear idea of what code to search for. In such scenarios, a natural language-to-code search engine would be most suitable, with its input format in which developers describe the desired functionality in natural language, with the engine returning the code snippets that best match the description.

4.4 Information Retrieval (IR) Code Search

Information retrieval (IR) has become an intrinsic part of various searching processes. Hence, it is not surprising that many code search engines integrate this technology. IR engines work best for Type I usage scenario and employ one of the following four code retrieval strategies: string-based, token-based, tree-based, and semantics-based. We describe these strategies in turn next, while Table 4.1 shows a summary of existing works.

String-based strategies represent a source code file as a contiguous sequence of strings, usually divided by lines. Two code fragments are considered similar if all or part of their string sequences match. Baker’s Dup method [6] is one of the representative examples that locates exact or near duplicated code via a parameterized matching algorithm. String-based

\[\text{Precision} \text{ and recall are the standard information retrieval metrics for assessing code search engines. Precision is the ratio of the number of relevant records retrieved to the total number of irrelevant and relevant records retrieved. Recall is the ratio of the number of relevant records retrieved to the total number of relevant records available. Generally, a high precision or recall score indicates better accuracy. Some engines only have either one of these scores as measuring metrics due to their specific application foci.}\]
Table 4.1: Summary of IR-related works.

<table>
<thead>
<tr>
<th>Related work</th>
<th>Techniques</th>
<th>Accuracy</th>
<th>Execution speed</th>
<th>Multi-language support</th>
<th>Open source</th>
<th>Input size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dup [6]</td>
<td>text-based matching, exact match, parameterized match</td>
<td>/</td>
<td>1.1M LOC / 7.2 min</td>
<td>○</td>
<td>○</td>
<td>min 15 LOC</td>
</tr>
<tr>
<td>CCFinder [22]</td>
<td>token-based representation, transformation rules</td>
<td>23% more clones compared to line-by-line method</td>
<td>2600k LOC / 250 sec</td>
<td>○</td>
<td>●</td>
<td>min 50 tokens, min 12 token types</td>
</tr>
<tr>
<td>SourcererCC [43]</td>
<td>bag-of-tokens, sub-block overlap filtering, partial index</td>
<td>91% precision, 100% recall</td>
<td>2300k LOC / 250 sec</td>
<td>○</td>
<td>●</td>
<td>min 6 LOC</td>
</tr>
<tr>
<td>Sourcerer [4]</td>
<td>Relational model, text-based ranking, Lucene, structure-based search</td>
<td>97% recall for top 10 results, 74% recall for top 20 results</td>
<td>/</td>
<td>○</td>
<td>●</td>
<td>2-3 words queries</td>
</tr>
<tr>
<td>Datrix [36]</td>
<td>tree-based representation, AST, Intermediate Representation Language (IRL)</td>
<td>/</td>
<td>992256 LOC / 15 min</td>
<td>○</td>
<td>●</td>
<td>~30k LOC for case studies tested</td>
</tr>
<tr>
<td>Aroma [28]</td>
<td>Structural code search, similarity score, parse tree, static scoping, light-weight search</td>
<td>retrieved the original method as top-rank for 99.1% of contiguous and 98.3% of non-contiguous queries</td>
<td>1.3s median response time; 99% queries complete in 6s</td>
<td>○</td>
<td>●</td>
<td>min 3 tokens, less than 20 LOC</td>
</tr>
<tr>
<td>Yogo [38]</td>
<td>Program Expression Graph, equality saturation, equivalence graph, DeMorgan’s law</td>
<td>All found matches are correct in the selected codebases</td>
<td>/</td>
<td>○</td>
<td>●</td>
<td>2-3 words queries</td>
</tr>
</tbody>
</table>

●: Fully Covered; ○: Partially Covered / open source link or repository inaccessible; ○: NOT Covered;

Code search was very popular in the early stages of creating technologies that detect code clones or search for code similarities. However, due to this strategy’s computational cost and inflexibility, it has become less popular recently.

**Token-based** strategies parse a program into a sequence of tokens. The resulting sequence is then scanned for duplicate subsequences of tokens with the goal of identifying the potential presence of code clones. As compared to string-based methods, a token-based strategy is often more resilient against code changes, such as formatting and spacing. Token-based systems are also easy to deploy for different programming languages. A down side of token-based methods is that they could potentially be more computationally expensive than the text-based methods, as a single line of code typically contains multiple tokens. However, multiple optimization techniques have been proposed to improve the computational efficiency of token-based methods. CCFinder [22] is one of the earlier token-based systems for detecting code clones; it applies multiple optimizations, including aligning token sequence, concatenating tokens, etc., as a way to to increase search efficiency, making it scalable for larger codebases. SourcererCC [43] is also a token-based code clone detector. Its bag-of-tokens strategy allows for simple and fast searching of large codebases.
Tree-based strategies represent a program’s source code as a parse tree or an abstract syntax tree (AST). These strategies then compare subtrees within the resulting parse tree or AST to identify exact or close matches of subtrees [8, 47]. Tree based method are known for their ability to detect all TYPE-1, TYPE-2, and TYPE-3 code clones [9]. Inspired by the AST strategy, Sourcerer [4] introduces a relational representation method that consists of a program entities table and the entity relations table to allow for efficient querying. Similar to the token-based strategies, tree-based strategies are also known to be easy to deploy for multiple languages. The Datrix assessment framework [30] translates an AST into an Intermediate Representation Language (IRL) to support multiple languages. Although as compared to more recent works, Datrix’s efficiency is not particularly striking, but its IRL abstraction that uses the Object Modeling Technique (OMT) object model [40] leads the way for supporting multi-lingual searching scenarios. Alternatively, Aroma’s simplified parse tree can be used uniformly across various programming languages [28].

Semantics-based strategies find semantically similar code rather than code that is lexically similar. Komondoor and Horwitz [23] introduced the program dependence graphs (PDGs) [16] and program slicing [50] as an approach to finding isomorphic PDG subgraphs that represent clones. YOGO [38] applied program expression graph (PEG) that represents a program’s semantics, including mutation and loops, as pure data-flow. Despite their high precision, semantics-based strategies are generally considered inapplicable to large codebases, due to their high computational costs. YOGO, as an example, was experiencing timeout issues even for small codebases due to it usage of a high complexity routine for generating an expanded equivalence graph (E-PEG).
Table 4.2: Summary of NLP-related works.

<table>
<thead>
<tr>
<th>Related work</th>
<th>Techniques</th>
<th>Accuracy</th>
<th>Execution speed</th>
<th>Multi-language support</th>
<th>Open source</th>
<th>Input size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portfolio [32]</td>
<td>Keyword matching, stemming, identifier</td>
<td>76% precision</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>1-2 sentences, roughly 10-20 words</td>
</tr>
<tr>
<td></td>
<td>splitting, PageRank, random surfer, TF-IDF,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spreading Activation Network (SAN)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CodeHow [29]</td>
<td>Extended Boolean Model, text similarity,</td>
<td>79.4% precision</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>single short sentence, 2-11 words</td>
</tr>
<tr>
<td></td>
<td>stemming, text normalization, stop word</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>removal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exemplar [11]</td>
<td>Program analysis, query overlap, S^3</td>
<td>45% mean precision</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>sequence of keywords, exact length unspecified</td>
</tr>
<tr>
<td></td>
<td>architecture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNIFF [14]</td>
<td>Free-form query search, stemming, bag-of-words</td>
<td>88% correct top</td>
<td>40% faster than</td>
<td>○</td>
<td>○</td>
<td>sequence of keywords, exact length unspecified</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ranked result</td>
<td>Prospector and Google</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Code Search</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Query Expansion [27]</td>
<td>Query expansion, identifier expansion,</td>
<td>66 %, 83%, 74% min, max,</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>sentence-long query, exact length unspecified</td>
</tr>
<tr>
<td></td>
<td>stemming</td>
<td>mean precision; 56%, 76%,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>67% min, max, mean recall</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

○: Fully Covered; ○: Partially Covered / open source link or repository inaccessible; ○: NOT Covered;

4.5 Natural Language Processing (NLP)-based Engines

A common strategy for processing codebases is Natural Language Processing (NLP). Unlike IR strategies, NLP strategies focus on not only extracting text information at lexical and syntactic levels, but also on analyzing the extracted information at the semantic and even discourse levels [15]. These engines work particularly well for Type II usage scenario. To match the user input and the searched codebase in a meaningful way, NLP-based engines have to be able to accurately model a programming language’s structure and semantics. Table 4.2 summarizes representative NLP-based engines.

NLP techniques are usually applied to extract information from the searched source code. The most commonly discussed and widely used approach during this phase is stemming. Stemming is a computational procedure that is applied to all words that share the same root (if prefixes are unchanged, then the same stem) with the goal of reducing them a common form. Stemming typically entails stripping the derivational and inflectional suffixes of words [26]. Popular engines, including Portfolio [32] and CodeHow [29], stem all the source code in their code repositories, while SNIFF [14] only stem all the keywords in the code comments. Other NLP techniques, such as identifier splitting [32], text normalization,
stop word removal [29], query overlap [31], camel case, and underscores splitting [44] have also been found helpful across different engines. As NLP techniques preprocess information, they store the result—the preprocessed data—available for further analysis to be performed during the information matching phase.

**NLP applied to topic models.** An important part of NLP-based engines is making use of NLP-preprocessed data. Some engines apply well known topic models to preprocessed data. Topic models are statistical models that provide a means to automatically index, search, cluster, and structure unstructured and unlabeled documents, such as code [46]. Latent Dirichlet Allocation (LDA) is a three-level hierarchical Bayesian model that models a collection of text items over an underlying set of topic probabilities to explicitly represent a document [11]. LDA is a popular probabilistic topic model for discovering a set of themes that describe the entire code corpus. However, some studies point out that applying NLP techniques might not make significant differences on the results [44]. Another popular topic model is Vector Space Model (VSM) that processes the preprocessed data. A bag-of-words retrieval technique, VSM, models a document as a vector of all words it contains. The vectors are given a weight based on the Term Frequency/Inverse Document Frequency (TF/IDF). Exemplar [31] uses the VSM model as the foundation of their Searching, Selecting, and Synthesizing ($S^3$) architecture. Portfolio effectively incorporated Lucene Java Framework—a variation of VSM—with PageRank and Spreading Activation Network (SAN) for analyzing the preprocessed data[32]. An Extended Boolean model combines the standard Boolean model, returned by most query term matches, and the VSM, returned by higher term frequency matches, for improved accuracy [27].

**NLP with lexical database.** Although topic models are widely used for analyzing NLP-preprocessed data, additional code search options are being explored. Introduced by Lu et. al., query expansion extends user input terms by finding synonyms [27]. The engine
Table 4.3: Summary of DL-related works.

<table>
<thead>
<tr>
<th>Related work</th>
<th>Techniques</th>
<th>Accuracy</th>
<th>Execution speed</th>
<th>Multi-language support</th>
<th>Open source</th>
<th>Input size</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCS[41]</td>
<td>Unsupervised learning, distributional hypothesis, FastText, EMSS, TF-IDF</td>
<td>69.9% accuracy for top 1 result; 94.6% accuracy within top 9 results</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>1 short sentence, under 20 words</td>
</tr>
<tr>
<td>NQE[25]</td>
<td>Unsupervised learning, query expansion, parts-of-speech (POS), beam search, attention</td>
<td>0.284 MRR for query length 1; 0.543 MRR for query length 2</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>1-3 words</td>
</tr>
<tr>
<td>UNIF[13]</td>
<td>Supervised learning, bag-of-words based network, attention</td>
<td>60.8% precision for top 1 result</td>
<td>1:11.72 time inference for code; 1:103.83 time inference for query, compared to CODEnn</td>
<td>○</td>
<td>○</td>
<td>1 short sentence, under 20 words</td>
</tr>
<tr>
<td>CODEnn[18]</td>
<td>Supervised learning, sequence-based network, code embedding, description embedding</td>
<td>46% accuracy for top 1; 70% accuracy for top 5; 80% accuracy for top 10</td>
<td>/</td>
<td>○</td>
<td>★</td>
<td>under 15 words</td>
</tr>
<tr>
<td>COSEA[48]</td>
<td>Supervised learning, UNS, attentive pooling model</td>
<td>66.7% precision for top 1 result</td>
<td>/</td>
<td>○</td>
<td>○</td>
<td>average 9 words</td>
</tr>
</tbody>
</table>

●: Fully Covered; ○: Partially Covered / open source link or repository inaccessible; ○: NOT Covered;

identify the parts-of-speech (POS) of each word in the preprocessed data set and expands the extracted terms through a lexical database of English words called WordNet [34]. The expanded user input information is then passed into query matching for similarity scores, and the rest of the searching process matches the process introduced in Figure 4.1. Free-form query search generates a set of small and highly relevant code snippets, and effectively reuses them by eliminating the requirement of much prior knowledge about APIs. This ability not only increases the performance, but also the reliability of the searched code.

4.6 Applying Deep Learning to Search Code

Deep learning techniques are becoming increasingly common as building blocks of code search engines. The value of these techniques lies in their ability to accurately capture the most salient code features while incurring only modest computational costs. Deep learning based engines work particularly well for Type II usage scenarios. Table 4.3 shows a summary of representative deep learning engines.
4.6. APPLYING DEEP LEARNING TO SEARCH CODE

4.6.1 Deep Learning Models

When it comes to handling large volumes of data, deep learning (DL) is considered one of the most effective techniques. Although most commonly applied to image classification, DL has recently been applied successfully to solving problems in software and programming. BAYOU [36] and DeepCoder [7] use deep learning models to solve problems in program synthesis. Numerous approaches have also applied DL to detect bugs [35, 37, 49], predict code types and properties [19, 39], and represent code in vector space [1, 2, 20].

Researchers and practitioners alike have also explored the possibility of applying DL to various code searching tasks. Although traditional code search engines can effectively match target code against given input via text similarity, their unawareness of program semantics often leads to search results that are either repetitive or inaccurate. In contrast, DL-based code search engines allow retrieval of semantically accurate code fragments that precisely match user input. To that end, these engines employ the concept of embedding, representing input as shared vector space. Then the search process involves computing vector similarity across the embeddings.

4.6.2 Specific approaches

As mentioned above, an embedding approximates the semantic correlation across the searched code and the input information. When it comes to learning these embeddings, the prevailing approaches fall into two categories: (1) unsupervised and (2) supervised methods.

Unsupervised approaches only rely on a corpus of code. The vector representation of code is stored, so the words sharing similar context are located closer to each other in the vector space. word2vec [33] is a two-layer dense neural network model that computes vector representation of words on a large corpus. It generates a lossy encoding of words in a lower-
dimensional vector space. These embedding vectors retain each word’s meaning with proper dimensionality and training. FastText [12], a variant of word2vec, builds word embeddings based on a skipgram model, representing each word as a bag of character n-grams, and associating a vector representation with each character n-gram. NCS [41] combines FastText with FAISS [21], an efficient comprehensive similarity search algorithm, to achieve highly accurate search results. To further improve searching performance, NQE [25], a query expansion extension (encoder-decoder) model for NCS, uses a neural model that inputs a set of keywords and predicts an extended set of keywords with the goal of expanding the input query to NCS. NQE’s encoder converts an input query into an embedding and then feeds it into a Recurrent Neural Network (RNN) decoder to compute the probability distribution of next output. To maximize accuracy, the decoder uses a beam search and an attention mechanism.

**Supervised approaches** embed code snippets joined with their natural language descriptions into a vector space. CODEnn, a representative of supervised code search models, uses a sequence-to-sequence-based recurrent network to embed both the code and their natural language description into a high-dimensional unified vector space [18]. It can effectively retrieve code snippets based on their vectors. Given the preliminary success of CODEnn’s supervised learning, some researchers have pointed out some of its problems, such as slow training speed and semantic inaccuracy in the absence of an accurate code description [13, 48]. UNIF’s bag-of-words-based network significantly lowers complexity, as compared to sequence based networks [13]. Similarly, COSEA uses a parallelized convolutional neural network (CNN) to increase training speed. COSEA also solves the question of accurately capturing semantic information by leveraging the CNN with layer-wise attention to capture the valuable code’s intrinsic structural logic [48].
4.7 Discussion and Findings

Based on the coverage of the code search engines in Sections 3.3–3.5, we next discuss our findings.

Finding-1: Code-to-code Engines:

- Code-to-code search engines best apply to find code duplicates in a large codebase in order to fix bugs or get usage examples, with both token-based and tree-based approaches showing promising results.

- Although token-based approaches usually exhibit lower execution speed due to their high computational cost, combining the bag-of-tokens approach with SourcerCC’s sub-block overlap filtering [43] enables token-based strategies to reach high accuracy and execution speed.

- Tree-based approaches show outstanding performance for all types of code clones; approximate searches with inexact matches show the best performance.

Finding-2: Natural language-to-code Engines:

- Natural language-to-code search engines best apply when a functionality can be described verbally, but it is unclear how implement it.

- Code-to-code and language-to-code engines would return dissimilarly formatted results for the same search scenario: the former would return all matches of the given code snippet, while the latter would return a variety of implementation examples.

- The two main varieties of language-to-code engines are NLP-based and DL-based. NLP-based engines are similar to IR-based engines, with an extra NLP layer enabling
better matching to extract crucial information. Easier to implement, NLP-based engines show high accuracy results. In contrast, DL-based engines show better performance as they match input by accurately modeling query dependencies.

- Due to an extra layer of natural language embedding, supervised learning can enable better accuracy for DL-based engines; however, supervised learning DL engines are yet to achieve higher accuracy than NCS, a state-of-the-art unsupervised engine.

**Finding-3: Training Data Matters:** The quality and quantity of training data for DL models can greatly impact the search results of DL-based engines[45]. Existing DL-based engines often train their models on a self-cloned code corpus obtained from open-source code repositories like GitHub, but the quality of their obtained training datasets remains hard to evaluate systematically. We observed that some models that claim to have higher performance in theory fail to demonstrate a significant performance bump in reality, while the high accuracy of engines like NCS can be explained by their combining of a good conceptual foundation and high quality training data.

**Finding-4: Need More Performance Metrics:** We also notice that some aspects of search engine performance have not been covered adequately. With a universal focus on accuracy, execution speed has become de-emphasized in recent years. Execution speed had been the most crucial evaluation metric for IR-based engines, but the evaluations of many recent NLP-based and DL-based engines never considered this metric. Input length—ranging from small (a few words) to large (multiple lines of code or sentences)—can also affect an engine’s search performance. Out of all the engines we studied, only NQE [25] tested its performance specifically against small inputs, and no other engines tested against different ranges of input length.

**Finding-5: Studying State-of-the-Art Code Search Engines is Hard:** Many of them
are either outdated or unavailable. We tested over 30 open-source engines, but only 5 of them would actually execute without errors (Aroma, SourcerCC, Yogo, CCFinder, CODEnn), and 2 of them would return any search results. The reasons that prevented the engines under test from executing included outdated package environments, evolving libraries, and operating system differences. The engines that executed but would not return results had missing or incomplete codebases to search.
Chapter 5

Developers’ Perspectives on Code Search Engines

In this section, we describe the survey we conducted to understand the perspectives of software developers on code search engines. We explain the survey’s methodologies, data collection, and results. Finally, we discuss the new insights that we extracted from the survey’s results.

Table 5.1: Survey questions.

<table>
<thead>
<tr>
<th>Q1 - How long have you been writing code?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q2 - What is your primary programming language?</td>
</tr>
<tr>
<td>Q3 - Do you use a code search engine in your programming pursuits?</td>
</tr>
<tr>
<td>Q3-1 - If yes, then which one?</td>
</tr>
<tr>
<td>Q3-2 - If no, why not?</td>
</tr>
<tr>
<td>Q4 - Which of the following scenarios best describes how you typically use a code search engine</td>
</tr>
<tr>
<td>Q5 - How much do you agree with the following statement: when using a code search engine, how fast it returns its results is the most important criteria</td>
</tr>
<tr>
<td>Q6 - Only a highly accurate search engine would be helpful in my software development activities</td>
</tr>
<tr>
<td>Q7 - It is important for a search engine to support multiple programming languages</td>
</tr>
<tr>
<td>Q8 - It is important for a search engine to be able to work with input of all sizes (from extra short code snippets to large program portions)</td>
</tr>
</tbody>
</table>
5.1 Survey Methodologies

1. Selection of participants. We conducted this survey with the goal of revealing the common perspectives of software developers when it comes to their experiences with code search engines. Hence, to take our survey, the participants must have had some coding experience, albeit of different lengths. An important goal of our survey was also to understand if the length of a developer’s programming experience might influence their usage of and preferences for code search engines. Hence, we had to ensure that our survey takers would come from diverse coding backgrounds and possess dissimilar levels of programming expertise. To that end, we invited hundreds of developers to take our survey. The developers who ended up accepting our invitation to take the survey included employees of a renowned IT company as well as graduate and undergraduate CS and ECE students. When asked about their primary programming language, our survey takers reported a wide variety of languages that ranged from Java to MATLAB.

2. Survey questions and their purpose. Table 5.1 shows eight questions we sent out for our survey takers. The rationale behind this survey design is as follows:

Q1 and Q2 collect a developer’s technical background and programming expertise. Specifically, for Q1, we provide four options for the length of a developer’s programming experience: 0 to 2, 2 to 5, 5 to 10, and more than 10 years. For Q2, we provide seven options, six for popular programming languages and one for user-customized input. These languages include Python, Java, JavaScript, C, C++, and Scratch. These two questions identify a developer’s programming background, and we analyze these answers to understand how a developer’s background might affect their usage of and preferences for code search engines.

Q3 and Q4 collect a developer’s practices of using code search engines. Specifically, for Q3, we investigate if code search engines are widely used in a developer’s programming pursuits,
and which engines are the most popular. For those developers who claim not to use any code search engine, we aim at understanding why they find search engines unnecessary. To that end, we provided three predefined reasons and 1 option for customized input. The predefined reasons include: “I am unaware of search engine existence,” “The ones that I tried were not returning useful results,” and “I am too busy to learn how to use a search engine.”

For Q4, our target is to unveil scenarios of using code search engines from the end user’s perspective. Hence, we ask our survey takers to specify how they typically use a code search engine or select from four pre-defined scenarios: “I have a piece of code that I don’t know how to use or am experiencing problems with, so I’d like to search for usage examples. (Code input),” “I want to implement a certain functionality but do not know how, so I’d like to search for code that matches my needs. (Natural language input),” “I use code search engines for both of the two scenarios above,” “I never use code search engines in my programming practices.”

Q5 to Q8 collect a developer’s preferences for code search engines. By analyzing the research literature, we found that prior works usually focus on improving code search engines’ performance in terms of execution time and accuracy. In addition, obtaining an acceptable performance with a small amount of input and supporting different languages are also popular research directions for code search engines. Hence, we designed four survey questions that focus specifically on these four characteristics of code search engines (i.e., execution speed, accuracy, multi-language support, and input size.) Specifically, Q5 surveys a developer’s opinion on code search engines’ execution speed, Q6 on accuracy, Q7 on supporting multiple programming languages, and Q8 on input size. For each question, the given agreement levels range from “strongly disagree” to “strongly agree.”
5.2 Survey Results and Findings

Recall that our survey collected information about developers’ technical background, usage of, and preferences for code search engines. We discuss our survey results in turn next.

1. **Technical background:** For Q1 and Q2, we obtained 114 valid responses from our survey takers, software developers with diverse technical backgrounds. For the length of programming experience, 22.81% of our participants have more than 10 years, 38.60% 5-10 years, 32.46% 2-5 years, and 6.14% 0-2 years. For their primary programming language, Python is the most popular language, with 34.21% of our participants, 20.18% for Java, 5.26% for JavaScript, 19.30% for C, 10.53% for C++, 0 for Scratch, and 12% for other languages (i.e., C#, MATLAB, GO, Golang, Smalltalk, Rust, and Scala.)

2. **Usage of code search engines:** We obtained 113 responses for Q3. To our surprise, a considerable amount of participants (44.25%) do NOT use code search engines in their programming practices. When asked as to why they do not use code search engines, 75% of them pointed out that they were unaware of code search engine existence, 10% complained that the engines fail to return useful results, 2.5% explained that their business prevented them from learning how to use a code search engine, 7.5% said they exclusively use Google or Github to search for code, and 5% did not provide a reason for not using a search engine.

**Finding-1: Code search engines need better publicity:** Among the surveyed developers who claimed NOT to use code search engines (44.25%), the majority (75%) did not know that search engines existed.

More interestingly, among the participants who do use code search engines (55.75%), 15.87%
of them selected Google\(^1\), 31.75% Github, 20.63% Stack Overflow, 12.70% for OpenGrok or Grok, 11.11% for others (e.g., Gerrit, eclipse, IntelliJ), and 19.04% left unspecified which engine they used.

**Finding-2** Code search engines need to be defined more precisely: Many of the developers who claim to use code search engines, in fact use general-purpose search engines or code repositories.

We obtained 90 responses for Q4. Based on these responses, we learned that 10% participants use code search engines because they experience problems with a code snippet or do not know how to use it; 23.33% because they want to find code that matches their needs to implement a certain functionality; 36.67% select both of these two reasons, 27.78% say they never use code search engines. Besides that, 2.22% (two participants) specify two other scenarios: one said they use code search engines during the code review process to understand the implementation of methods that need to be reviewed, and the other said they use engines just for checking where things are.

**Finding-3** Code search engines can be tailored for the common usage scenarios: (a) having an unfamiliar code snippet whose usage is unclear or problematic, and (b) needing to implement an unfamiliar functionality.

3. **Preferences for properties of a code search engine:** Figure 5.1 shows the agreement levels of Q5-Q8, for which we obtained 91 responses for Q5 and 90 responses for Q6,7,8, respectively. Most of the participants agree or strongly agree that execution speed (58.24% of our participants), accuracy (65.56%), multiple programming languages support (86.67%),

\(^1\)There are some overlaps: someone may input both Google and Github.
and input of all sizes (62.22%) are crucial criteria for code search engines. In contrast, few participants disagree or strongly disagree with these statements: 25.27% for execution speed, 17.78% for accuracy, 5.55% for multi-language support, and 15.55% for input sizes. Among these four criteria, multi-language support is the most important (86.67% of participants agree or strongly agree, only 5.55% disagree or strongly disagree) and execution speed the least (58.24% agree or strongly agree, 25.27% disagree or strongly disagree.)

Finding-4 The ability to support multiple languages and input of all sizes is as important as achieving high speed and accuracy: Developers prioritize the importance of supporting multiple languages and input of all sizes over the ability to deliver high accuracy results quickly.
5.3 Discussion and Insights

Supporting multiple programming languages has a great potential benefit as a future work direction for code search engines. As we discovered, the majority of our survey takers agreed that a code search engine should support multiple programming languages to maximize its utility. To that end, one possible strategy is *input normalization*: converting the input’s code snippets to an intermediate language-agnostic representation. For example, an engine can represent its input as an Abstract Syntax Tree (AST) or an LLVM Intermediate Representation (LLVM IR). Since the code written in different languages can be converted into such a language-agnostic representation, the necessity to support different languages would no longer require an extra engineering effort proportional to the number of languages that a search engine supports. Furthermore, an engine can *vectorize* its input (code snippets or natural language text) by applying word embedding techniques. Having vectorized the input, a code search engine can operate without taking into account whether the original input was provided in natural or programming languages.

Threats to Validity The internal validity is threatened by a lack of a commonly accepted definition of the term *a code search engine*. In lieu of such definition, our survey takers might not have differentiated true code search engines from general-purpose engines. Hence, our findings may be based on the takers’ experiences with both code and general-purpose search engines. This realization prompted us to state our definitions and assumptions up front.

The external validity is threatened by the number of surveyed software developers. We obtained about 100 responses in total. Although we sent out thousands of surveys, the number of responses is not particularly large. Fortunately, these responses cover participants with various technical backgrounds, which can mitigate this validity threat. It is worth mentioning that our survey remains available online, continuously obtaining new responses,
5.3. Discussion and Insights

which we plan to use in our future research endeavors.
Chapter 6

Future Work

As discussed in the previous chapters, this thesis approaches the topic of code search engines from two difference perspectives: (1) the state of the art as depicted in the research literature as well as major existing engines, and (2) developer perspectives as assessed by their knowledge and expectations. We see as the most actionable contribution of this thesis is our attempt at reconciling these perspectives to present our findings. Both researchers and practitioners can benefit from our findings, as they inform about the standard workflow of a code search engine, main search engine types and strategies, as well as the prevailing expectations that developers have for code search engines. We also hope that our findings can be of use for researchers in identifying promising future research directions.

Nevertheless, it would be unrealistic for a single thesis to cover all aspects of code search engines, approached from all possible angles. Having built a fundamental knowledge base of code search engines, this work leaves out several promising future work directions, some of which we outline next:

1. Vertical knowledge. Although we provide horizontal knowledge, which covers all main existing mainstream code search strategies, we only study the most representative engines and their techniques for each strategy. To deeper understand specific search strategies, each of them could be studied in greater depth in order to uncover possible new techniques.
2. Control variables. Code search engines we investigate in this thesis are trained (for DL engines) and tested on different datasets due to language-specific and/or method-specific requirements. It is likely that dataset quality can greatly affect the performance of search engines. To address this problem, one can implement a modular search engine, in which each search component would be replaced with different modules, so the training and testing data would be set consistent while control variables would be set for each component.

3. Multi-language support for DL engines. Although DL engines are becoming increasingly popular as evidenced by the recent publications, the number of multi-language supporting DL engines is limited due to the massive training required to support multiple programming languages. To better inform researchers and meet developer expectations, one can design and implement a model that learns and categorizes lexical and semantic structures for multiple mainstream programming languages.
Chapter 7

Summary and Conclusions

In this thesis, we conducted (1) a study of state-of-the-art code search engines and (2) a developer survey of more than 100 developers. We found that a considerable percentage of developers never use code search engines and are even unaware of their existence. Moreover, we identified four insights that can be helpful in guiding future research. We hope that the results of this research will help developers to benefit from using search engines in their professional practices, and researchers to uncover future directions that would have the most potential for practical impact.
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Appendix A

Survey Material

A.1 Survey Info
Information Sheet for Participation in a Research Study

Principal Investigator: Eli Tilevich
IRB# and Title of Study: IRB# 423 - Comparing the Apples and Oranges of Code Search: a Survey of State-of-the-Art Code Search Engines

You are invited to participate in a research study. This form includes information about the study and contact information if you have any questions.

I am a graduate student at Virginia Tech, and I am conducting this research as part of my course work.

➢ WHAT SHOULD I KNOW?

If you decide to participate in this study, you will complete a survey. As part of the study, you will complete a quick survey that contains 10 multiple choice questions asking you about your experience using code search engines. Only your answers to the survey questions will be recorded, and all your personal information will be kept anonymous.

The study should take approximately 10 minutes of your time.

We do not anticipate any risks from completing this study.

You can choose whether to be in this study or not. If you volunteer to be in this study, you may withdraw at any time without consequences of any kind. You may also refuse to answer any questions you don’t want to answer and remain in the study. The investigator may withdraw you from this research if circumstances arise which warrant doing so.

➢ CONFIDENTIALITY
We will do our best to protect the confidentiality of the information we gather from you, but we cannot guarantee 100% confidentiality.

Your responses are anonymous, so no one can associate your answers back to you. Please do not include your name or other identifying information in your responses that can identify you.

➢ WHO CAN I TALK TO?

If you have any questions or concerns about the research, please feel free to contact Sherry via amnos@vt.edu. You are not waiving any legal claims, rights or remedies because of your participation in this research study. If you have questions regarding your rights as a research participant, contact the Virginia Tech HRPP Office at 540-231-3732 (irb@vt.edu).

Please print out a copy of this information sheet for your records.

If you would like to participate in this survey, click on the following link to begin or no to exit.

https://virginiatech.qualtrics.com/jfe/form/SV_1BuvexvB15pz7dI
A.2 User Survey
Default Question Block

Q1. How long have you been writing code?
   - 0-2 years
   - 2-5 years
   - 5-10 years
   - 10+ years

Q2. What is your primary programming language?
   - Python
   - Java
   - JavaScript
   - C
   - C++
   - Scratch
   - Other

Q3. Do you use a code search engine in your programming pursuits?
Q4. If yes, then which one?

Q5. If no, why not?
- I am unaware of search engine existence
- The ones that I tried were not returning useful results
- I am too busy to learn how to use a search engine
- Other

Q6. How much do you agree with the following statement: when using a code search engine, how fast it returns its results is the most important criteria
- Strongly agree
- Somewhat agree
- Neither agree nor disagree
- Somewhat disagree
- Strongly disagree

Q7. Which of the following scenarios best describes how you typically use a code search engine:
- I have a piece of code that I don’t know how to use or am experiencing problems with, so I’d like to search for usage examples. (Code input)
Q8. Only a highly accurate search engine would be helpful in my software development activities

- Strongly agree
- Somewhat agree
- Neither agree nor disagree
- Somewhat disagree
- Strongly disagree

Q9. It is important for a search engine to support multiple programming languages

- Strongly agree
- Somewhat agree
- Neither agree nor disagree
- Somewhat disagree
- Strongly disagree

Q10. It is important for a search engine to be able to work with input of all sizes (from extra short code snippets to large program portions)
Strongly agree
Somewhat agree
Neither agree nor disagree
Somewhat disagree
Strongly disagree
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VT IRB Protocol Management <irb@vt.edu> Fri, Jun 4, 2021 at 8:11 AM
To: Liesl Baum Walker <lbaum@vt.edu>, Eli Tilevich <tilevich@vt.edu>, Shuangyi Li <amnos@vt.edu>, Yin Liu <yinliu@vt.edu>

"Liesl Baum Walker" <lbaum@vt.edu>, "Eli Tilevich" <tilevich@vt.edu>, "Shuangyi Li" <amnos@vt.edu>, "Yin Liu" <yinliu@vt.edu>

Dear Researcher:

The Virginia Tech Institutional Review Board (IRB) has approved the IRB application referenced in the attached approval letter for the protocol titled "Comparing the Apples and Oranges of Code Search: A Survey of State-of-the-Art Code Search Engines". Read the approval letter carefully as it contains IRB-related requirements and retain a copy for your records.

Please use the attached IRB-stamped documents.

Visit the following link to request an amendment to approved IRB application materials, and to report unanticipated problems: https://secure.research.vt.edu/irb/

The IRB wishes you success with your research.

HRPP office

We'd greatly appreciate your feedback with regard to your experience related to your recent IRB protocol submission. Please consider completing our short (under 10 questions) "Protocol-specific feedback" survey: https://secure.research.vt.edu/external/irb/review-survey
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