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ABSTRACT

The Architecture, Engineering, and Construction (AEC) industry is currently challenged by low productivity trends and labor shortages. Efforts in academia and industry alike invested in developing solutions to this pressing issue. The majority of such efforts moved towards modernization of the industry, making use of digitalization approaches such as cyber-physical systems (CPS). In this direction, various research works have developed methods to capture information from construction environments and elements and provide monitoring capabilities to measure construction productivity at multiple levels. At the root of construction productivity, the productivity at the worker level is deemed critical. As a result, previous works explored monitoring the productivity of construction workers and resources to address the industry’s productivity problems. However, productivity trends are not promising and show a need to more rigorously address productivity issues. Labor shortages also exacerbated the need for increasing the productivity of the current labor workers.

Active means to address productivity have been explored as a solution in recent years. As a result, previous research took advantage of CPS and developed systems that sense construction workers' actions and environment and enable interaction with workers to render productivity improvements. One viable solution to this problem is providing on-demand activity-related information to the workers while at work, to decrease the need for manually seeking information from different sources, including supervisors, thereby improving their productivity. Especially, construction workers whose activities involve visual and manual limitations need to receive more attention, as seeking information can jeopardize their safety. Multiple labor trades such as plumbing, steel work, or carpenters are considered within this worker classification. These workers rely on knowledge gathered from the construction project documentation and databases, but have difficulties accessing this information while doing their work. Research works have explored the use of knowledge retrieval systems to give access to construction project data sources to
construction workers through multiple methods, including information booths, mobile devices, and augmented reality (AR). However, these solutions do not address the need of this category of workers in receiving on-demand activity related information during their work, without negatively impacting their safety.

This research focuses on voice, as an effective modality most appropriate for construction workers whose activities impose visual and manual limit actions. To this end, first, a voice-based solution is developed that supports workers’ productivity through providing access to project knowledge available in Building Information Modeling (BIM) data sources. The effect of the selected modality on these workers' productivity is then evaluated using multiple user studies. The work presented in this dissertation is structured as follows: First, in chapter 2, a literature review was conducted to identify means to support construction workers and how integration with BIM has been done in previous research. This chapter identified challenges in incorporating human factors in previous systems and opportunities for seamless integration of workers into BIM practices. In chapter 3, voice-based assistance was explored as the most appropriate means to provide knowledge to workers while performing their activities. As such, Chapter 3 presents the first prototype of a voice-based intelligent virtual agent, aka VIVA, and focuses on evaluating the human factors and testing performance of voice as a modality for worker support. VIVA was tested using a user study involving a simulated construction scenario and the results of the performance achieved through VIVA were compared with the baseline currently used in construction projects for receiving activity-related information, i.e., blueprints. Results from this assessment evidenced productivity performance improvements of users using VIVA over the baseline. Finally, chapter 4 presents an updated version of VIVA that provides automatic real-time link to BIM project data and provides knowledge to the workers through voice. This system was developed based on web platforms, allowing easier development and deployment and access to more devices for future deployment.

This study contributes to the productivity improvements in the AEC industry by empowering construction workers through providing on-demand access to project information. This is done through voice as a method that does not jeopardize workers' safety or interrupt their activities. This research contributes to the body of knowledge by developing an in-depth study of the effect of voice-based support systems on worker
productivity, enabling real-time BIM-worker integration, and developing a working worker-level productivity support solution for construction workers whose activities limit them in manually accessing project knowledge.
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GENERAL AUDIENCE ABSTRACT

The Architecture, Engineering, and Construction (AEC) industry is currently challenged by low productivity trends and labor shortages. At the root of productivity, the improving productivity of construction workers is of critical essence. Therefore, academia and industry alike have shown great interest in research to develop solutions addressing construction worker productivity. For this purpose, monitoring systems for construction worker support have been developed, but productivity trends do not seem to improve, while labor shortages have increased productivity concerns.

Other approaches to address productivity improvements have explored active means for productivity support. These include monitoring systems that also interact with the user. Construction workers performing activities that require allocating immense attention while using both hands, e.g. plumbers, steel workers, carpenters, have not been the focus of previous research because of the challenges of their conditions and needs. The activities performed by these workers require access to construction project data and documentation. Still, it is difficult for these workers to access information from the documents while doing their work. Therefore, previous researchers have explored methodologies to bring project data and documentation to the field but providing workers on-demand access to this data and documents have not been thoroughly studied.

This research focuses on identifying the most appropriate method to provide workers access to information during activities that require more visual and manual attention. Worker support is provided by developing a solution that provides workers access to knowledge during their activities without being disruptive. The study then evaluated the effect of providing non-disruptive access to information sources enabled through the developed solution on the productivity for workers. First, in chapter 2, this study reviews the literature on approaches to connect construction project databases, a.k.a. Building Information Modeling (BIM), and workers. This review identified system types, integration approaches, and future research trends for linking BIM sources and with
workers. In addition, this chapter's outcomes highlight system interoperability challenges and challenges in developing interactive systems involving humans. In chapter 3, a voice-based support system was developed as the most appropriate method for worker support during work activities that limit visual and manual worker capabilities. Then, the performance benefits of using a voice-based support system for construction workers was evaluated through a user study involving simulated construction activities. Finally, in chapter 4, this study provided a new integration method to connect BIM and workers in real-time. This system allows workers to interact with information from BIM through voice. The system was developed based on web platforms, allowing easier development and deployment and access to more devices for future deployment.

This study contributes to the productivity improvements in the AEC industry by empowering construction workers through providing on-demand access to project information. This is done through voice as a method that does not jeopardize workers' attention or interrupt their activities.
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CHAPTER 1. INTRODUCTION

The management of construction projects is a complex and challenging task. From the beginning to the end, cyber resources, such as BIM, documents, specifications, and physical resources, such as the management team, laborers, equipment, and tools, must be efficiently monitored and used to achieve the intended goal of safely delivering the construction project on time and within budget (Yates 2014). In order to attain these goals, it is critical to quantify, monitor, and support project productivity by effectively managing resources.

Productivity stagnation in the construction industry remains one of the biggest challenges to overcome. Even though some technological and methodological advancements toward productivity improvement have been developed and implemented, data still shows that productivity improvements are insufficient (Eastman and Sacks 2008; Goodrum and Haas 2002; Goodrum and Haas 2004; Hasan et al. 2018). However, progress can be achieved when proper means for productivity measurement are available. Monitoring productivity focuses on monitoring workers, equipment, and material resources to quantify the ratio of units developed (output) per unit of work and the resources needed (input) during a measured period of time (Ashuri et al. 2014; ASTM International 2016; Azzam et al. 2019; Chang et al. 2005; Gurmu and Ongkowijoyo 2020; Hwang and Soh 2013). Likewise, another approach to improving productivity is proactively supporting project resources’ productivity. However, there are few academic and industry investments in developing tools to support proactive solutions.

At the core of possible solutions, proactive productivity enhancement solutions have been provided in the areas of knowledge management, cyber-physical systems (CPS), and human-computer interaction. On the knowledge management side, solutions aim to provide construction workers with information so that they can access knowledge as information from BIM (Brathen and Moum 2016; Junbok et al. 2017), spatial-temporal coordination among different project resources (Mirzaei et al. 2018), and virtual augmentation of the digital resources to support workers’ activities (Wang et al. 2014). As a systematic approach, CPS has actively supported project resources when coordination between humans and machines is needed. Examples of these interactions include equipment operations (Goodrum and Haas 2004) and crane operations (Kan et al. 2018).
Human-computer interaction in the context of workers’ impact on labor activities and productivity was first explored in other fields, such as manufacturing. Zuboff (1988) manifested that the job itself changes from skills-based physical work to analytical control-based and operational when computationally mediated means are incorporated alongside human workers. In the architectural, engineering, and construction (AEC) industry, developing CPS that supports humans on construction sites requires further consideration of multiple factors, including the environment, activity performed, tools, visual constraints, context, BIM, knowledge delivery, and human factors (e.g., cognitive, workload perception). Therefore, investigating methodologies to support workers addresses the productivity challenges faced by the AEC industry and is the focus of this study.

1.1 Background

In the last decades, productivity trends show that current practices of managing construction productivity are ineffective (Barbosa et al. 2017). As a consequence, previous research efforts focused on tackling this problem by exploring the use of emerging technologies and methodologies to increase the efficiency of the project resources (Linares et al. 2019). However, these solutions have not been effective in improving the industry’s low rate of productivity due to their fragmentation and poor integration. More specifically, human resources’ productivity has remained unchanged because research on labor productivity mainly focuses on monitoring, and the active support of labor resources is not broadly considered. Previous research efforts to actively support worker productivity have been made in the areas of knowledge management, CPS, and human-computer interaction. These areas been found as the most influential areas to tackle the problem identified in this research and are explained in detail in the following sections.

Figure 1.1 Historical productivity of multiple industries compared. Source: (Barbosa et al. 2017)
1.1.1 Productivity in the AEC Industry

In other industries such as manufacturing, tackling the productivity issue has been addressed in multiple ways, including simplified manufacturing processes, improved logistics, modularization, and digital approaches. The latter has proven to successfully increase productivity by increasing automation, delivering optimized processes, and supporting workers by providing relevant knowledge to them and assisting them in performing their intended tasks efficiently (Al-Ali et al. 2018; Kim and Park 2017). Digital approaches, such as Cyber-Physical Systems (CPS), are considered the most promising approaches to holistically integrate technological advances with current standard practices (Rüßmann et al. 2015) to support efforts that improve productivity actively, given their smartness, bi-directionality, and connectedness (Klötzer et al. 2017).

Compared to other industries, the AEC industry is known to have decreasing productivity rates and a sizable gap in productivity improvements, see Figure 1.1 (Barbosa et al. 2017). Because of this, in the last years, technology-based approaches such as BIM, automated monitoring systems, and connected devices were more conventionally implemented in the AEC industry to support the evolution towards overcoming the current industry challenges of productivity stagnation (Kim et al. 2009; Teo 2016). For example, BIM is now widely used and even considered a best practice for buildings and infrastructure development (Junbok et al. 2017; Shan et al. 2012). Using sensors, location systems, and intelligent systems-based approaches to monitor workers and construction equipment promises to sustain productivity and safety efforts (Akhavian and Behzadan 2015; Lee et al. 2017; Li et al. 2016). However, these approaches are fragmented, limited to specific applications, and within closed platforms; therefore, integrated digitalization approaches such as CPS, are a potentially better solution, as observed in advances made in other industries (Chuah et al. 2019; Monisha and Rajasekhara Babu 2019; Nagorny et al. 2018; Nikolakis et al. 2019; Romero et al. 2020).

Productivity tracking is a need and a challenge for the efficient usage management of the physical and digital resources (Prastianing Atas Kasih and Joko Wahyu Adi 2019). From the management perspective, productivity is considered at three levels: industry, project, and task (Huang et al. 2009). When considering productivity in a construction project, productivity at the project and task levels are critical and largely dependent on the efficient management of the physical project resources and how the digital project resource are appropriately delivered to them (Hasan et al.
At the task level, productivity is more directly affected by labor productivity, where multiple factors such as environment, site, management, and project design play an essential role (Thomas and Yiakoumis 1987). On the other hand, project management directly establishes how knowledge and decisions are transferred and communicated to the laborers (Ozturk and Yitmen 2019; Park et al. 2005). Consequently, project management also indirectly affects productivity at the task level and directly at the project level, as shown in Figure 1.2.

Measuring productivity is a daunting task; therefore, using automated technologies to monitor and track productivity is of great interest (Gurmu and Ongkowijoyo 2020). Research efforts have been made toward getting quantifiable insights about the inputs, quantifying the number of outputs used, and estimating productivity ratios. As a result, recent research efforts focus on monitoring various resources, including labor, equipment, and material (Park et al. 2005). The results of resource tracking is an additional digital project resource, which will then be analyzed with data analysis methodologies to generate insights into an even higher value for multiple construction resources used to increase project productivity. According to Neve et al. (2020), the quantified benefits of
improving labor productivity resulting from slight trade productivity improvements are estimated to be billions of dollars.

The experience of construction workers is also a factor that takes time to build up and mature. In this direction, Ha et al. (2020) studied worker’s experience and identified a direct linear relationship between workers productivity and years of experience until worker’s productivity becomes constant at 12 years of experiences. Also important, Ha et al. (2020) highlight that a baseline worker productivity is reached until worker’s experience reaches seven years. Therefore, supporting workers productivity while their skill trades matures is a lasting process. As a result, any effort to support workers at these early stages have potential to address the gap of experience while their skills mature.

1.1.2 Knowledge Management and Knowledge Adaptation

Knowledge management (KM) describes knowledge's effective creation, interpretation, distribution, and manipulation as easily and readily interpretable information (Guodong et al. 2018). KM is an important productivity aspect that is often neglected in construction projects. Timely knowledge management is essential for keeping productivity goals and increasing the productivity of resources. It can inform what needs to be done, when, what dimensions and quantities of resources to use, or what amount of work should be completed. KM also helps efficiently manage the supply chain, equipment and materials, and the selection and assignment of worker teams to activities.

In the past, explicit knowledge was delivered through blueprints, written instructions, memos, or in-person communication. However, these methodologies impose an imbalance on the effort made between the knowledge provider (e.g., project management personnel or site superintendent) and receiver (e.g., foremen). As a result, the knowledge provider is burdened with the additional tasks of translating raw knowledge to be understandable and usable by the receiver, while the receiver becomes a passive knowledge consumer. Research also indicates that delivering knowledge to specific resources is more complex or has been done inefficiently in the AEC industry (Calvetti et al. 2020). As such, providing knowledge to construction resources such as labor is more challenging because of the limitation on their cognitive abilities to retrieve information while performing their trade tasks and the surrounding conditions they perform (Solis et al. 2015). Direct
knowledge delivery to end-user, e.g., workers, can cause additional barriers and inefficiencies if ineffectively implemented.

Recently, researchers and industry moved towards placing information booths on the job site to enable direct knowledge delivery to workers (Ruwanpura et al. 2012). In such approaches, the workers will have to search for the information they need through multiple documents, i.e., digital assets, which might be time-consuming. Consequently, all the workers that need to access information must be trained to use digital assets, platforms, and devices. Besides, the workers will have to stop their activity and move to a specific location where they can use a device to access digital construction assets (Ruwanpura et al. 2012). This research example highlights how challenging knowledge management is and why knowledge delivery alternatives need to be analyzed to effectively deliver information to the end-users in a human-centered system approach.

Given the complexity of knowledge management, ontologies (Anumba et al. 2008), and architectures (Fang et al. 2018), and technological approaches such as the use of Information and Communication Technologies (ICT) (Demian et al. 2015; Gürdür et al. 2018; Lin et al. 2016; Linares et al. 2019) have been explored. Industry solutions have incorporated Knowledge Management Systems (KMS) that integrate information from multiple sources and visualize them through mobile and web applications (e.g., Autodesk solutions and Procore). However, these solutions’ focus is to offer non-semantic file-sharing platforms, allowing users to access digital project resources when requested, but not proactively nor semantically in the sense that users will not be able to be easily understandable and use the information available on these platforms while simultaneously doing their jobs. This non-proactive information is then of little use for hands-on resources such as trade workers that do not have the computational tools or training to retrieve knowledge from the files distributed by KMS. Based on the previous research findings, this research will address the gap identified concerning how efficient knowledge management can improve labor productivity in construction projects.

1.1.3 Cyber-Physical Systems (CPS)

CPS bidirectionally connects physical and digital assets to achieve automated processes such as optimization, monitoring, and knowledge management. Given the current status of knowledge delivery and productivity described in the previous section, a CPS-based approach to bridge the
existing gap in knowledge delivery from digital to physical resources to improve construction projects’ productivity is explored in this research.

Multiple efforts have been undertaken to solve the AEC industry challenges through a CPS-based approach, including monitoring equipment operations (Kan et al. 2017; Kan et al. 2018), object recognition of construction project elements (Srewil and Scherer 2017), progress monitoring (Omar et al. 2018), safety (Li and Leung 2020; Wang and Razavi 2019), and worker ergonomics (Akanmu and Olayiwola 2019). However, productivity has not improved significantly, suggesting that monitoring is insufficient to achieve productivity improvements effectively. Following the last statement, this research hypothesizes that actively supporting workers’ activities helps increase productivity during construction projects besides productivity monitoring.

Research also suggests that within CPS and similar schemas (such as IoTs and Industry 4.0), the establishment of the interoperability between digital and physical resources has been more emphasized in the development of the physical-to-cyber direction, neglecting the cyber-to-physical direction (Puri and Turkan 2018; Son et al. 2017; Turkan et al. 2013). Industry solutions are on the same page and focus on monitoring the physical project assets or the physical-to-cyber direction of CPS (Ozturk and Yitmen 2019; Wang and Meng 2019). Such examples include monitoring solutions such as Reconstruct®, and KMS such as Autodesk® solutions. These solutions help define productivity boundaries, thresholds, issues, and gains; however, neglecting the other direction, i.e., conveying knowledge from cyber assets to the respective physical resources, creates a gap in digital construction management practices and leaves incomplete automated solutions. Therefore, better addressing the cyber-to-physical direction in CPS, bring the potential of digital project resources to fruition. Based on the literature, few cyber-to-physical solutions within the context of CPS have been developed to support workers' productivity actively. Consequently, fully automated CPS-based solutions need critical consideration of the cyber-to-physical aspects of CPS.

On the other hand, the CPS-based approach introduces challenges associated with interoperability among different components, platforms, and subsystems that already exist. Research efforts explored the interoperability of CPS-like systems in the AEC industry (Muñoz-La Rivera et al. 2020). Tang et al. (2019) proposed various approaches to develop interoperable processes between IoTs and BIM; their scope is limited to communications with the sensors, and its scope does not
include human-centric knowledge interoperability. This study reveals how complex the management of the multiple data types currently used in the AEC industry is and how challenging it can be to transfer data among system components such as physical technology and technical components. The previous works show how CPS is used in the context of system design for solutions aimed at aspects of construction productivity, such as digital technologies and frameworks for interoperability. Therefore, these approaches do not address cyber resources from other sources, such as humans.

1.1.4 Human-Computer Interaction

Human-Computer Interaction (HCI) studies humans' use of computational systems in their daily activities. This field seeks to understand the factors that affect human and computer collaboration, such as cognitive, contextual, experiences, interfaces, etc. (Rogers 2012). The HCI theories have been widely applied in multiple industries, e.g., human-robot interaction in manufacturing environments (A-IHamouz et al. 2019). However, the discoveries from HCI in other industries cannot be fully translated to applications in the AEC industry because of its industry peculiarities and the level of integration of humans and robots in the AEC context. Consequently, the factors involved in workers’ active support based on HCI principles have not been fully established in the AEC industry. Modalities of knowledge delivery to the workforce are an essential factor that needs to be carefully studied when tending to improve human workers’ productivity, ensure minimized distraction, and increase the employed approaches’ effectiveness. These modalities are varied and can include paper-based instructions, voice interaction, visual interaction, hybrid interactions, etc. For example, a computer or a mobile device is not optimal for searching through specific information on the construction site while the worker is carrying out activities particular to their trade. For example, the worker may need information about the location or quantity of the material required for the activity at hand. Getting this information from a device might negatively impact his/her productivity and safety because he/she will need to stop his activities and divert his attention to the search for the required information in the device.

The interaction between construction workers and information systems is challenging because of workers’ dynamic conditions, characteristics, and needs on a construction site. Researchers have explored multiple alternatives for interaction to achieve this goal. Physical information booths have been explored to be placed onsite (Hewage and Ruwanpura 2009; Murvold et al. 2016;
Ruwanpura et al. 2012). In such a system, the user has to interrupt their productive activities and mobilize to the location of the information station. Apart from being disruptive and needing activity stoppage, these systems are not intuitive and need exclusive training because they are based on computer-like interfaces that require the user to be comprehensively trained to use the system.

Other interaction approaches have been explored through virtual environments, such as Augmented Reality (AR), to visualize information where the user is working without needing to move (Wang et al. 2014). However, the technologies’ current state does not allow for a non-disturbing experience and usually cannot be used in conjunction with conventional personal protection equipment (PPE). As a result, AR devices negatively impact users’ comfort while using them, and it might also obstruct workers’ Field of View (FOV) during their tasks and cause safety issues. These bring productivity and safety issues that interdict the intended benefits. However, future development of AR devices promises to overcome some of the current technical limitations; yet integration with the user’s PPE might be a challenge. Other potential HCI approaches to deliver information to workers include voice assistant systems to provide helpful information to the user (Kondratova 2003). In the past, these have been explored to be used for applications such as scheduling information (Abdel-Monem and Hegazy 2013) and BIM (Lin et al. 2016). However, the scope of these research efforts is developing interoperability frameworks without considering a specific purpose and are not on an “on-demand” basis.

Therefore, establishing and evaluating effective modalities to efficiently deliver knowledge to human resources is a gap not currently addressed in the literature. Nevertheless, these modalities are expected to support the efficiency of knowledge management systems significantly. **As a result, this research will investigate knowledge delivery through voice interaction modality to enable “on-demand” information retrieval and delivery to human resources on construction worksites.** As such, this research will analyze, evaluate, and develop a prototype system that effectively supports workers’ productivity when receiving essential information from digital project resources.
1.2 Research Gaps and Point of Departure

Figure 1.3 presents the research gaps in the context of the main literature research areas of labor productivity, CPS, KM, and Human-Computer Interaction. The preliminary gaps from the intersection of multiple of these research areas can also be reviewed in Figure 1.3. The literature review and the aforementioned gaps are then summarized as follows:

- Efficient knowledge management can improve labor productivity in construction projects,
- Actively supporting workers’ activities has the potential to increase productivity during construction projects, and
- Current CPS approaches do not fully link cyber resources from the AEC industry and workers in the field.

As a result, the point of departure of this study is the need to investigate the methodologies that support workers onsite through modalities that are appropriate for their conditions and needs. From the literature, using the workers’ voices to give them access has significant potential for improvements but needs to be evaluated for effectiveness and systems interoperability.

1.3 Literature Findings and Proposed Solution to Develop

This research project aims to address the aforementioned gaps identified in the literature by developing an integrated, CPS-based knowledge-sharing system that bridges the cyber and
physical construction assets, which can significantly improve current productivity deficits in the construction industry. This system primarily supports critical human resources (e.g., labor, management team) to carry out their activities more efficiently, increasing their productivity (Correa 2018).

As a result, the current document presents a systematic approach to developing the fundamentals and a support system that connects cyber and humans on the construction site. The system is expected to significantly improve labor and project productivity by promptly delivering knowledge from digital sources in construction to workers. This will be achieved by developing and evaluating an interoperable system that receives and processes laborers’ requests for information through a non-disruptive interaction. As such, the present solution improves productivity through (1) establishing the required mechanism to bridge the cyber construction assets and the project’s physical resources and (2) providing precise and timely knowledge to project resources.

To summarize, the following research questions will be addressed to fill the gaps identified in the literature review: (1) How can a direct bridge between cyber assets and physical resources help improve productivity in a construction project? What are the requirements to enable this bridge? (2) How can knowledge from the project be proactively used to improve the productivity of resources? (3) What system and interaction factors enable effective delivery of knowledge to project resources that supports their productivity?

1.4 Research Objectives and Goals

The purpose of this study is to investigate, develop, and evaluate a methodology to support the productivity of construction workers by means of efficiently providing knowledge that they can use while they do their work activities. Based on the gaps identified in the literature, the following objectives were proposed for this study to improve labor productivity through voice-based systems to promptly deliver customized knowledge from cyber sources to construction workers:

1. Investigate the integration approaches used in the literature to link BIM (cyber resources) and construction workers (physical resources) during construction projects to support productivity improvements.
2. Identify the most appropriate methodology to support workers in construction projects based on the modality for knowledge delivery.
3. Evaluate the performance and workload perception effect and benefits of using the identified methodology in the context of construction workers.

4. Develop and evaluate an interoperability solution to link BIM and human workers that supports the productivity of construction workers based on knowledge retrieval.

1.5 Research Methodology and Dissertation Structure

The dissertation is organized into five chapters. The proposed structure of the document is as follows:

- **Chapter 1**: Introduction. This chapter introduces the general topics of CPS, KM, HCI, and project productivity and introduces the main problems and justification of this research undertaking. Also, this chapter presents the objectives of the dissertation, as well as the structure of the document.

- **Chapter 2**: Review of Building Information Modeling (BIM) and human cyber-physical system (CPS) integration approaches to support construction worker productivity in the AEC industry. As presented in Figure 1.4, this chapter addresses objective 1 of this dissertation. Its point of departure is the investigation of the integration approaches to link BIM and construction workers to increase their productivity. A literature review is the main research method used to analyze and synthesize previous research works. This chapter’s outcomes include identifying the system types, integration approaches, and future research directions.

- **Chapter 3**: Design and assessment of a Voice-based Intelligent Virtual Agents (VIVA) to support construction worker productivity. As presented in Figure 1.4, this chapter addresses objectives 2 and 3 of this dissertation. This chapter’s point of departure considers the outcome from the previous chapter’s future research directions on human factors in construction systems applied to the more specific case of voice-based systems for productivity support. This study first identifies the voice as the most appropriate modality to support workers in construction. Then, it develops a prototype system that provides workers with instructional information for completing their work activities. The research methods used in this chapter include developing a contextual inquiry to identify the best modality for construction workers. Then, a prototype system is developed and evaluated based on its effectiveness on performance and cognitive workload perceived by workers.
• **Chapter 4:** Development of a real-time voice-based intelligent virtual agent (VIVA) based on systems integration to support construction worker productivity. As presented in Figure 1.4, this chapter’s point of departure is the findings from Chapters 2 and 3 to develop an interoperable voice system that links BIM and workers in construction. For this purpose, the developments in this chapter create a prototype for a system that connects BIM sources and workers in real time through a smart speaker that interacts with the user vocally. This article provides a functional system based on two case studies, and it proposes a framework for interoperability and evaluation based on different target users.

• **Chapter 5:** Conclusions. This chapter summarizes the previous chapters’ findings and provides an in-depth discussion about their relevance and contributions to the body of knowledge. Future research directions are highlighted.

![Figure 1.4. Overview of Research Design](image)

**1.6 Expected outcomes, contributions, and impacts**

Efficient knowledge delivery to specific project resources presents specific challenges, and the lack of such efficient knowledge delivery is proven to impact human resources’ productivity negatively. The proposed research tackles this productivity issue at its root by proposing a system
to efficiently deliver knowledge from the digital project assets available to human resources in an “on-demand” approach. By doing this, this research is expected to increase productivity at the task level by allowing workers to access knowledge intuitively when they need it, without disrupting their work activities.

On the other hand, knowledge management is challenging in the AEC industry because the information sources are highly heterogeneous and lack integration. Therefore, this research takes a CPS approach to bridge the cyber assets available with the resources that need knowledge from these assets. This way, this research presents an innovative approach to address the mentioned knowledge delivery gap by completing the bidirectional communication loop among cyber and physical construction assets through an evaluation of a knowledge delivery modality most appropriate to construction workers.

Finally, this research contributes to the body of knowledge in construction management and automation by developing and applying a methodology to manage information from cyber sources and effectively communicate it to workers. The contributions are expected to help develop an integrated system that captures information from the construction site and automatically communicates it to the targeted end-users.
CHAPTER 2. REVIEW OF BUILDING INFORMATION MODELING (BIM) AND HUMAN CYBER-PHYSICAL SYSTEM (CPS) INTEGRATION APPROACHES TO SUPPORT CONSTRUCTION WORKER PRODUCTIVITY IN THE AEC INDUSTRY

2.1 Abstract

The Architecture, Engineering, and Construction (AEC) industry is undergoing a digital shift toward integrating physical and cyber resources that is fueled by technological innovation, building information modeling (BIM), sensing technologies, and modernization of industry practices. However, the AEC industry is currently facing challenges including low productivity and labor shortages, impacting construction project productivity that is heavily dependent on the productivity of workers. As a result, human-in-the-loop cyber-physical systems (CPS) approaches that aim to support workers through connecting them with project sources, including BIM, have great potential to generate productivity improvements in the industry. Accordingly, multiple research efforts have been made to develop system architectures and prototypes that benefit workers' productivity. However, there has not yet been a synthesis of these worker support integration approaches or an identification of this area of interest's current status and challenges. To address this gap, we performed a review of the articles that develop architectures and prototype systems to support construction workers’ operations or their managers in the field during projects’ construction phase. After the research articles were vetted, 38 were reviewed and analyzed in depth. This analysis revealed two primary types of CPS systems and five integration approaches. First type is knowledge retrieval system that includes three integration approaches including articles focusing on text-based knowledge retrieval (A1), voice knowledge retrieval (A2), and visual and multimodal knowledge retrieval (A3). The second system type are activity monitoring and context aware CPS systems that includes two integrations approaches including systems that integrate multimodal BIM, sensor data and workers (B1) and BIM and sensor data integration for worker support assisted by web platforms (B2). These developments shed light on the challenges of including humans in the loop of CPS systems in the construction industry and demonstrates how effective such systems can be in supporting worker productivity. The article discusses each approach's challenges and benefits and suggests future research directions.
2.2 Introduction

The AEC industry is undergoing a digital shift toward systems integrating cyber and physical construction elements, cyber-physical systems (CPS). Such change is enabled by emerging technologies (Linares et al. 2019), building information modeling (BIM) (Maskuriy et al. 2019), sensing integration methodologies (Tang et al. 2019), and modernization of industry practices. At the same time, the AEC industry is challenged by a lack of productivity (Barbosa et al. 2017; Hasan et al. 2018) and labor shortages (Kim et al. 2020) that affect its outcomes. Therefore, research studies that develop aspects of workers lack of productivity are of significance. As a result, several of these previous research developments have taken advantage of CPS to boost some aspects of worker productivity in construction projects is relevant to addressing those issues. These aspects have included health and safety, knowledge retrieval, monitoring, and others.

CPS in construction establish information-rich knowledge processes that enable bi-directional information flow between the physical world and its cyber representation (Akanmu and Anumba 2015). CPS researchers in construction domain have developed systems with different levels of integration between cyber and physical elements. Some CPS obtain insights from the physical construction projects through sensor data capturing and analysis and transfer data to BIM databases (physical-to-cyber) (Tang et al. 2019). Other systems use BIM sources to provide support to physical construction resources (cyber-to-physical) (Li et al. 2018; Rezgui et al. 2011). Other closed-loop systems provide bi-directional integration of both cyber and physical resources e.g., Kiani et al. (2014) and Kan et al. (2018). However, the integration of humans within CPS, especially in the cyber-to-physical CPS direction, which enables human worker support, has not been a research priority despite its importance in the AEC industry (Eskandar et al. 2020).

Understanding the integration approaches that enable connecting cyber and physical construction elements is important to gaining insight into the benefits and challenges of these developments and further supporting the use of related CPS research in construction. Because of this, previous researchers developed CPS interoperability architectures and prototype systems for BIM-human integration (Dave et al. 2018; Niu et al. 2019; Rezgui et al. 2011). However, the multiple integration approaches used in these studies need to be further understood and synthesized. Researchers have reviewed previous literature to identify the established integration approaches to link CPS resources such as BIM and sensors (Tang et al. 2019). Their developments have greatly
supported the research direction of BIM-sensors interoperability and have supported other researchers’ integration approaches ahead. Likewise, further understanding of integrating other construction elements is also essential to address all facets of CPS in the AEC industry.

Understanding the role of humans and their integration with other elements in CPS systems addressed towards construction is critical. By understanding previous researchers’ approaches and identifying the benefits and drawbacks of previous integrations, future research can take advantage of productivity improvements developed in previous studies. However, no such synthesis of integration approaches between BIM and workers has been found in the literature. Based on this gap, this study reviews the literature pertinent to integrating BIM and humans, particularly workers and managers in construction projects, during project development phases. By developing such a literature review, this article seeks to identify trends in systems that link BIM and human workers and the benefits, challenges, tools, and interaction devices and modalities used by previous research works.

2.3 Point of Departure, Scope, and Context of Application

Previous research works have developed systems that integrate BIM and human workers through multiple integration approaches and purposes that have not been synthesized. Therefore, the point of departure of this study is the need to identify the integration approaches between BIM and humans and identify its benefits and challenges, as well as future research directions.

While the benefits of integrating BIM and human workers can be traced to multiple stages of development in construction projects, developing solutions for the construction stage of project development has the greatest effect. Previous research also documented that efforts to support the productivity of construction workers produce significant project productivity improvements (Barbosa et al. 2017), among other benefits such as project cost and schedule. As a result, the scope of this study was defined to be the integration of BIM and workers' productivity support during the construction phase of project development. This definition also includes systems that target construction workers' managers, who indirectly affect the workers' performance. In sum, this study’s objectives are (1) to identify primary system types that integrate BIM and humans; (2) to identify and analyze the integration approaches to link BIM and workers in construction with emphasis on interoperability of processes, data, and user interaction; and (3) provide insights for future research.
2.4 Research Methodology

A comprehensive review of studies that integrate BIM and worker support was developed based on the review of articles in the AEC discipline and journals in other related fields that develop computational systems and user interactions applied to the AEC industry. Figure 2.1 presents the research methodology for article selection and analysis. The methodology steps are the following:

1. Query the Web of Science and Google Scholar databases in search for articles based on key phrases that include multiple combinations of the terms related to BIM, human, and worker support (e.g., BIM, Building Information Modeling, worker, construction, human interaction, cyber-physical systems, CPS, system, interaction, human, interoperability, integration, computational, integration, smart, cloud-based, IoT, Internet of Things, technology, construction, knowledge).

2. Define article candidates by eliminating irrelevant articles or duplicates based on reading the article title and abstract.

3. Select articles to be reviewed by eliminating those outside the defined scope based on the complete review.

4. Categorize reviewed articles based on content analysis and discussion

5. Define integration approaches and development of diagrams

6. Identify future research directions

7. Write summary, discussion, and conclusions.

Figure 2.1. Article Selection Methodology
2.5 Summary of Reviewed Articles for Integration Approaches

Table 2.1 shows the summary of the 38 reviewed articles considered to define the five approaches for integrating BIM and workers for productivity support. Table 2.1 presents the literature item next to a description of the article’s contribution to BIM-worker productivity support, the description of the human interactions presented in the developments of each literature item, and the data sources and target users considered.
## Table 2.1. Summary Table of Reviewed Articles for Integration Approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Literature Item</th>
<th>Description of Article Contribution to BIM-User Support</th>
<th>Description of Human Interaction with System</th>
<th>Productivity Factor(s) in Article</th>
<th>Data Sources</th>
<th>Target Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>(Fan et al. 2015)</td>
<td>Develop Information Retrieval algorithm system for construction documents</td>
<td>Search queries based on text</td>
<td>Knowledge Management</td>
<td>BIM Documents</td>
<td>Any Construction Worker</td>
</tr>
<tr>
<td></td>
<td>(Lin et al. 2016)</td>
<td>Develop Information Retrieval system based on MapReduce for BIM data</td>
<td>Search queries based on text</td>
<td>Knowledge Management</td>
<td>IFC Data from BIM Model</td>
<td>Construction Managers</td>
</tr>
<tr>
<td></td>
<td>(Park et al. 2013)</td>
<td>Develop Information Retrieval System based on ontologies for construction documents</td>
<td>Search queries based on text</td>
<td>Knowledge Management</td>
<td>BIM documents</td>
<td>Construction workers and managers</td>
</tr>
<tr>
<td></td>
<td>(Wang et al. 2021; Wang et al. 2022)</td>
<td>Develop algorithm to extract information from BIM through text-based queries</td>
<td>Workers ask for information about the location of construction elements. Text-based</td>
<td>Knowledge Management</td>
<td>IFC Data from BIM Model</td>
<td>Construction Workers</td>
</tr>
<tr>
<td>A2</td>
<td>(Shin and Issa Raja 2021)</td>
<td>Develop architecture and prototype to enable interaction between BIM data sources and workers through voice</td>
<td>Manager use his voice to ask for information about the project. Interaction can produce a response to the manager and changes to BIM Model</td>
<td>Knowledge Management</td>
<td>BIM data</td>
<td>Project managers</td>
</tr>
<tr>
<td>A3</td>
<td>(Yeh et al. 2012)</td>
<td>Develop a system that uses a projector and a mobile device to visualize construction drawings on site</td>
<td>Visual Information is projected onsite. User Interacts with System through mobile device</td>
<td>Productivity, Knowledge Management</td>
<td>BIM model</td>
<td>Workers on site</td>
</tr>
<tr>
<td></td>
<td>(Rezgui et al. 2011)</td>
<td>Develop architecture to retrieve knowledge in the AEC industry</td>
<td>Workers request knowledge through multimodal device interaction</td>
<td>Knowledge Management</td>
<td>IFC Data from BIM Model</td>
<td>Any Construction Worker</td>
</tr>
<tr>
<td></td>
<td>(Hewage and Ruwanpura 2009;</td>
<td>Develop architecture and prototype for information booths on the construction site</td>
<td>Worker interaction with information on site about knowledge needs</td>
<td>Knowledge Management</td>
<td>BIM Model, BIM data, construction documents</td>
<td>Construction workers on the field</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Approach</th>
<th>Literature Item</th>
<th>Description of Article Contribution to BIM-User Support</th>
<th>Description of Human Interaction with System</th>
<th>Productivity Factor(s) in Article</th>
<th>Data Sources</th>
<th>Target Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ruwanpura et al. 2012</td>
<td></td>
<td>Develop architecture and prototype system to retrieve the 3D model from 2D drawings to increase understanding during constructability meetings</td>
<td>Workers and managers use a mobile app to scan 2D drawings to visualize 3D models on a mobile device</td>
<td>Productivity, Knowledge Management</td>
<td>BIM model</td>
<td>Workers and managers on site</td>
</tr>
<tr>
<td>(Alsaouri and Ayer 2019)</td>
<td></td>
<td>Develop architecture and prototype system to retrieve the 3D model from 2D drawings to increase understanding during constructability meetings</td>
<td>Workers and managers use a mobile app to scan 2D drawings to visualize 3D models on a mobile device</td>
<td>Productivity, Knowledge Management</td>
<td>BIM model</td>
<td>Workers and managers on site</td>
</tr>
<tr>
<td>(Lin et al. 2015)</td>
<td></td>
<td>Develop architecture and prototype of a collaboration platform based on physical objects and multiple visualization devices</td>
<td>Workers interact with mobile app and show 3D visualization over scanned objects</td>
<td>Knowledge Management</td>
<td>BIM Model and BIM data</td>
<td>Worker and manager in the onsite office</td>
</tr>
<tr>
<td>(Linares-Garcia et al. 2022)</td>
<td></td>
<td>Develop architecture for users to interact with virtual objects through physical objects</td>
<td>Workers interact with mobile app and show 3D visualization after scanning objects</td>
<td>Knowledge Management, Productivity</td>
<td>BIM Model and BIM data</td>
<td>Construction workers, managers, and clients</td>
</tr>
<tr>
<td>(Mirzaei et al. 2018)</td>
<td></td>
<td>Develop architecture and prototype system for identification of workspace conflicts and optimization of workers groups activities</td>
<td>Managers query activities from Revit Plugin. Worker receives feedback from Revit UI</td>
<td>Progress Monitoring, Productivity, Coordination</td>
<td>BIM Model, BIM data, project schedule</td>
<td>Workers and managers on site</td>
</tr>
<tr>
<td>(Wang et al. 2014)</td>
<td></td>
<td>Develop architecture and prototype system to retrieve 3D models and data onsite based on scanning 2D drawings</td>
<td>Workers scan 2D drawings on the field with a mobile app to retrieve 3D models</td>
<td>Productivity</td>
<td>BIM Model, BIM data</td>
<td>Workers and managers onsite</td>
</tr>
<tr>
<td>(Yang et al. 2016)</td>
<td></td>
<td>Develop mobile app to retrieve 3D models in the field</td>
<td>Workers scan 2D drawings on the field with a mobile app to retrieve superimposed 3D models</td>
<td>Knowledge Management</td>
<td>BIM Model, 3D Model</td>
<td>Workers and managers onsite</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Approach</th>
<th>Literature Item</th>
<th>Description of Article Contribution to BIM-User Support</th>
<th>Description of Human Interaction with System</th>
<th>Productivity Factor(s) in Article</th>
<th>Data Sources</th>
<th>Target Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Zaher et al. 2018)</td>
<td>Develop architecture and prototype system to retrieve BIM model from 2D drawings</td>
<td>Worker provides and receives feedback through mobile app. Feedback is based on superimposing 3D models through Mobile AR</td>
<td>Knowledge Management, Progress Monitoring</td>
<td>BIM model, BIM data</td>
<td>Construction workers and managers</td>
<td></td>
</tr>
<tr>
<td>(Kan et al. 2018)</td>
<td>Develop architecture and prototype system for equipment monitoring</td>
<td>Operator receives visual information and audio feedback. System provides feedback to users about operations and hazards</td>
<td>Health and Safety, Productivity</td>
<td>BIM Model, BIM data</td>
<td>Crane Operators and managers</td>
<td></td>
</tr>
<tr>
<td>(Golzarpoor et al. 2018)</td>
<td>Develop architecture to enable process interoperability based on proposed process schema</td>
<td>Process schema included example of user interaction through User Interfaces</td>
<td>Knowledge Management, Interoperability</td>
<td>BIM Model, BIM data</td>
<td>Any Construction Worker</td>
<td></td>
</tr>
<tr>
<td>(Kiani et al. 2014)</td>
<td>Develop architecture and system prototype to track the conditions onsite through a mobile app</td>
<td>Audio and visual feedback through mobile device</td>
<td>Health and Safety</td>
<td>BIM Mode, BIM data</td>
<td>Workers onsite, H &amp; S Managers</td>
<td></td>
</tr>
<tr>
<td>(Ham et al. 2016)</td>
<td>Develop system prototype for progress monitoring with data from UAVs</td>
<td>Visual Feedback in web platform</td>
<td>Progress Monitoring</td>
<td>BIM Model, 3D Model</td>
<td>Project Control and Management Personnel</td>
<td></td>
</tr>
<tr>
<td>(Schweigkofler et al. 2018)</td>
<td>Develop architecture and system prototype for 3D model retrieval based on mobile app and Bluetooth localization beacons</td>
<td>Onsite navigation and visualization of 3D models with Mobile AR App</td>
<td>Knowledge Retrieval</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Workers on site</td>
<td></td>
</tr>
<tr>
<td>(Son et al. 2017)</td>
<td>Develop architecture and system prototype for automatic progress monitoring updating based on data from UAVs</td>
<td>Manager reviews project progress updates on dashboard</td>
<td>Progress Monitoring</td>
<td>BIM Model, BIM data, project schedule</td>
<td>Project Managers</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.1. Summary Table of Reviewed Articles for Integration Approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Literature Item</th>
<th>Description of Article Contribution to BIM-User Support</th>
<th>Description of Human Interaction with System</th>
<th>Productivity Factor(s) in Article</th>
<th>Data Sources</th>
<th>Target Users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Srewil et al. 2016; Srewil and Scherer 2017)</td>
<td>Develop architecture for an automatic link between physical and digital objects based on sensors from the field</td>
<td>Worker scan objects in the field, then managers review information in a simulation dashboard</td>
<td>Interoperability</td>
<td>BIM Model, BIM data</td>
<td>Any construction worker and management</td>
</tr>
<tr>
<td></td>
<td>(Zhou et al. 2019)</td>
<td>Develop architecture and framework to support machine blind hoisting through sensors</td>
<td>Worker in the field interacts with the system through mobile. Manager interacts with dashboard</td>
<td>Productivity, Progress Monitoring</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Construction workers on site and managers</td>
</tr>
<tr>
<td>B2</td>
<td>(Koseoglu and Nurtan-Gunes 2018)</td>
<td>Develop prototype system to evaluate the support of mobile AR app on lean construction support</td>
<td>Worker interacts through mobile app. Managers interact with the system through web dashboard</td>
<td>Progress Monitoring, Productivity</td>
<td>BIM Model, 3D Model and data.</td>
<td>Workers onsite and managers</td>
</tr>
<tr>
<td></td>
<td>(Han et al. 2022)</td>
<td>Develop architecture and prototype for monitoring and supporting road compaction operations</td>
<td>Worker receive warnings and information through mobile device. Manager reviews web dashboard</td>
<td>Progress Monitoring</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Equipment Operators, Construction Managers</td>
</tr>
<tr>
<td></td>
<td>(Li et al. 2018)</td>
<td>Develop architecture and prototype to support prefabricated construction supply chain and assembly</td>
<td>Worker interact through mobile app. Manager reviews web dashboard</td>
<td>Progress Monitoring, Productivity, Coordination</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Workers onsite, Construction Managers</td>
</tr>
<tr>
<td></td>
<td>(You and Feng 2020)</td>
<td>Develop architecture and prototype to support construction operations through sensing and dashboards</td>
<td>Manager reviews project dashboard</td>
<td>Productivity, Interoperability</td>
<td>BIM Model, BIM data, sensor data, project schedule</td>
<td>Project Managers</td>
</tr>
<tr>
<td></td>
<td>(Teizer et al. 2017)</td>
<td>Develop architecture and prototype to track user’s location onsite and notify them about planned work</td>
<td>Worker interacts through mobile app to receive warnings and information. Manager reviews web dashboard</td>
<td>H&amp;S, progress tracking</td>
<td>BIM Mode, BIM data</td>
<td>Workers onsite, and managers</td>
</tr>
<tr>
<td></td>
<td>(Liu et al. 2016)</td>
<td>Develop architecture for construction monitoring</td>
<td>Worker interaction with mobile and manager with web dashboard</td>
<td>Interoperability</td>
<td>BIM Mode, BIM data</td>
<td>Construction workers and managers</td>
</tr>
<tr>
<td>Approach</td>
<td>Literature Item</td>
<td>Description of Article Contribution to BIM-User Support</td>
<td>Description of Human Interaction with System</td>
<td>Productivity Factor(s) in Article</td>
<td>Data Sources</td>
<td>Target Users</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------</td>
<td>----------------------------------</td>
<td>--------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>(Moreira et al. 2021)</td>
<td>Develop architecture and prototype for risk identification and warning through mobile app on the field</td>
<td>Worker use an AR through mobile device to be warned and visualize H&amp;S risks</td>
<td>Interoperability, H&amp;S</td>
<td>BIM Mode, BIM data</td>
<td>Workers on Site</td>
</tr>
<tr>
<td></td>
<td>(Park and Cho 2018)</td>
<td>Develop architecture and prototype to help workers navigate the field and get warned about hazards</td>
<td>Worker use the mobile AR app to navigate and receive warnings</td>
<td>H&amp;S</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Workers on site</td>
</tr>
<tr>
<td></td>
<td>(Niu et al. 2019)</td>
<td>Develop architecture to manage physical assets, including tracking resources across multiple construction sites</td>
<td>Uncertain type of system interaction with the worker. Managers monitor project in dashboard</td>
<td>Interoperability</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Construction workers and managers</td>
</tr>
<tr>
<td></td>
<td>(Yuan et al. 2016)</td>
<td>Develop architecture and system to monitor temporary structures such as scaffolding for the sake of H&amp;S of construction workers</td>
<td>Worker receive sound alerts about H&amp;S hazards through mobile app</td>
<td>H &amp; S</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Construction workers on site</td>
</tr>
<tr>
<td></td>
<td>(Calvetti et al. 2020)</td>
<td>Develop architecture of envisioned future construction worker</td>
<td>General framework about the future worker in AEC, worker 4.0</td>
<td>Productivity</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Construction workers</td>
</tr>
<tr>
<td></td>
<td>(Anumba et al. 2020)</td>
<td>Develop architecture for monitoring construction activities. This is based on a review of applications of CPS in construction</td>
<td>Workers and managers interact with UIs or warnings on the field</td>
<td>Interoperability, progress monitoring</td>
<td>BIM Model, BIM data, sensor data</td>
<td>Construction workers and managers</td>
</tr>
</tbody>
</table>
2.6 BIM and Worker (BIM-worker) Integration Approaches for Productivity Support

This section details the approaches identified in the literature for research developments that integrate BIM and workers for productivity support during the construction phase of project development. Five integration approaches were identified from the reviewed articles that proposed, developed, and implemented systems in this research area, see Figure 2.2. Here, each integration approach is described in detail based on various literature examples and approaches characteristics, processes, and system elements. Analyses of the benefits and drawbacks of each integration approach and its applicability to the productivity support of workers are presented.

![Figure 2.2. Hierarchy of Approaches for BIM-Worker Integration](image)

The integration approaches are analyzed from a CPS perspective by considering cyber and physical integration components. When appropriate, integration approaches also include components of physical-to-cyber linking to the cyber-to-physical direction to enable bi-directional sensor integration of CPS. This additional physical-to-cyber context addresses the literature example cases that further integrate sensor data into the BIM-Worker integration approaches. As a result, the integration approaches hierarchy is based on major system types including knowledge retrieval CPS systems and Activity Monitoring and Context Aware CPS Systems developed for BIM-worker integration.
The first component of each integration approach is the BIM context which serves as the repository of data and information present during the construction phase of projects. This database usually contains a BIM model from the project’s design phase and information created before and during construction, such as schedules, as-built project updates, documentation, sensor data, specifications, and other information collected to manage the construction project. This data and information are usually stored within virtual models, IFC formats, or BIM platforms. The addition of unstructured documents (documents not linked to BIM) are also included in databases, cloud storage platforms, document management systems (e.g., Procore® or Autodesk®), FTP servers, and local files present in this context.

The second component is the worker context. This component relates to the methodologies that the reviewed research works have used to develop interoperable systems and interact with the target user of the system. Within productivity support, the main actor is the construction worker; however, multiple cases were found in the literature where reviewed articles also targeted managers’ work, which also affects workers’ productivity. Furthermore, some reviewed systems also targeted both workers and managers. In addition to the target system user, interaction devices are also experienced within the human context. This interaction also encompasses user experience components (UX) such as user interfaces (UI) and modalities (e.g., voice, visual, haptic, or combinations of these) for interaction with the system.

The third component is the integration context that links both the BIM context and the worker context. The integration context summarizes the different system processes and elements employed to make this integration possible, and it is the focus of this study. It is further detailed in the following sections.

2.6.1 Type A Systems: Knowledge Retrieval CPS Systems
Worker and manager access to knowledge from the BIM project context has been shown to improve their productivity significantly (Wang and Meng 2019). Therefore, integration approaches that developed architectures and prototype systems to support knowledge retrieval from BIM were found in the literature. These types of systems transfer data from BIM sources to the user through various system processes and elements.

These types of systems are identified with the approaches that start with the letter “A.” Three approaches are included in this type of systems: (A1) articles focusing on text-based knowledge
retrieval, (A2) voice and multimodal knowledge retrieval, and (A3) Visual and Multimodal Knowledge Retrieval for Construction Worker Support. These approaches are further discussed in the following sections.

2.6.1.1 Approach A1: Systems for Text-based Knowledge Retrieval

2.6.1.1.1 Description of this Approach

In this approach, researchers employ text-based queries to interact with the user for knowledge retrieval applications in construction projects. User interactions include using input devices for text-based queries and screens to present text responses to the user.

In total, five articles fit this approach that distinguishes themselves as unidirectional CPS systems where the authors developed or proposed such systems, see Figure 2.3. As Figure 2.3 shows, the following system processes and elements are included in this approach:

i. The types of data in the BIM context include data and information from BIM databases, along with documents, specifications, and regulations that pertained to the project in development. Given the different types of documents that are sought to be included for knowledge extraction, methodologies to retrieve such information include (1) exporting BIM data to industry foundation classes (IFC) or resource description frameworks (RDFs) with exporting tools such as Revit, DB Link or schedules. Then, data is usually integrated into a single database parsed in the integration context.

ii. The integration context in this approach includes the process of knowledge extraction from the BIM database based on the development of algorithms. The algorithms for knowledge extraction have included Natural Language Processing (NLP), tokenization, and MapReduce. Once knowledge has been extracted, a web or mobile application is developed to present the extracted knowledge to the user in a friendly manner. The app developed is also a bidirectional communication hub between the knowledge extraction module and the user.

iii. The worker context in this approach moves forward from the developed web or mobile application developed in the integration approach. Methods for the user to interact with the integration approach through user interfaces (UI) or text responses from the system are developed for this purpose and in this context. Knowledge extraction also requires a
developed system to know the user’s intentions, and to enable that, text-based queries or interactions through input devices (mouse and keyboard) are obtained from the user in this context.

2.6.1.1.2 Examples of this Approach

Developments by Hewage and Ruwanpura (2009) and Ruwanpura et al. (2012) envisioned information extraction would happen at a higher level, allowing users to retrieve documents and files and allow user interaction with screens to show information.

Figure 2.3. Diagram for Approach A1: Systems for Text-based Knowledge Retrieval
However, researchers in this field have noted that knowledge extraction at a finer level (i.e., questions about project elements instead of documents) is needed to be helpful to construction workers in such dynamic environments. As a result, text-based information extraction methodologies have been explored to bring knowledge from BIM project sources to a finer level. Research by Park et al. (2013) used ontologies to parse IFC documents and match knowledge extraction requests, as well as Lin et al. (2016) used MapReduce algorithms, and Fan et al. (2015) used natural language processing (NLP) algorithms to link BIM project documents to users’ information requests. Their work produced system solutions that allow users to ask for more specific information about BIM project data, e.g., the number of construction elements in a specific location through text-based queries. Further developments in this area have also added domain-knowledge characteristics, such as construction elements relationships and parameters, to the developed knowledge extraction solution to provide more adequate responses for the construction industry (Wang et al. 2022; Wang et al. 2021; Wang et al. 2022). Although these research works provide better results to the user, they do not carefully address the issues of user interaction with the worker, developing text-based solutions through the web, or mobile app interfaces.

2.6.1.1.3 Discussion of this Approach

This approach to BIM-worker integration is specifically used for knowledge retrieval to match BIM project information of different types to workers’ queries through text-based interaction. Developments in this area are divided between addressing the issue of knowledge extraction and the issue of worker interaction through text queries and their responses. Research works focused on developing algorithms for information extraction based on machine learning, data integration, and ontological methodologies while delivering knowledge responses in screens or mobile interfaces for text-based responses. Given the characteristics of the AEC industry, both knowledge extraction and user interaction are challenging to address.

The main advantage of this approach is that the solution can address some needs of the AEC domain based on the development of the knowledge extraction algorithms. Another advantage is that algorithms have been able to get knowledge from BIM models and other AEC documents, thus making broader knowledge available to the construction worker. The biggest drawback of this approach is the low effectiveness of text-based system interactions with the user in the current stages of development.
This approach is suitable for workers or managers whose environment and activities do not limit their visual modalities and can be obstructed. It is also suitable for workers or managers who manage a large number of knowledge sources and need to process information queries promptly to accomplish their work quickly.

2.6.1.2 Approach A2: Systems for Voice Knowledge Retrieval

2.6.1.2.1 Description of this Approach

This integration approach supports knowledge extraction from BIM and provides basic voice interaction. However, the current status of the articles in this approach only enables the user to ask questions but the system response is not through voice but through text or changes in the BIM model.

Only one article fit this approach that distinguishes themselves as CPS systems where the authors developed or proposed such systems, see Figure 2.4. As Figure 2.4 shows, the following system processes and elements are included in this approach:

i. Data sources from the BIM project context focus on BIM model data transformed to RDF format and integrated with a relational database. The formatting of this database was due to the communication with the web platform present in the integration context for Natural Language Understanding (NLU). The relational database is read following the integration approach and can be updated based on processing user queries from the integration approach. In this approach, data is transformed from and into the relational database based on scripts made in Dynamo or data export and a pre-determined data schema that is part of the knowledge extraction module.

ii. The integration context is based on two main modules. First, a web platform processes voice queries by the user and transforms them into the text to be processed in the knowledge extraction module. Shin and Issa Raja (2021) developed a prototype system that used a web platform used for a speech-to-text NLP tool based on the Google Actions service. This tool converts voice queries to text. The knowledge extraction algorithm then matches text queries to information queries and instructions to modify the BIM model. The knowledge extraction is based on relational database management systems (RDBMS), Dynamo scripts, and ontology schemas. Once knowledge has been extracted, the system either goes
back to the BIM project context through the relational database to update the BIM model, or the system responds to the user based on the Revit interface.

iii. In this approach, the worker context includes the user feedback to the system through voice or other envisioned multimodal approaches and responses of the system to the user based on information shown on the Revit interface. The intermediate mechanism for interaction is the device that registers the user’s voice feedback and the PC that runs the AEC software (Revit). There is no voice-based feedback from the system to the user in the systems reviewed.

2.6.1.2.2 Examples of this Approach

Only one article belongs to this approach. Shin and Issa Raja (2021) developed a system that interacts with the user with voice to provide knowledge from BIM model sources and make changes to the same BIM model based on voice queries. This article is unique among those included in this approach as the authors developed a prototype system that connects back to the BIM model and make changes back to it. It is also unique in the integration approach as it combines data schemas, data integration, and web-based systems. However, responses from the system are only provided based on visual feedback in the Revit software as showing text messages or making the desired changes to the BIM model parameters.
Fig. 2.4. Diagram for Approach A2: Systems for Voice Knowledge Retrieval
2.6.1.2.3 Discussion of this Approach

This approach for BIM-worker interaction has examples that goes beyond knowledge extraction and can update the BIM model based on the user interaction. Given that this article addresses knowledge extraction and user interaction, these articles seem to provide a more holistic solution for construction workers. Reviewed articles from approach A2 lack non-visual feedback to the user, thus limiting the approach’s use in construction contexts, particularly for construction workers. Approach A2 is also adequate for managers to retrieve project information or for BIM managers to update the model.

The main advantage of this integration approach is that it provides an alternative to visual interaction for knowledge extraction. This allows users limited in this regard to access knowledge that was not available otherwise. Workers in the field could benefit from this approach to access knowledge during their work, but they would still need to receive visual feedback which is not an ideal modality for them. However, a drawback is that using voice interactions for worker activities still needs further research to evaluate its effectiveness. Another advantage of this integration approach is that using web-based voice processing algorithms relieves the developer of the need to create an algorithm to recognize voice feedback from the user. With this in mind, the developer can focus on polishing the processes for knowledge extraction. Another drawback of this approach is that the integration among different processes, including data schemas, matching, algorithm creation, and linking and managing to the web platform and the BIM model, can become complex.

2.6.1.3 Approach A3: System for Visual and Multimodal Knowledge Retrieval

2.6.1.3.1 Description of this Approach

The construction worker activities noted here have been found to be supported based on feedback through varied visual and multimodal support through knowledge retrieval. Researchers in this area have developed integration approaches based on data transformation from BIM sources to interfaces that can be used during construction activities or to support managers in increasing the efficiency of the construction process performed by workers. As a result, integration methods that have envisioned solutions and developed systems to support worker activities through visual and multimodal interfaces have been found in the literature and summarized in this approach.
In total, 11 articles fit this approach that distinguishes themselves as CPS systems where the authors developed or proposed such systems, see Figure 2.5. As Figure 2.5 shows, the following system processes and elements are included in this approach:

i. The data types within the BIM context have included data from BIM sources stored in BIM databases and 3D models from the virtual model. The BIM database has resulted from the export of data from the BIM model in IFC and XML done with APIs. The virtual model
has included variants of static 3D models or dynamic 4D models exported from the Revit APIs (i.e., FBX file format) or open standards (e.g., OBJ).

ii. The integration method in this approach relies mainly on managing the 3D model data transfer through a game engine (e.g., Unity 3D) that serves as the primary enabler of the user visualization. The game engine has also been used to develop web or mobile applications to be used by the user. However, other web or device interfaces have also been created based on web or desktop application development. In some cases, the integration method has also included a processing module that adds functionality to the systems based on data analysis in the BIM context or from feedback from the user, which would produce updates to the BIM model. Finally, the web, desktop or mobile application is the gateway for user interaction.

iii. Most of the reviewed articles have relied on a single device for interaction within the worker context including smartphones, tablets, computers, and even physical objects. Interactions have usually been multimodal and have included haptics, visual, and augmented reality (AR). Multiple interactions through AR based on mobile devices have been developed within this approach.

2.6.1.3.2 Examples of this Approach

Early developments to increase workers’ productivity by improving their access to knowledge brought information booths to the construction site (Hewage and Ruwanpura 2009; Ruwanpura et al. 2012). These booths were conceptualized to be connected to BIM sources of multiple data types, including BIM data and project documents, information about supply chain and project progress, and to connect the field and office. Nevertheless, these booths were envisioned to have fixed locations, so workers needed to interrupt their work and relocate to the location of the booth for information about the project.

More recent research using this approach has primarily developed interactions to provide feedback by showing visual information to the user in their work context. For this purpose, previous research works have sought to visualize information to workers, including drawings and model visualization on the field (Linares-Garcia et al. 2022; Wang et al. 2014; Yeh et al. 2012), to help support coordination meetings (Alsfouri and Ayer 2019; Lin et al. 2015; Linares-Garcia et al. 2022), navigation (Yang et al. 2016), and project progress and coordination (Mirzaei et al. 2018;
Zaher et al. 2018). The methodologies to interact with the workers have included projectors embedded in helmets (Yeh et al. 2012), mobile devices (Alsafouri and Ayer 2019; Lin et al. 2015; Linares-Garcia et al. 2022; Wang et al. 2014; Yang et al. 2016; Zaher et al. 2018), and web dashboards (Mirzaei et al. 2018).

Alsafouri and Ayer (2019) and Lin et al. (2015) created mobile apps that interacted with multiple users based on scanning objects in the environment and projecting visual information on mobile devices. Both used reality augmentation based on the recognition of predefined target images. Their applications supported coordination meetings and increased cognitive understanding of 2D objects through 3D augmentation. In the construction field, research by Linares-Garcia et al. (2022), Wang et al. (2014), and Zaher et al. (2018) used similar integration methods based on the development of mobile apps with reality augmentation features to scan objects in the field and allow construction workers to increase the understanding of 2D drawings or their environments.

Different types of works including that by Yeh et al. (2012), who integrated BIM and BIM data that were then shown to the user through a projector embedded in the safety helmet. Their approach to integrating BIM and workers included using a mobile device to interact with drawings on the screen to select location parameters and projection parameters. The integration method included the development of the mobile app through SDK from apple. Finally, as a by-product of a methodology to dynamically detect and solve the time-space conflict of construction activities resources, Mirzaei et al. (2018) provided an overview of these conflicts and solutions to users through a desktop user interface in Revit for interaction.

2.6.1.3.3 Discussion of this Approach

This approach to BIM-human interaction enables project feedback through multiple visualization options that support their users' work activities and coordination meetings. Developments that use this approach have mainly employed mobile AR developments to enable user interaction, including some examples of reality augmentation where the user also scans objects or drawings to obtain a visualization of 3D models. The interactions in this approach have also included touch interaction with the devices used.

The integration methods in this approach have transferred data through interoperable processes. Data have been transferred among different processing steps to conclude with an interaction with the user through visual modality. In this integration process, game engines, such as Unity 3D, have
served as enablers for 3D integration with data and enable reality augmentation through reality augmentation scanning APIs (e.g., Vuforia).

The advantages of this approach are that the resulting user interaction is usually straightforward, allowing the user to scan objects with the mobile device and receive project feedback through 3D visualization on the mobile screen. Another advantage is that mobile apps also allow for easier deployment to multiple users, as exemplified by Alsafouri and Ayer (2019) and Lin et al. (2015). One drawback of this approach is the need for previous knowledge about using a game engine and programming language to create the 3D visualizations and interactions for the mobile app. Another drawback is that the 3D models are static once deployed and cannot be updated unless the mobile app is updated.

This approach is suitable for construction workers who need quick information in the field through visual modality. This helps them increase their understanding of construction outcomes. Similarly, this approach is helpful for workers and managers who want to share visual information in a collaborating environment.

### 2.6.2 Type B Systems: Bi-directional CPS Systems

Researchers have also focused on integrating data from BIM sources and sensors to support workers' activities. Outcomes of this integration approach have developed bi-directional CPS architectures and prototype systems that support user interaction between BIM, sensors, and workers. The access of workers and managers to the data fusion of BIM and sensor data supports multiple application domains, including knowledge management, progress monitoring, collaboration, context understanding, and health and safety (H&S). See applications domains in Table 2.1.

In total, 21 reviewed articles include bi-directional CPS systems, named Type B Systems in this article, and are identified with the approaches that start with the letter “B.” Two approaches of this type: (B1) Bi-directional Integration Based on Interoperable Data Transfer, (B2) Bi-directional Integration Based on Web-Assisted Data Processing. These approaches are further discussed in the following sections.
2.6.2.1 Approach B1: Systems for Multimodal integration of BIM, sensor data, and workers

2.6.2.1.1 Description of this Approach

Integrating BIM data and sensors support user activities in application domains such as progress monitoring and context awareness. By developing systems to manage both cyber-to-physical and physical-to-cyber data integration, the worker receives a complete picture of their work activities. For example, sensor data about work activities' progress integrated with BIM data for visualization of 4D models or progress monitoring allows workers to identify productivity issues or improvements.

In total, nine articles fit this approach that distinguished themselves by bi-directional CPS systems where the authors proposed or developed a custom-built architecture or prototype processing module, see Figure 2.6. As shown in Figure 2.6, the following system processes and elements are included in this approach:

i. Within BIM context in this approach, data types have included data from BIM sources stored in BIM databases and 3D models from the virtual model. The BIM model has included variants of static 3D models or dynamic 4D models. Databases in this approach are usually created from exporting IFC or XML schemas. In this approach, communication between the BIM project and BIM databases is only unidirectional from BIM to databases.
Figure 2.6. Diagram for Approach B1: Systems for Multimodal integration of BIM, sensor data, and workers
Following the BIM context, the integration context in this approach connects the BIM database from the BIM context and an intermediate database that includes sensor data from the physical-to-cyber direction. Connecting these two databases is a process of query processing based on data schema, process schema, or image targets to match IDs of virtual and physical elements. These data and process schemas were part of the reviewed article proposals. Then, matched data is transferred to the processing module based on custom-built tools, including developed algorithms or proposed functions. After processing, data is transferred to a web or mobile front end for worker interaction. In this approach, 3D objects are linked to the processed data based on game engines, such as Unity 3D, for worker interaction. The web or mobile application is usually created based on the game engine or web development.

Within the human context, reviewed articles have relied on multiple types of devices to interact with the user or manager or both through single or multimodal interaction methods. These methods have included showing information on screens, enabling interaction with mobile apps, web dashboards, Mobile Augmented Reality applications, and simulations on screens.

2.6.2.1.2 Examples of this Approach

The articles that have adopted this approach have been based on two main research trends. Most researchers have developed systems with sensing capabilities that include the user in the loop of system functioning to provide them with activity monitoring or context awareness feedback. The second group of researchers has focused on proposing methodologies to integrate data from sensors and BIM and make this information available to humans.

Various researchers using the first approach began by focusing on developing the sensing capabilities of the proposed system. They subsequently developed an interactive system to provide the system's user activity or context feedback or provide monitoring capabilities to managers that benefited the workers. For example, Kan et al. (2018) developed a system to monitor the operations of mobile cranes in the field and used sensors to track the movement of the moving parts of the crane. Their system could track hazards to other users produced by the crane's movement while adding the context of the BIM model. As a result, their system interacts with the crane operator by
visualizing his activities and providing multimodal warnings to the operator if the system detects any hazards.

Similarly, Zhou et al. (2019) also did equipment monitoring for blind hoisting of tunneling equipment. In line with the health and safety domain, Kiani et al. (2014) used temperature sensors and BIM models to track workers' conditions in the field and notify the user through a mobile app about hazardous working conditions. Their system was also able to allow managers to track working conditions within the spaces in the field.

For construction progress tracking, researchers have used laser scanner data from the construction field to feed into systems that match information to existing 3D or 4D models. Ham et al. (2016) and Son et al. (2017) have provided examples of this methodology; Ham et al. (2016) produced a superimposed visualization of the updated model, while Son et al. (2017) analyzed data and produced a dashboard for progress monitoring. Other researchers have also sought to use this approach to enable the navigation of BIM models (Schweigkofler et al. 2018).

Work using the second approach included research that proposed data and process schemas for linking BIM, sensors data, and platforms for user interaction. However, this group of studies has presented system architectures that still need to be tested. Golzarpoor et al. (2018) proposed that the interoperability of systems in construction needs a definition of baseline schema of processes, named Industry Foundation Processes (IFP). They indicated that allowing this baseline would further integrate construction data and tools. However, other researchers have focused instead on defining the schema for construction objects and how their virtual and physical versions can be better intertwined (Srewil et al. 2016; Srewil and Scherer 2017).

2.6.2.1.3 Discussion of this Approach

This approach is characterized by BIM-to-worker systems that integrate data from the physical world through sensors and supporting construction workers with activity monitoring or context awareness as feedback for their activity in progress. Developments related to this approach have primarily included workers receiving feedback from the developed sensing systems and managers able to monitor processes and environmental conditions. Because of the added interoperability with data from sensing, data linking includes methodologies for connecting BIM and sensor data and providing a visualization to the user afterward. The integration approach is based on the development of the processing module and developments in the user front end for interaction,
having, in some instances, 3D visualizations. Depending on the processing module's complexity, each solution's ease of implementation varies.

Despite the difficulty of developing custom processing modules, this approach might allow more flexibility in the features developed. However, this requires the developer to be more capable of developing the processing module based on data manipulation that might include programming in one or multiple programming languages. As shown in the examples, this approach is suitable for workers and managers capturing sensing data and adding feedback to the user will provide better productivity or increased health and safety.

2.6.2.2 Approach B2: Systems for Multimodal BIM, sensors, and Workers Integration Based on Web-Assisted Data Processing

2.6.2.2.1 Description of this Approach

As it is related to approach B2, this approach has also produced examples where users received activity monitoring and context awareness feedback from sensor data. This feedback supports their productivity by receiving progress updates, productivity insights, health and safety warnings, and improving coordination with other stakeholders and project elements. However, this approach differentiates itself based on the integration method to include web-assisted data integration to enable data linking and user interaction.

In total, 12 reviewed articles fit this approach that also enables bi-directional CPS systems and where the authors used web platforms to improve their system data processing and user interaction. As a result, integration methods that develop architectures and prototype systems for this purpose were found in the literature, see Figure 2.7. As shown in Figure 2.7, the following system processes and elements are included in this approach:

i. The BIM context in this approach is similar to that of B1. Still, it differs in how BIM databases are integrated into the system to enable bi-directional feedback in the BIM model. As a result, some system examples have developed solutions that change data parameters back in the BIM model. Another difference in comparison to B1 is that BIM databases in this approach have been of RDF format to address compatibility with web platforms.
ii. The integration context in this approach is similar to approach B2, but the processing is supported by web tools used to process data or user interaction. The communication of this web-assisted processing is bi-directional to enable changes back to the BIM model. The web tools found in the literature include Microsoft Azure, IoT-based platforms, Autodesk platforms, and other cloud-based services. Another difference from previous integration methods is that intermediate databases become relational databases in RDF format to better communicate with web tools based on web standards. In this approach, linking to 3D models is optional, so it is using a game engine for development or data processing.

iii. This approach has allowed interaction with the system for more than one target user within the worker context. As a result, some reviewed examples have simultaneously provided interactions between workers and managers. Interaction devices have been varied, and have included mobile devices, screens, and web dashboards through multiple modalities.

2.6.2.2.2 Examples of this Approach

Reviewed articles in this category have focused on proposing architectures and prototype systems for enabling integration with BIM and sensor data for various applications. However, as part of their developments, researchers have also thought about how their systems were able to interact with target workers or managers. Consequently, most of the reviewed articles using this approach proposed prototype systems for construction applications, including equipment operations (Anumba et al. 2020; Han et al. 2022; Yuan et al. 2016), progress monitoring (Li et al. 2018; You and Feng 2020), prefabrication (Li et al. 2018), localization (Teizer et al. 2017), and health and safety (Moreira et al. 2021; Park and Cho 2018). Researchers have used multiple interaction methods such as monitoring screens, mobile devices, and web dashboards to maximize BIM and sensor data synergy.
Figure 2.7. Diagram for Approach B2: Systems for Multimodal BIM, sensors, and Workers Integration Based on Web-Assisted Data Processing
Han et al. (2022) used sensors to monitor compaction equipment operations IoT platforms to manage data in their proposed system. Interactions with the system then happened on a real-time dashboard that presented progress monitoring and quality parameters for compaction activities. The web-assisted platform supported the networking aspects of the system while also feeding data to the processing module based on data analytics. Similarly, Anumba et al. (2020) presented multiple applications where data and humans interacted to create equipment operations that show visualizations to improve health and safety. In this article, the integration method used web-connected platforms. Moreira et al. (2021) and Park and Cho (2018) also explored improving hazard identification on the construction site by using sensor data to identify hazards and their severity, then visualizing these hazards to the user through a mobile application.

Other researchers have also tracked construction elements to monitor the progress monitoring of traditional construction methods and prefabricated construction elements. You and Feng (2020) used UAVs to capture data from the field and used web platforms and data analytics to create progress monitoring dashboards for construction management. Similarly, Li et al. (2018) tracked prefabricated construction elements and a data schema so workers could scan sensors in the elements with mobile devices. Information was then transferred to web platforms for visualization and tracking.

Teizer et al. (2017) used mobile apps to allow workers to provide their feedback about installing construction elements and register their status back to the BIM model and a monitoring dashboard to the management personnel. The researchers developed a solution that integrates lean management principles to allow more efficient operations and safer environments on the construction site. Koseoglu and Nurtan-Gunes (2018) also used a cloud platform and mobile device to track users' feedback about project progress.

Other researchers have focused on understanding the synergy between BIM, data, and human support. For example, Niu et al. (2019) proposed that smart construction objects (SCOs), or construction objects with pre-determined networking characteristics might improve interoperability in the AEC industry, including addressing user interaction. Liu et al. (2016) instead, proposed that interoperability between web platforms and construction objects might be improved based on a smart construction cloud platform that addressed the AEC industry's needs.
and characteristics. At the same time, Calvetti et al. (2020) proposed a paradigm of a connected worker, worker 4.0, enabled by sensors and interaction devices.

2.6.2.2.3 Discussion of this Approach

This approach is related to approach B1 as it also includes systems that incorporate sensor data but differs in that web platforms and tools assist the custom-made processing tools in linking BIM, sensor data, and user interaction. Developments in this approach have provided solutions for multiple construction applications, such as equipment operations, progress monitoring, and health and safety. Reviewed studies using this approach have developed sensing solutions that provide feedback to workers and management, and systems that seek user interaction with BIM and sensor data. At the same time, these research works have proposed integration approaches that use web solutions. By using web platforms, their authors have created systems with interactions to multiple users, including construction workers and managers on the field and at the office.

The advantages of this approach are that because they use web-assisted integration methods, solutions are easier to develop, given that there is an established baseline to work with and build over. Using web platforms allows developers to include features that otherwise would be unfeasible to develop based on custom-built tools. Another benefit of this approach is that some web services have already incorporated more streamlined user interfaces while accessing these services through multiple devices. For example, web platforms by Autodesk® can be accessed from multiple devices including web, mobile app and desktop apps.

Drawbacks to this approach are that to use web platforms, the developed solutions have to be linked through APIs and data schemas that the web platforms can handle. Web platforms might restrict the developed solutions to the processes and outcomes that the web platforms allow. Lastly, by using web tools, the deployment of a given solution can be more widespread through the devices and services that have access to such web platforms, e.g., IoT platforms.

This approach is suitable for support solutions for workers but also support the operations of managers that affect workers activities. It is beneficial for applications in which interaction with the user is encouraged, or feedback about the sensing system capabilities is possible through visual modality. In addition, this approach enables coordinated feedback for construction and managers, thus creating collaborative environments in construction that stimulate productivity and health and safety improvements.
2.7 Reviewed Articles outside the scope of this study

The scope of this article was defined as the integration methods between BIM and humans to be used by construction workers and managers during the construction phase of projects. Therefore, articles not fitting into this scope were reviewed but not included in this study's approaches definitions. Nevertheless, these articles are summarized in this section to clarify the reasons why they were omitted from the definition of the approaches.

2.7.1 Reviewed Articles Not Focused on the Construction Phase

Multiple reviewed articles integrated BIM and humans for worker support, but they did not focus on the construction phase as defined in the scope of this article. Several of these articles were addressed towards the design phase (Boechat and Corrêa 2021), facility management (Ensafi et al. 2021; Vivi et al. 2019), or building operations (Chen et al. 2021; Dave et al. 2018; Pasini et al. 2016). As a result, these articles were not considered for the definitions of the approaches for integration methods.

2.7.2 Reviewed Articles Not Integrating BIM

Other reviewed articles integrated humans to support systems for workers, but they did not link BIM information. Some of these articles discussed systems that communicate with sensors and transfer that information to workers for compaction work zone safety and equipment operations (Kanan et al. 2018; Seo et al. 2015) or applications to obtain health and safety feedback from sensors (Akanmu et al. 2020; Hasanzadeh et al. 2020). As a result, these articles were not considered for the definitions of the approaches for integration methods.

2.8 Discussion

This article established the current status of systems that integrate BIM and workers for productivity support during the construction phase of project development. Multiple applications are benefited of this integration including knowledge management, safety, progress monitoring, and others. To this end, the relevant literature works were identified, vetted, reviewed, analyzed, and categorized into five integration approaches. This section discusses this study’s developments and findings and their implications for the theories and practices in this area of research.
2.8.1 Integration Approaches

Section 2.6 is the outcome of the literature review, analysis, and categorization of BIM and worker integration approaches for productivity support. In total, 38 articles were included to define the integration approaches. Two main system types were identified from this classification based on the scope of the scientific contributions in these articles. These are further explained as follows:

- The first trend in system development is focused on Knowledge Retrieval CPS Systems. Two approaches are included in this research trend.
  - Approach A1 outlines developments in knowledge retrieval from BIM sources and construction documents for workers and managers based on text-based queries. The integration methods included in this approach have mainly focused on developing knowledge extraction algorithms and have provided user interaction as a secondary outcome. As a result, most are designed for text-based queries through mobile apps, desktop applications, or web front ends. This is a limitation of this approach, as some workers cannot make text-based queries because of the nature of their activities, health and safety concerns, or environment. Still, the developments made under this approach have clear benefits for managers' access to knowledge, and the approach has great potential to further support workers and managers based on solving system interaction methods with the worker in the field.
  - Approach A2 includes enhanced developments in knowledge extraction that provide an adequate interaction with the user based on voice. The integration approaches of the reviewed articles fit this category based on the voice modality's knowledge extraction. The relevance of this approach is that enabling voice interaction for BIM and humans can potentially support construction workers' activities in the field without disruptions of their activities.
  - Approach A3 includes developments focused on providing feedback to users from BIM sources through visual and multimodal modalities. Most of the reviewed articles in this area visualize BIM models for workers and managers through user interactions such as mobile AR applications, screens, and software UIs. The integration methods collected under this approach have primarily used game engines to visualize the BIM models. Algorithms have also been used to change aspects of the visualized 3D models. In
addition, multiple reviewed studies have presented interactions by scanning physical objects to trigger BIM visualization through mobile apps.

- The second trend in system development is focused on CPS systems that provide activity monitoring and context aware feedback to workers based on BIM and sensor data. Three approaches are included in this research trend.
  - Approach B1 relates to developments that provide feedback to workers or managers, and integrate sensor data, thus enabling bi-directional system integration. Integration methods used in this approach have included custom-built tools, functions, or algorithms that perform data fusion through data and process schemas. Game engines have also been used to develop visualizations, apps, and web front ends. As a result of integrating BIM, sensor data, and users, systems in this approach have primarily focused on developed sensing solutions and provided feedback to workers and managers as a by-product of the developed solution.
  - Approach B2 is similar to B1, as it also integrates BIM, sensor data, and workers to enable sensor data integration. However, it differs from B1 in that the integration method is supported by a type of web platform or tool that is essential for the developed solution. By using web platforms, developments in this approach can provide interactions to multiple users simultaneously based on web platforms.

2.8.2 Cyber-Physical Systems

The reviewed articles in these studies support efforts for digital transformation in the AEC industry based on system developments that adds workers in the loop of virtual and physical construction elements. Most of the approaches in this study only cover the cyber-to-physical CPS direction, as they only connect BIM sources to workers. These developments can potentially be used with other systems that developed the physical-to-cyber direction, thus closing the loop of CPS bidirectionality. Clear identification of the system elements and processes to enable degrees of unidirectionality or bidirectionality needs further research.

2.8.3 System Interaction with workers and managers

The studies reviewed in this article have enabled multiple types of interaction with workers and managers for productivity support. Interactions with users have included those with mobile devices, achieved by utilizing mobile apps, screens or projectors, voice, and combinations of these
modalities. Interactions with managers have included those with dashboards that provide visual support and user interactivity. Managers have also been able to interact through mobile apps, and text-based interactions have been common for knowledge extraction. Other interaction methodologies addressed to workers or managers have included AR for scanning objects from physical construction 2D drawings or objects.

The human factors for effective interaction of systems with workers are also an area of concern for the researchers whose work is reviewed here. For example, the effectiveness of using touch interfaces in mobile apps was disputed by Yang et al. (2016), and was considered not accurate enough for mapping applications. When considering AR interactions, developing an effective user interaction is also critical for effective system interaction with the user and with physical objects (Lin et al. 2015; Linares-Garcia et al. 2022). Nevertheless, the consideration of these human factors embedded into the system design is being proposed by researchers (Calvetti et al. 2020; Rahimi Movassagh et al. 2021).

2.9 Future Research Directions

The previous sections provided a synthesis of the literature on BIM and human CPS integration methods for the development phase of construction projects. This section provides potential research directions based on the reviewed articles.

2.9.1 Human Factors and System Interactions

The reviewed articles presented multiple alternatives for interaction considering devices and different user interactions. Recently, mobile devices, including smartphones and tablets, have been commonly used to read and get information from projects. Mobile devices have also been used to enable AR interactions through their screens. This type of interaction has been based on using a device’s camera to scan paper drawings and 3D objects and show the user superimposed 3D models through the smartphone screen. However, further research in this area is needed to enable interactions in other contexts, such as interactions with or between visually constrained construction workers and managers.

In the latest years, other devices have been explored as ways to support BIM-human cooperation, including AR head-mounted display (HMD) devices. However, using these devices in dynamic environments such as construction sites is challenging because usability and safety issues arise
from workers involved in construction activities using AR HMD devices. As a result, a future research direction is to identify appropriate AR user experiences for users on the construction site. For example, research by Linares Garcia et al. (2021) proposed user interfaces for workers for dynamic environments that include manufacturing, but these proposed interfaces can also be translated into construction applications.

Wearables also have the potential for future BIM interactions with the user. Some literature examples were identified during the article selection process but were omitted because they did not integrate BIM sources. However, this area of future research can be considered for future BIM-human interactions. For example, Roofigari-Esfahan et al. (2021) developed a smart vest for integrating work zones and construction workers. This research direction presents challenges such as user interaction and device development but can significantly support the productivity of construction workers.

2.9.2 Voice Interaction with Construction Workers

Approach A2 presented voice systems to interact with BIM, e.g., Shin and Issa Raja (2021). However, this system was adequate only for managers to retrieve knowledge from BIM sources. Voice interaction with construction workers has significant potential to enable workers to access BIM information in visually limited construction activities and environments, but researchers need to evaluate the related performance benefits for and cognitive effects on construction workers. Proposed solutions tend to assume English-speaking origins, but construction sites may include workers for whom English is not their first language. As a result, another aspect to consider in voice interaction for workers is the language barriers of such system. Therefore, research in this direction also needs to evaluate the effect of different levels of English proficiency on voice systems.

2.9.3 Knowledge Management

Knowledge in the construction industry involves different levels of human perception. Knowledge can be provided as documents, phrases, or words with a particular meaning. Therefore, it is important to provide the appropriate level of knowledge to humans for BIM-human systems to be developed. For example, when providing knowledge through voice to workers in the field, the worker might want to receive instructions about work processes instead of technical information.
This kind of knowledge, referred to as semantic knowledge, needs to be better understood in the context of work activities for the workers to benefit from such interactions and allow productivity improvements. Otherwise, the proposed systems risk becoming disruptive. Therefore, this is an important area of future research.

2.9.4 Web Interoperability

Approach B2 included approaches integrating BIM, humans, and sensor data using web tools and platforms. Web tools include cloud computing, cloud storage, web services, and platforms that have been integrated with construction systems. In our review, it was also common that other approaches included web platforms to show information to users as the front ends of user interaction. Therefore, the role of the web in the CPS processes cannot be neglected, and it will continue to be an area of research development, especially given the interoperability of processes and data fusion. Other researchers have already made inroads in this area by proposing data schemas and processes, e.g., Afsari et al. (2017) and Afsari et al. (2017).

2.9.5 Definition of the characteristics of CPS in the AEC industry

CPS needs to be better in the AEC industry based on a taxonomy identifying its characteristics and relationships. Any development in this area needs to clarify the different terms, processes, and ontologies for CPS in the AEC industry. Research in this direction also needs to consider the integration of CPS in the AEC industry with systems in other industries and contexts (Griffor et al. 2017). By developing such taxonomy, academia and industry can define a common direction for CPS interoperability, processes, and applications for the future.

2.10 Conclusions

This study presents an in-depth review of the integration approaches between BIM and workers in the AEC industry for productivity support. The scope was defined to consider developments specifically for the construction phase of project development and includes developments that target managers as system users as their work indirectly affects workers' productivity. In total, 83 articles were reviewed, but 38 were considered to develop the integration approaches. This in-depth review further contributes to the body of knowledge in this research direction and sheds light on the integration status of BIM and workers, as well as the limitations and challenges ahead. The
objectives of this study were to identify system types, analyze integration approaches and provide future research directions.

The combination of the integration approaches to advance the development and interoperability of systems in the AEC industry was also encountered in the course of this study. Type B systems provide a more complex interaction with sensors to enable activity monitoring and context-aware feedback to the worker to support productivity improvements. System interaction with the user was multimodal. The knowledge retrieval systems present for type A systems were focused on developments that retrieved data from BIM sources and then provided it to the user through text-based queries, voice queries, and multimodal modalities. The integration approaches included custom tools, algorithms, data and process schemas, game engines, web platforms, and combinations. The interactions between BIM, workers and managers were enabled through multiple devices such as screens, mobile devices, AR devices, the web, and modalities that included vision, voice, touch, or a combination.

Finally, the third study objective was to define future research directions for BIM-human CPS for worker support. In this regard, five prominent research directions were identified: human factors and system interaction, voice interaction with construction workers, knowledge management, web interoperability, and the definition of the characteristics of CPS in the AEC industry.

As presented in this article, the AEC industry seeks to address systems to incorporate humans in the loop of productivity systems. This is an industry need based on its lack of productivity and labor shortage. However, much work needs to be done in this research direction to define baselines that integrate humans into current and future CPS in the AEC industry. Furthermore, considering the human factors in the system, the development would provide better holistic approaches to incorporate humans in construction systems more seamlessly.
CHAPTER 3. DESIGN AND ASSESSMENT OF VOICE-BASED INTELLIGENT VIRTUAL AGENTS (VIVA) TO SUPPORT CONSTRUCTION WORKER PRODUCTIVITY

3.1 Abstract

The Architecture, Engineering, and Construction (AEC) industry in the United States faces a scarcity of skilled labor workers. Previous efforts in academia and industry have investigated various approaches to improve worker productivity. Voice-based systems present opportunities to improve worker productivity, but their usability and applicability in unstructured and noisy occupational settings such as those inherent in construction projects have not been explored. This study develops a prototype Voice-based Intelligent Virtual Agent (VIVA) and evaluates its impact on construction worker productivity. A usability study was conducted involving 20 students to evaluate VIVA’s support on workers’ performance and cognitive workload. The results corroborated performance gains with VIVA. Results from workload demonstrate that intervention through voice assistance does not impose a cognitive burden on workers. The proposed solution provides a novel use of voice-based agents, in a dynamic and noisy occupational setting, compared to the conventional use of voice assistants in stationary or structured settings.

3.2 Introduction

The Architecture, Engineering, and Construction (AEC) industry in the United States is currently facing a critical shortage of skilled labor shortages (EHS Today Staff 2021; Karimi et al. 2018; World Economic Forum and The Boston Consulting Group 2016). However, the nation’s aging infrastructure and increasing housing demand, in addition to the projected economic growth for the industry, mandates the industry to hire more people, almost 61,000 per month, requiring access to more qualified workers (Kim et al. 2020). Such skilled labor shortage is one of the main
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contributors causing project cost overruns and schedule delays (Gomar et al. 2002). In the absence of skilled workers, the industry has to hire new novice and low-experienced workers to address the demand. Novice/low-experienced laborers tend to have low productivity, needing more time to complete the project, and consequently leading to delays in the construction schedule (Allmon et al. 2000). Given the significant role of laborers in overall construction productivity, hiring low-skilled workers can aggravate the current descending state of productivity gains in construction (Nasirzadeh and Nojedehi 2013).

Therefore, there is a need to build the next generation of skilled workers in construction to address industry’s current worker shortage and the resulting productivity shortfalls. Developing methods to support worker productivity has been investigated in previous research efforts. Previous efforts made use of different technologies/methods, e.g., wearables (Ahn Changbum et al. 2019), cyber-physical systems (CPS) (Anumba et al. 2020), knowledge management (KM) (Constantinescu 2009; Elghamrawy and Boukamp 2010), environmental sensing (Kiani et al. 2014), individually or in tandem, towards augmenting construction workers (Calvetti et al. 2020).

Voice-based support is a viable solution to improve productivity of construction workers at all skill levels, as it is intuitive and works well with construction environments. In addition, most commercial voice interaction devices possess noise-canceling capabilities, another strength of using these devices for construction environments. Voice can be especially useful in providing digital instructional/informing knowledge (Kondratova 2003) to workers while at work without causing disruption in their on-going activity. Despite voice assistants’ widespread use at home and various occupational settings, its benefits to improve worker productivity in construction have not been investigated. As such, for the voice-based methods to be effective in supporting construction worker productivity, there is a need to define the stepping stones for its implementation in the industry. This will include establishing a clear pathway for its development based on the construction work environment’s requirements/barriers, measuring its performance and evaluating its impact on workers’ perceived workload, among others. This paper aims to contribute to achieving this goal and add to the current body of knowledge through taking the first steps towards quantifying and analyzing the effects of voice-based support on the productivity of construction workers. To this end, a prototype Voice-based Intelligent Virtual Agent (VIVA) was developed. VIVA aims to support worker productivity through providing ad-hoc semantic knowledge, the
specific task/context-related knowledge that is pre-processed to be understandable by workers, when they need it.

To this end, this article first provides an in-depth review of voice-based support systems in different industries from the perspectives of design, development, and assessment. The effectiveness of semantic knowledge provided through VIVA is evaluated through a usability study and collecting subjective feedback from participants.

The results seek to deepen the understanding of how construction productivity can benefit from applications of voice-based systems, and evaluate their effectiveness for onsite worker productivity support. It also seeks to elucidate the users’, i.e., workers’, experience while receiving support during onsite task performance. Finally, it further contributes to widening the application and development of voice-based systems from stationary settings to highly noisy and dynamic settings.

3.3 Background

3.3.1 Factors Impacting Construction Worker Productivity

Construction worker productivity is affected by multiple factors that determine their work outcomes and safety behaviors. These factors include mental, physical, environmental, experiential, technological, and social factors, each of which impacting the workers differently. The multitude of involved factors complicates the understanding and addressing of productivity issues. Previous research has focused on studying these factors individually or jointly, and providing different insights on improving construction productivity.

Rodriguez et al. (2020) highlight that non-physical factors such as perceptual, cognitive, psycho-motor, and social factors coupled with physical demands significantly affect construction worker productivity. Rodriguez et al. (2020) also concluded that non-physical factors, especially increased cognitive demands, are being exacerbated by current efforts towards increasing industry digitization.

The worker’s aptitude to do the job at hand was studied by Johari and Neeraj Jha (2020). Their study described aptitude as the ability to perform a certain job or task in terms of physical and mental demand. This study describes that physical aptitude plays a more important role in construction worker productivity than mental aptitude; meaning the productivity of the workers
lacking physical traits adequate for the completion of their job, such as manual dexterity, eye coordination, and physical response, is more negatively impacted than mental aptitudes, such as intelligence, numerical skills, communication skills or perception.

Ha et al. (2020) studied workers’ experience and identified a direct linear relationship between worker productivity and years of experience until their productivity becomes constant at 12 years of experiences. More importantly, Ha et al. (2020) highlighted that a baseline worker productivity is reached until workers’ experience reaches seven years. This study highlighted how essential it is to support inexperienced workers’ productivity which accounts for a considerable period of maturing worker productivity.

Johari and Neeraj Jha also proposed that motivation is another factor that affects productivity and should not be neglected in improving construction worker productivity (Johari and Jha Kumar 2020). Similarly, Rouhanizadeh and Kermanshachi (2021) posited that an inverse relationship exists between workers productivity and their emotional health. Lastly, the Covid-19 pandemic has been recognized as an important cause, affecting workers’ welfare (Pamidimukkala and Kermanshachi 2021) and negatively impacting their productivity. Other factors included workers’ perception of health and safety practices at the job site. Hashiguchi et al. (2020) examined these factors and identified a varying degree of health perceptions among construction workers depending on age. According to their study, by addressing workers’ safety misperception, their productivity can increase. Prioritizing these competing factors introduces a challenge to construction industry stakeholders. Consequently, researchers have also proposed methodologies such as fuzzy decision-making and mapping, to prioritize productivity factors (Kazerooni et al. 2021). All these factors make addressing productivity issue a complex task. Therefore, the current study focuses on assessing voice-based task assistance, as a method to minimize the negative effects of some of the previously mentioned factors on workers productivity and support the productivity of inexperienced workers.

### 3.3.2 Construction Worker Support

Providing support to construction workers is investigated for multiple purposes, including productivity (Yeh et al. 2012), health and safety (Park and Cho 2018), efficient communication (Alsaouri and Ayer 2019), training (Akanmu et al. 2020), and operation management (Teizer et al. 2017). Numerous approaches were proposed to support workers, categorized here as passive
and active methods. Passive methods provide industry best practices, while active methods provide interventions to change the working dynamics or workers’ perceptions during work activities.

Workers’ tendency to take safety risks in construction activities jeopardizes productivity gains. Hashiguchi et al. (2020) demonstrated that improving workers’ health and safety perception positively impacts their productivity. Because of this, health and safety support for workers is of high priority and has received significant attention in previous research. Hasanzadeh et al. (2020) investigated risk-taking behaviors of construction workers and recommended interventions to avoid safety hazards and injuries (Hasanzadeh et al. 2020). Active worker support has also been explored using wearables, including exoskeletons. The use of exoskeletons can potentially support workers by providing physical support during repetitive or heavy lifting activities that might provoke short or long term health issues/injuries for workers (Okpala et al. 2022), which affect their productivity and the project productivity.

Worker support through providing contextual understanding and knowledge delivery is another area of significant interest in previous research works. In this area, Augmented and Virtual Reality (AR/VR) interventions have been explored to present information and augment the user’s context understanding. These interventions used multiple types of AR/VR devices such as Head-Mounted Displays (HMDs) (Ensafi et al. 2021), and smartphones and tablets (Alsafouri and Ayer 2019), and wearables such as smart watches (Lee et al. 2017) to provide workers with contextual information. Effective and safe use of these devices in construction requires a better understanding of the interaction between user and the provided intervention including the device, information, and interface. As such, researchers have focused on developing system concepts and user interfaces, and evaluating their impact on workers’ performance (Kim et al. 2020; Linares Garcia et al. 2021; Yang et al. 2019). Knowledge transfer through intervened training was also investigated to improve construction productivity. AR has been used for teleoperations, and off-site and on-site support (Li et al. 2018), knowledge transfer for worker support (Sappelli 2016), and access to project information and Building Information Modelling (BIM) databases (Brathen and Moum 2016). BIM has been used together with AR to provide information to workers (Schweigkofler et al. 2018), support human-robot collaboration (Liu and Wang 2017), and improving project operations (Shan et al. 2012; Teo 2016).
Although these worker support strategies can increase worker productivity, they may be limited in practice, when implemented in everchanging and hazardous construction environments. In addition, most current interventions require tailored training to prepare the workers to use the technology, especially for less tech savvy workers. As such, a readily implementable worker support system should take into account the combination of workers’ limitations, nature of construction activities and environmental constraints. Based on this, voice-based worker support has the following advantages over current interventions: it needs less training due to its intuitive application; and it does not block workers’ field of view or disrupt worker’s task. These characteristics make voice-based agents a viable, readily implementable intervention to support construction workers with their tasks.

3.3.3 Knowledge delivery impact on worker productivity

The effective creation, interpretation, delivery, and manipulation of knowledge as easily and readily interpretable information is described as knowledge management (KM) (Guodong et al. 2018); however, it is an aspect often neglected about productivity. Timely knowledge management is essential for keeping productivity goals and increasing the productivity of resources. It can inform what needs to be done, when to do it, what dimensions and quantities of resources to use, or what amount of work should be completed.

In the past, explicit knowledge was delivered through blueprints, written instructions, memos, or in-person communication. However, research shows that delivering knowledge to specific resources is more complex or has been done inefficiently in the AEC industry (Calvetti et al. 2020). Direct knowledge delivery to end-users, e.g., workers, when improperly implemented, can cause additional burden and inefficiencies. Providing contextual information to construction workers during performing their tasks is more challenging (Solis et al. 2015) due to multitude of personal, activity and environment factors. First, workers’ cognitive abilities are limited and used primarily to perform the task at-hand. As a result, the information should be provided in a way not adding cognitive burden on them. Second, the intervention provided for information retrieval should not distract workers, thereby exposing them to safety hazards. Finally, the dynamics of the surrounding environment should be taken into account. Recently, placing information booths on the job site has been used to deliver direct knowledge to workers (Ruwanpura et al. 2012). In such approaches, the workers search through multiple documents, i.e., digital assets, to find the information they
need, which might be time-consuming. Consequently, all the workers required to access information need to be trained to be able to use digital construction resources, e.g., BIM platforms and devices. Besides, the workers will have to stop their activity to move to a specific location to use the device to access digital construction resources (Brathen and Moun 2016). This highlights how challenging KM is and why knowledge delivery alternatives need to be analyzed to ensure effective information delivery. Given the complexity of knowledge management, ontologies (Anumba et al. 2008), architectures (Fang et al. 2018), and technological approaches (Demian et al. 2015; Gürdür et al. 2018; Lin et al. 2016; Linares et al. 2019) have been explored. Industry solutions have incorporated Knowledge Management Systems (KMS) that integrate information from multiple sources and visualize it through mobile and web applications (e.g., Autodesk solutions and Procore). However, these solutions focused on offering non-semantic file-sharing platforms, allowing users to access digital project resources when requested, but neither proactively nor semantically. In other words, users will not be able to easily understand and use the information available in these platforms while simultaneously performing their tasks. This non-proactive approach to information delivery is therefore of no use for hands-on resources such as trade workers that do not have the computational tools or training to retrieve knowledge from the files distributed by KMS. As a result, other means to provide knowledge to workers while doing their work activities are needed. The current study investigates voice assistants as a viable solution to address this KM gap and develops a platform to transfer semantic knowledge to workers while performing their activities.

### 3.3.4 Voice-Based Support System in Other Domains

Voice-based systems have been used in other domains to support humans in multiple environments, such as home and workplace, and for different purposes, such as cognitive support, device control, and enabling access to information.

Voice-support systems are being used nowadays to retrieve information about the environment, personal user information, from different sources, including internet. This has been enabled through commercial systems, including Amazon Alexa, Google Assistant, Apple Siri, and others (Jimenez et al. 2021). Other uses of voice-based systems include device control in smart homes/spaces to increase user comfort. In these applications, the user interacts with a voice interaction device to actuates an action in other device that the user (Chan and Shum 2018).
Voice-based systems have also been explored to be enhanced workspaces. With the increasing popularity of unconventional workplaces that are being held at home or even in vehicles, voice-based systems have also been designed to support these spaces (Chan and Shum 2018; Lee and Jeon 2022). These systems are intended to be used by any users and provide information to users through smartphones and other devices specially designed for user interactions through voice, e.g., smart speakers.

In the future, voice-based systems are envisioned to support elderly and people with disabilities for basic daily activities such as washing hands or using the toilet (Salai et al. 2021). These are also being explored to affect energy behaviors of users in buildings and homes (He et al. 2022).

In light of developments and applications in the domains presented, voice-based support systems are proved to increase human capabilities, including cognitive capabilities, and provide facilitated access to information from multiple sources. Therefore, this study explores the possibilities and challenges of using voice assistants in a more dynamic environment, i.e., construction sites, and seeks to identify the opportunities for supporting construction worker productivity.

### 3.3.5 Voice-Based Worker Support Systems

Previous research works that explored voice-based solutions in different industry settings concluded that these solutions can reduce cognitive workload and consequently increase performance during work activities (Brachten et al. 2020). However, the drawbacks of voice-based solutions in domain-specific applications were identified as domain knowledge extraction and correct identification of users’ utterances (Shalaby et al. 2020).

Despite its benefits, the full potential of voice-based systems to provide proactive worker support in construction, has not been realized. Recent research explored tailored voice agents for the construction industry from the ground up (Sangyun 2020; Shin and Issa Raja 2021), considering an algorithmic approach. In a previous work, the authors investigated the human factors relevant to workers using voice-based support on the job site and developed a framework for bringing construction knowledge to workers (Rahimi Movassagh et al. 2021).

In a similar direction, other approaches investigated interoperability methods between construction sources and IoT platforms (Ghosh et al. 2021). Tang et al. (2019) also proposed multiple methodologies to address BIM and IoT interoperability to provide researchers with interoperable
heuristics for the future development of IoT systems. These approaches focused on the required infrastructure for any worker support system, and shed light on the requirements and barriers of developing IoT-based infrastructure for designing pro-active worker support systems. This research takes benefit from the existing higher-level research and develops a specific intervention to address the identified gap.

3.4 Research Methodology

From the literature review, it was identified that construction workers need user-centric approaches to receive proactive information while performing their activities. Therefore, the present study aims to explore the benefits of voice-based support systems to address this need. The main objective of this study is to develop a prototype platform for voice-based worker support and evaluate its impact on the performance of construction workers through a usability study. A simulated steel connection activity was designed as steelwork represents a critical trade whose productivity and safety are a vital contributor to construction projects [60]. A voice-based information delivery framework was developed to provide instruction during assembly tasks.

Multiple research methods were integrated to develop and evaluate a Voice-based Intelligent Virtual Agent (VIVA) framework to enable proactive knowledge delivery to construction workers (See Figure 3.1). The developed voice-based system was evaluated for its effectiveness and implications on workers' performance and cognitive workload. The effectiveness of the developed platform on performance and cognitive load of the users was tested and compared to a traditional paper-based information retrieval baseline.

The study was initiated by conducting a contextual inquiry visit to identify the context and needs of the stakeholders. To this end, the research team visited an under-construction project on Virginia
Tech’s Campus and collected practical insights through observations and communications with project managers and steel workers. The information gathered during the contextual inquiry was used as the foundation to develop VIVA and the system was further evaluated through a usability study involving students with little to no experience in construction. This group was selected to eliminate the preference and performance bias caused by experience. Subsequently, the data gathered were analyzed to compare and find statistical significance. Finally, results were reviewed, and conclusions were given.

### 3.4.1 Contextual Inquiry

A contextual inquiry is a means to obtain users' feedback about a particular phenomenon through an observation and verbal feedback at the location of the phenomenon (Hartson and Pyla 2012). In order to incorporate users' experience and knowledge related to the steelwork in the
development of the VIVA, a contextual inquiry was conducted. Gilbert Street Mixed-Use Complex project on Virginia Tech Campus was selected and was visited during its steel erection operations. The coordinated visit allowed us to observe the worksite and workers during steel erection of building structure and talk with stakeholders. Project engineers were asked about the process they follow to coordinate work with steelworkers. The following insights were gathered during the contextual inquiry:

Steel erection work is considered one of the most hazardous jobs in building construction sites, so safety precautions during these activities are critical.

- During the steel erection process, multiple roles are involved in providing steelworkers with the information they need. These roles include supervisors who directly have audio communication through radio with the workers on site. They are not necessarily located where the steel erection is conducted and observe the process from afar. Another role is the spotter, who is constantly tracking the location of the steel elements being transported by the crane to assure clearances. The spotter coordinates with steelworkers, supervisors, and the crane operator and notifies them about deviations from the intended erection plan. Finally, the crane operator is another actor in the steel erection process.

- Regarding steelworkers' safety considerations, workers are encouraged to avoid distractions at all times. Visual distraction cues are especially considered dangerous. The only way to ask/receive information is through radio communication or stopping their activity and going to a safer location where the information they need is available.

- The steel erection team, which includes the labor workers, the site superintendent, and the project engineer from the subcontractor, has a pre-task meeting where workers can review the information about the tasks they will do during a certain period. After that, workers will rely on memory and understanding of the instructions and knowledge acquired in the erection team meeting.

The mentioned insights obtained from the contextual inquiry were taken into account in our system development and usability study to address the actual conditions governing construction sites. In the usability study in particular, the following features were included to ensure realistic simulation of actual processes:
• Although collaborative crane operations processes for steel erection involves more than one worker’s activity, this study focuses on the steelworkers’ efforts to complete the steel assembly as a part of the whole process. The information needs of the rest of the involved workers in process of crane operations are not within the scope of this article.

• Two adequately similar steel connection assemblies were designed, and 3D printed to enable each participant to complete the task both based on paper and voice instructions. See Figure 3.2.

• The baseline uses a paper-based scenario including construction blueprints to address the on-site condition where workers have to retrieve information from paper drawings in a different location than the work location i.e., construction trailer. At the blueprints’ station that was located 15 ft apart from the work station, the participants had to look at and understand the paper drawings and go back to the work station to complete the assembly. In the usability study, we provided unlimited opportunities to the participants to go back and forth between the blueprints’ locations and the work location, i.e., where assembly job is performed. This allowed fair comparison with the voice-based scenario where participants could ask VIVA unlimited questions. The experimental procedures for both scenarios are described in detail in section 3.4.3.4.

• The voice-based scenario uses conversation between workers and the database without causing distraction or stopping the undergoing activity. This case is similar to the current onsite practices where the workers verbally ask their supervisor the updated information about their task through radio.

<table>
<thead>
<tr>
<th>Assembly 1: Column</th>
<th>Assembly 2: Roof</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blueprints</td>
<td>3D Model</td>
</tr>
<tr>
<td><img src="image1.png" alt="Blueprints Image" /></td>
<td><img src="image2.png" alt="3D Model Image" /></td>
</tr>
<tr>
<td><img src="image3.png" alt="3D Printed Assembly" /></td>
<td><img src="image4.png" alt="3D Printed Assembly" /></td>
</tr>
</tbody>
</table>

Figure 3.2. Experimental Assemblies
• In both scenarios, the participants were given the option to ask the research team to intervene and answer questions, or the team intervened when observing a problem. The number of required interventions were recorded for both scenarios to enable comparison.

3.4.2 Voice-based Intelligent Virtual Agent (VIVA) System Development

VIVA worker support system was developed to investigate how providing prompt semantic information through voice-based interaction can impact worker productivity. Figure 3.3 presents the system development. The system was developed based on Google Actions, an IoT platform for voice agents, and available voice assistants, i.e., Google Nest Smart Speaker, with embedded Natural Language Processing (NLP). An app was developed to enable interaction between the user and the information hub. The app works with a Google Nest smart speaker that was used as the interaction device to receive user inquiries and provide responses. The system shown in Figure 3.3 was built based on three integrated layers to enable effective voice interaction with the user.

The first layer is the information hub. This layer presents a manually developed repository of essential information relative to the instructional information needed to conduct the assigned activity, i.e., complete the given assembly in this case. Two primary sources of information were developed in this system layer, expected questions and semantic knowledge.

I. **Expected user questions** have the following data features:
The questions that participants were expected to ask were identified thoroughly, taking into account language usage variations that users might use to refer to each step in the assembly process. For example, participants used multiple verbs to refer to how to bring together assembly pieces, including join, put together, connect to, etc. By providing these training questions to the NLP algorithms, VIVA can understand users' questions about steps without needing fixed keywords or sentence structure after the app has been called.

All the assembly parts had a paper tag with a unique ID used as the part reference in the system. The tag was used as an identifier that the participants could refer to when asking for instructions. VIVA also used part tag IDs as a reference to guide users on what specific parts are used in the instructions.

The context was embedded into the users’ questions by asking them to refer to the previous step in the assembly process as explained in the examples below. This was used to address the limitation of the NLP in the Google Actions platform, as other alternatives such as step numbers and ordinals did not provide enough differentiation among steps to identify each step correctly, and the system could get confused between steps, providing incorrect instructions. To this end, phrases that include context were added to the expected user questions, such as “after joining pieces PS-3 and B-8”. For example, participants needed to say what assembly parts they previously joined or where they picked the last pieces of materials to receive information about the following steps. Users were asked to use the assembly pieces’ tag IDs or location of items in previous steps as part of the context addition. However, this embedded context information was not fixed, and users were encouraged to add as much information as possible.

For example, the first step of the column assembly asked the participants to get tools from a red container at the entrance door. Therefore, examples of expected questions by the user with embedded context would be a phrase such as: “After getting the tools, what would be the next step?”, “Once I get items from the red container, what should I do next?” or “I got the stuff located at the entrance. What do I do now?”.

As another example, step 5 of the roof assembly was to connect assembly pieces PS-3 and B-8. Therefore, the expected user’s questions for step 6 would be: “After connecting PS-3 and B-8, what should I do next?” or “B-8 and PS-3 are now joined. What follows?”.

These examples highlight that the embedded context in the user’s responses were not fixed to key phrases or specific sentence structures. Still, some information, such as the assembly pieces’
tag ID, would naturally be expected by the VIVA app to recognize the context embedded into the questions and provide the correct instructions.

- For the first step, the participants can ask “What is the first step?” or “What do I need to do first?” or other variations of these phrases.

II. **Semantic knowledge** in the information hub has the following data features:

- Semantic knowledge in the context of this research refers to the translation of knowledge contained in the blueprints and other relevant information sources to the instructions provided to the worker through voice. Semantic knowledge also includes other knowledge needed for completing the assembly steps, such as the location of assembly objects and tools used. Creating the semantic knowledge and the translation of assembly information to voice instructions was a part of the scope of this research. However, the scope at this point was limited to the translating the information required for the assembly completion. Translation of more complex information is an area of future work.

- The assembly steps were devised from the logical assembly process for each of the two steel-connection assemblies. Both assemblies involved seven assembly steps to be completed.

- The assembly step contents varied in complexity, but they tended to be simpler at the beginning of the assembly and gradually becoming more complex towards the end. This pattern was the same for the two assemblies used in the experiment. These steps helped participants to identify assembly parts, gather material, and then provided stepwise instructions to complete the assemblies. For example, the following is the first step for the column assembly used in the experiment: “First, you need to get the tools. These are located in the Red Container near the entrance door.” While the following is the last step in the roof assembly as used in the experiment: “With the leg of the angle PB-7 looking down, first connect PB-7 to the beam B-8 with one bolt of 5/8-inch diameter. The head of this bolt should be on the PB-7 side. Then, put a washer only on the nut side and do not tighten this bolt completely. Then, connect PB-7 and P-2 with one bolt of 5/8 diameter. The head of the bolt should be on PB-7 side and put a washer only on the nut side. Then tighten both bolts completely. This is the last step.”

- Other relevant information was included in the voice instructions to provide additional support to the user verbally, given the lack of visual support. For example, some steps required identifying what side of the pieces needed to be connected; for these steps, the instructions added phrases like: “The head of the bolts goes on the PS-3 side”.
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The second system layer is the communication layer. This communication layer was developed entirely in the web version of the Google Actions platform, and was used as a middleware program between the user and the information hub. As the first step towards enabling the interaction, the system needs to understand user questions. The following processes were used to enable this step:

- The communication hub made use of Natural Language Processing (NLP) algorithms embedded in the Google Actions platform. The algorithms were trained using the information relative to contextual steps as well as language usage variations, and conversation flow, to enable correct interpretation of user questions. The training phrases were obtained from the information hub.
- Wake words are phrases used to activate the smart speaker and start interaction with the user. Because two versions of the system were used, one for each assembly, two different wake words were used. For the column assembly, the wake words are:” Hey Google. Call the Assistant” or variations of this phrase. For the roof assembly, the wake words are: “Hey Google. Call the Instructor” or variations of this phrase. These keywords are two consecutive phrases that activate two processes in the Google Actions platform within VIVA. The “Hey Google” phrase, called the Google Actions Platform, and the “Call the Assistant” or the “Call the instructor” phrases, depending on the assembly, called the developed app.
- The conversation scenes are the central conversation layout for the Google Actions platform. It expects questions from the user and provides responses. For example, the main scene used in VIVA is when the smart speaker asks the participant “How can I help?”, and then the voice app is expecting a question that, completely or partly, matches the phrases in the database. The second component of the communication hub, i.e., System Support Responses (SSR), embeds the following processes:
  - The communication hub connects to the information hub to retrieve the instructions developed for each step.
  - The SSR looks for and provides contextual information related to the assembly steps in no particular order. Therefore, participants are not constrained to a specific order of steps, and they could go back and forth between steps if they provided the proper context in their questions.
  - It provides additional assembly tips as needed to facilitate user understanding through including other relevant information that makes the assembly completion process more efficient.
The third system layer is the interaction hub. This layer establishes direct communication between the user and the smart speaker and serves as the gate to the voice-based support system.

3.4.3 Usability Study

A quantitative usability study was designed and conducted to evaluate the effectiveness of VIVA in improving worker productivity as compared to the baseline method used traditionally in construction sites. The experiment has a within-subject experiment design where the participants conducted both methods to enable them to provide a comparison of both methods. The baseline method used 2D paper drawings with multiple assembly views. The experiment aimed to identify the potential productivity gains when using VIVA compared to the baseline. The productivity gains were evaluated in terms of performance changes and cognitive workload. Achieved performance was quantified using task completion times, number of errors made while completing assembly tasks, and number of required interventions during the assembly tasks. The NASA-TLX questionnaire was conducted after each assembly to evaluate changes in the participants’ perceived workload after completing each assembly task.

3.4.3.1 Participants

A total of twenty students participated in the experiment (16 males, 4 females). Fourteen participants were between the ages of 18 and 24, and the remaining six participants were between 25 and 34 years old. Nine of the participants were current undergraduate students, five had completed their bachelor’s degree, four had their master’s degree, and two had either a professional degree or doctorate. Seven of the participants had experience in construction, and six of those seven had between one and five years of experience. The remaining thirteen participants either declared that they had no construction experience or did not clarify their experience level. The experiments were conducted over the course of a month in the BuildLAB at Virginia Tech in order to simulate a construction environment. Each participant spent 1.5 hours on average in a single session and was compensated $10 US Dollars for their time.

3.4.3.2 Experiment Tasks

The experiment tasks were designed to simulate steel connection activities. The conditions and constraints of actual construction sites were embedded in the task parameters by including the following characteristics:
• Two assemblies corresponding to steel connection work were used during the experiment;
• Tools, as used in the construction field, were used;
• Participants were asked to use Personal Protection Equipment (PPE);
• The study was also conducted at a construction lab environment, the BuildLab, that involved noise from lab machinery. This helped replicate noisy construction environments.

3.4.3.3 Assemblies

In order to enable comparisons of the two scenarios, i.e., paper-based vs. voice-based instructions, two different assemblies were designed and built using 3D printed pieces and real bolts, washers, and nuts as shown in Figure 3.2. 3D printed parts were used to accommodate the experimental limitations on safety, development, and users’ weightlifting. The assemblies were developed to make them comparable, with similar complexity and number of assembly parts. As shown in Figure 3.2 assembly 1 was a column assembly involving a standard beam-column connection with a main column section and two beams connecting to the column as used in building construction. The beams have different W sections and connections are made with clipped angles at both sides, fastened with bolts, washers, and nuts. The characteristics of the angles that form the structural connection differ on size, number of bolts, bolts sizes, and distribution. Bolts of 5/8 inches and 1/2 inches were used.

Assembly 2 was a roof assembly as shown in Figure 3.2. This roof assembly is a standard slanted beam-column side connection with purlin and stiffeners as found in warehouse construction. The beam-column connection was directly connected using holes within the assembly members. The beam-column connection also included a bolt plate as often used to strengthen steel members for bolt tension. Over the beam, there was a purlin made with a C-section that connects to the beam
through a connector with middle stiffener. Lateral support to the purlin was provided with a
diagonal angle bolted to the purlin and to an embedded plate in the column member. Bolts of 5/8
inches and 1/2 inches were used accordingly.

3.4.3.4 Experiment Setup, Scenarios, and Tasks

A different experimental setup was designed for each assembly as shown in Figure 3.4 and Figure
3.5. The VIVA experimental setup is presented in Figure 3.4. In this scenario, the participant had
to complete an assembly using the voice-based support system, VIVA. In this scenario, participants asked the smart speaker questions about the assembly completion steps, assembly
details, and parts/tools’ locations. As shown in Figure 3.4, VIVA allowed participants to work in
a single location without the need to go back to check details in the blueprints, as information was
promptly provided to them. The baseline, i.e., the paper-based, experiment setup is presented in
Figure 3.5. In this scenario, the participants completed an assembly using blueprints as a support
method. In this scenario, participants had all the information they needed in the blueprints,

Figure 3.4. VIVA (Voice-Based) Experimental Setup
Both experimental setups have the following similarities:

- Both experimental setups were done in the same lab, i.e., the BuildLab. This lab immersed participants in an imitated construction environment with strong similarities to the construction field.
- Both experiment setups used similar assembly sets, although the order of assemblies was arbitrarily changed among the participants to investigate the impact of learning curve.
- Both experimental setups made use of the same PPE.
- In both scenarios, interventions were allowed to the participants. See section 3.5.1.3.

Differences among the scenarios are the following:

- Both locations in the paper scenario were inside the Build Lab at Virginia Tech. The blueprint station was located 15 ft apart from the work station, and would take around 5 seconds for the user to reach in one way and a total of 10 seconds round trip. The 15 ft distance between the work station and the blueprints station was carefully calculated to be equivalent to the time required for calling the voice app, including saying the key phrase and receiving system
confirmation. This corresponds to the time the user takes to say VIVA’s key phrase and get VIVA’s ready notification. This does not include the user inquiring about assembly steps and VIVA responding.

- The scenarios differ on the user’s mobility and work locations. The participant worked only in a single workspace for the VIVA scenario, as shown in Figure 3.4. While in the baseline scenario, participants roamed between two locations in the lab, i.e., the workspace where the assembly completion task was conducted, and the blueprint station where the paper drawings were located (see Figure 3.5).

Each participant completed both assemblies, one with VIVA and the other one using paper-based support. The order of assembly completion among participants was selected randomly. In total, four different experiment scenarios are possible based on the random ordering, as shown in Table 3.1.

### Table 3.1. Summary of experiment scenarios by support method, order, and assembly

<table>
<thead>
<tr>
<th>Scenario</th>
<th>First Part of the Experiment</th>
<th>Second Part of the Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (n=5)</td>
<td>Column with Voice</td>
<td>Roof with Paper</td>
</tr>
<tr>
<td>2 (n=5)</td>
<td>Roof with Paper</td>
<td>Column with Voice</td>
</tr>
<tr>
<td>3 (n=5)</td>
<td>Column with Paper</td>
<td>Roof with Voice</td>
</tr>
<tr>
<td>4 (n=5)</td>
<td>Roof with Voice</td>
<td>Column with Paper</td>
</tr>
</tbody>
</table>

3.4.3.5 Interventions

To handle the situations where provided spoken or paper-based instructions were not adequate or understandable for the participant, interventions were included in the experiment. In both cases, participants were encouraged to complete the assembly on their own as much as it was possible. For the VIVA scenario, the interventions occurred when VIVA failed to provide the correct instruction to the user up to three times, when the voice-based support system failed to understand the user requests up to three times, or when the participants requested for an intervention. Such interventions for the baseline scenario only occurred upon participant request.
3.4.3.6 Perceived Workload

The workload perceived by participants during the experiment was measured based on the NASA-TLX workload evaluation method. Each participant was asked to complete workload parameter assessment and pair-wise comparisons among perceived workload parameters as suggested in the method instructions. An online version of the survey was used to record participants’ feedback (Hart and Staveland 1988).

3.4.3.7 Semi-Structured Interviews

After participants completed the assemblies and the NASA-TLX survey, a semi-structured interview was conducted to collect additional feedback from participants. The participants were asked to provide their subjective feedback regarding effectiveness and ease of use of each scenario, their experiences using voice-based assistance, and the benefits and drawbacks of each support method. Their responses were audio-recorded and analyzed.

3.4.3.8 Procedures

Voice-based Procedures

Before a participant completed the assembly with VIVA, the experiment supervisor gave specific instructions on using the system. The first element of these instructions included the system’s wakeup call phrase for the assembly. Each participant was aware that they must use this phrase every time they prompted the system or would not respond appropriately. The second element to these instructions was describing how to formulate a question for the system. Since the system is unaware of the sequence of tasks, it was crucial to have participants provide context before asking any questions. To ask the system a question successfully, it was necessary first to refer to the previous step. All questions were directed to the voice assistant before any intervention was considered. If three consecutive errors occurred with the voice assistant, the experiment supervisor would intervene with the correct prompt that the voice assistant understands.

Paper-Based Procedures

For each assembly, there were paper-based blueprints that provided the participants with multiple views of the assembly. The blueprints had all of the necessary information to complete the assemblies. These blueprints were mounted on a wall about 15 feet from the workspace, called
blueprint station, and were placed around a corner so that they were not visible from the workspace. The blueprints also consisted of instructions on where to find tools and materials and helpful tips to ensure that rework was not needed. Each time a participant needed to look at the blueprints, they had to walk to the blueprint station. They were not allowed to move blueprints from their location. Therefore, they were required to go back and forth between the workspace and the blueprint station to acquire the needed instruction.

3.5 Results

For each participant, data were obtained from three sources: performance data from video recordings and research annotations, NASA-TLX workload survey and post-completion semi-structured interviews. Video recordings were reviewed to obtain timings for steps and total completion time of assemblies for each participant, as well as errors made during tasks completion. NASA-TLX workload survey was conducted after completing each assembly to receive participants’ assessment on workload parameters. Post-completion semi-structured interviews were conducted at the end of the experiment to collect participants’ feedback about both support methods and were manually transcribed by the authors. All the data were collected in spreadsheets and processed for analysis in Excel and SPSS software. The results were analyzed statistically using paired samples t-tests, and normality was verified based on the Shapiro-Wilk test. An α level

Table 3.2. Summary of Statistical Data for Performance Measures

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>VIVA</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assembly Completion Time</td>
<td>Mean 26.07, Std 1.36</td>
<td>Mean 31.90, Std 2.01</td>
</tr>
<tr>
<td>Assembly Errors</td>
<td>Mean 3.4, Std 1.03</td>
<td>Mean 4.05, Std 0.78</td>
</tr>
<tr>
<td>Interventions</td>
<td>Mean 1.65, Std 0.3015</td>
<td>Mean 2.95, Std 0.52</td>
</tr>
</tbody>
</table>

* Shows significance at p ≤ 0.05. ns denotes no significance; therefore, effect size was not calculated.
of 0.05 in all significance tests was used. In the results figures, significantly different pairs (when $p \leq 0.05$) are marked with *. The summary of the statistical results is shown in Table 3.2.

### 3.5.1 Support Method Effect

The effect of the support method was analyzed based on three quantifiable metrics: completion time, the number of interventions, and the number of errors. The support method was also analyzed based on workload perceptions and subjective assessments based on the interview feedback.

#### 3.5.1.1 Completion Time

![Box plot showing comparison of completion time among participants based on support method. * shows significance at p=0.0218\(\leq\)0.05 and Effect Size of -0.755.](image)

Figure 3.6. Comparison of completion time among participants based on support method. * shows significance at $p=0.0218\leq0.05$ and Effect Size of -0.755.

Statistical analysis based on t-tests was conducted to compare the times to complete both assemblies. It was found that the assembly completion time using VIVA ($M=26.07$, $SD=1.36$, $n=20$) was overall lower than the baseline ($M=31.90$, $SD=2.01$, $n=20$) with a normal distribution. This difference was found to be statistically significant $t(38) = 2.06$, $p = 0.0218$ (2-tails) with a medium-to-large effect size based on Cohen D efficient = 0.755 (see Figure 3.6). It can be concluded that participants who used the baseline were around 18% slower than the participants who used VIVA.
3.5.1.2 Assembly Errors

After the participants completed each assembly, the number of assembly errors was identified based on missing assembly parts or incorrect placement of assembly pieces. The recorded videos of each experiment were also used to detect all errors during the assembly completion process. Statistical analysis based on t-tests was done to compare the number of assembly errors made by participants during assembly tasks. However, for both scenarios, the distribution of the data was skewed. T-test also showed no significant difference among the number of errors made for participants using voice ($M=3.4$, $SD=1.03$, $n=20$) and paper ($M=4.05$, $SD=0.78$, $n=20$) instructions.

3.5.1.3 Interventions

Statistical analysis based on t-tests was done to compare the number of interventions participants needed when using each support method. The data's normality for the baseline interventions followed a Gaussian distribution. It was found that the distribution for the interventions with voice was skewed. However, t-test with unequal variance still shows significance in the difference in the number of interventions with $t(30) = -2.161$, $p = 0.0387$ (2-tails), indicating that the number of interventions with the voice support method ($M=1.65$, $SD=0.3015$, $n=20$) was significantly lower.

Figure 3.7 Comparison of # of required interventions among participants based on support method. * shows significance at $p=0.0266\leq 0.05$ and Effect Size of -0.280
than the interventions for participants using the paper-based support ($M=2.95$, $SD=0.52$, $n=20$). See Figure 3.7.

It can be concluded that participants who used paper as a support method needed around 44% more interventions than participants that used the voice support method.

3.5.1.4 Workload

The statistical analysis for the workload parameters was based on the individual unweighted assessment for each of the six workload parameters and the weighted overall workload. t-test analyses were conducted to compare the same parameters among VIVA and baseline participants. No statistically significant difference was found. See Figure 3.8. As a result, the voice-based intervention is not imposing more cognitive workload on the participants.

![Workload Parameters Comparison](image)

Figure 3.8. Comparison of Workload parameters among voice and paper support methods. ns shows no significance found
3.5.2 Order Effect

The completion order of the two different assembly tasks is expected to affect participants' performance. This is due to the fact that after completing the first assembly, the participant will be familiar with the process and may affect completing the second assembly. Because of this, random ordering was assigned, and a statistical analysis was performed to identify the effect of the order. We reviewed all data sources and found significance only in the duration of assembly completion. No other parameter either in the video data or workload was found significant. It was found that the completion time for the tasks completed first ($M=31.55$, $SD=2.05$, $n=20$) was longer than tasks completed second ($M=26.42$, $SD=1.39$, $n=20$). This difference was significant $t(38)=2.06$, $p=0.0454$ (2-tails) with a normal distribution. See Figure 3.9. Participants who performed the first assembly needed an average of 19% more time to complete it than participants who did the second assembly.

![Box plot showing assembly completion time](image)

**Figure 3.9.** Comparison of time completion among participants based on assembly order. *

Shows significance at $p=0.0454\leq 0.05$ and Effect Size of 0.654

3.5.3 Post-Experiment Feedback

Participants’ feedback was collected through a semi-structured interview at the end of the experiment.
3.5.3.1 Support Method Assessments

Participants were asked to assess each support method along with their benefits and shortcomings. The answers were collected and analyzed in terms of similarity and number of occurrences of responses across participants. The results are summarized in Figure 3.10.

Most of the participants \(n=15\) stated that the step-by-step instructions provided by VIVA were useful, see Figure 3.10a. Participants also highlighted how easier it was to interact with the system through voice verbal communication \(n=2\) and the convenience of using the system in place \(n=3\). Participants also highlighted multiple issues of VIVA, including difficulty related to having to repeat a question \(n=5\), complicated commands \(n=4\), no visualization \(n=3\), and system failing to understand questions due to accent \(n=3\). See Figure 3.10b.

About the baseline, participants considered visual instruction provided by the drawings \(n=11\) and showing the big picture \(n=6\) about the assembly to be beneficial. See Figure 3.10c. In contrast, participants thought that paper instructions were not efficient as they did not provide steps \(n=7\), and instructions to figure out the assembly \(n=4\), and understanding drawings needed prior experience \(n=5\). See Figure 3.10d.
Figure 3.10. Results from Semi-Structured Interviews
3.5.3.2 Support Method Comparisons

During the post-experiment interview, participants were also asked to compare both support methods in terms of ease of use and support for efficiency. Their responses are summarized in Table 3.3. Participants’ responses show that more participants (55%) thought VIVA was easier to use and 65% of participants felt that VIVA made them more efficient.

<table>
<thead>
<tr>
<th>Interview Questions</th>
<th>Voice</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>What Support Method was easier to use?</td>
<td>55% (n=11)</td>
<td>45% (n=9)</td>
</tr>
<tr>
<td>What Support Method made you the assembly more efficiently?</td>
<td>65% (n=13)</td>
<td>35% (n=7)</td>
</tr>
</tbody>
</table>

3.6 Discussion

In this article, a voice-based intelligent virtual agent (VIVA) was proposed to support and improve worker productivity. VIVA aims to support workers through in-time delivery of semantic knowledge to them in an intuitive way that is easy to understand and readily available in place where they do their work activities.

This study’s outcomes provide valuable insights into the theories, developments, and assessment of voice-based support systems for the construction industry. Previous studies on voice-based worker support have identified the potential benefits of performance and workload improvements to workers in domain-specific worker applications [47,48]. However, no previous studies have focused explicitly on assessing using voice-based systems to support workers in the AEC industry. Therefore, the results of this study confirm the theoretical productivity performance gains achieved from voice-based systems such as VIVA in a different occupational setting. The results in this study also have implications in setting baselines for designing voice-based Human-Computer Interaction (HCI) interfaces for voice-based agents. In addition, VIVA’s features, such as the step-by-step instructions, ease of invocation, and in-place use, were deemed more important than its command difficulties or not having visual feedback (see Fig. 10). Finally, users’ feedback also highlighted how semantic knowledge, referred to as step-by-step instructions by the users, has proven to be a key benefit of VIVA, and results in significant productivity improvement.
Therefore, considering the performance improvements and their positive feedback about using implications for the theories of knowledge management and knowledge extraction from domain-specific knowledge sources.

Our research methodology first observed on-site activities for a specific construction trade, i.e., steelwork, to inform the system development. In this article, our worker support methods are a voice-based support system based on IoT. Using IoT platforms allows our system to be easier to develop and deploy, but it suffers from interoperability issues with construction platforms and information sources such as BIM. Therefore, this study focused on developing a prototype system for a specific construction trade: steelworkers. The effect of the voice-based support system was then analyzed from the performance and perceived workload perspectives through a usability study.

3.6.1 Performance Findings

The results of the usability study showed the effectiveness of the voice-based support through VIVA on improving the participants' performance. Specifically, the significant improvements were achieved in completion time of assemblies when using VIVA compared to the baseline, with a medium-to-large effect size (see Figure 3.6 and Figure 3.7). However, the other participants’ performance measure, the assembly errors, were not significant. The number of interventions needed while doing the assembly tasks was defined not to measure participants’ performance but to review support methods’ performance. Based on our findings of interventions, we can observe that fewer number interventions were required when using VIVA in comparison with the baseline. The results were significant with a low-to-medium effect size. This means that VIVA is dependable as it is able to provide consistent and understandable instructions to the user.

3.6.2 Perceived Workload Findings

For measuring participants’ workload after each assembly participation, the NASA-TLX workload survey methodology was used. After the data were analyzed, the data showed no significance among any pair of subscales when comparing VIVA and the baseline. This, however, indicates that providing technological intervention through VIVA does not have a negative impact on workers’ cognitive workload. This is important as it supported the general conception about
technological interventions that are considered to be distracting and have negative impact on the workers to be incorrect.

3.6.3 Participants’ Feedback

As a prototype system, VIVA was not flawless. It sometimes provided inconsistent responses or a complicated interaction process. The context had to be properly provided by the user to receive the correct answer. Despite these drawbacks, VIVA was perceived as easier to use and more efficient by the participants, as shown in Table 3.3. Participants highlighted that semantic knowledge or step-by-step instructions were beneficial features of VIVA. However, participants complained about how difficult it was to repeat a command, given that there was no “repeat” function in VIVA (i.e., just saying “Repeat” to elicit the last command), and the commands themselves could be complicated. We will address these drawbacks in future research.

3.6.4 Impact of environmental noise and face coverings on worker activities

It can be hypothesized that workers might have difficulty using VIVA at work while using the interaction device and wearing face coverings and working in noisy environments. To test this hypothesis, in our experiment, we included both conditions by asking participants to use face coverings due to Covid-19 restrictions and conducting the experiments at the construction lab that involved multiple running machinery working at the same time as the experiment, creating a noisy environment similar to the one experience on construction sites. Under these conditions, VIVA and users had no trouble understanding questions/instructions and the communication was effectively conducted. This is made possible through the noise-cancelling feature available in common voice interaction devices, including the one used in this study. In addition, most commercial voice interaction devices possess noise-canceling capabilities, another strength of using these devices for construction environments. However, noisy environment did make it a bit more difficult for participants to listen to VIVA’s instructions. When this happened, participants had to get closer to the smart speaker to better listen to the instructions. In the future research, we plan to use personal devices with access to voice interaction platforms and noise-canceling capabilities, such as headphones, which can help overcome this issue.
3.6.5 Targeted Workers’ Experience

The developments in this study target workers who are developing their skills on the task at hand and have not reached productivity maturity yet, e.g., novice and low-experienced workers. According to Ha et al. [17] the baseline productivity maturity of construction workers has been identified to be 7 years for some trades. Therefore, VIVA is expected to help this group of workers bridge the experiences gap and increase their productivity in their early work years. The usability study participants were also selected to reflect a sample with little to no experience in construction. Supporting early-career workers with a support system like VIVA, also supports the skilled labor shortage issue in construction by addressing these workers’ lack of experience and helping them reach better productivity outcomes earlier.

However, expanded features of VIVA are also expected to support more experienced workers, through providing on-demand information about their tasks to them from construction digital sources. Future research will study the particular effect of voice-based support systems on workers with different work experiences.

3.6.6 Radio Communication during Assembly Tasks

During the contextual inquiry phase, it was noticed that steelworkers relied on their experience and familiarity with the construction drawings to complete their work. Radio communication was predominantly used for coordination, less for knowledge retrieval and understanding. Given that our article focuses on novice and low-experienced workers, having a radio-only option would not encourage understanding and retrieving required knowledge. Also, if used for this purpose, it can add a burden to the instruction provider, e.g., the site superintendent or project manager. As a result, we focus on providing the ability to retrieve knowledge from construction blueprints.

Additionally, radio communication is used for person-to-person communication, while we envision our system enabling workers to be directly connected to data sources. Future research work will be conducted to embed radio-like communication to enable authentication of data by supervisors, as needed. As such, the developments in this article aim to embed the required characteristic of radio communication in the intervention parameter.
3.6.7 Contributions

The contributions of this research have implications for both the theory and practice of implementing voice-based information systems in the AEC industry. Previous research assessed using voice-based systems to support workers in industrial settings that have more structured and less noisy environments (Serras et al. 2020). However, such a setup does not properly fit construction activities. Our proposed solution provides a novel use of voice-based agents, in a dynamic and noisy work setting, compared to the conventional use of voice assistants in stationary or structured settings. In addition, the intuitive use of voice-based support eliminates the need for extensive training to prepare workers, therefore increasing its feasibility for implementation.

The first value of using voice assistants in construction is their expected safe interaction with the user, providing information in a non-disruptive way. Secondly, due to the familiarity of the user, i.e. workers, with interacting with voice assistants such as Alexa, Siri, etc. in their daily life, the proposed approach is envisioned to require less training compared to other interventions, thus broadening its future use. However, we acknowledge that implementation of voice assistants for construction can have varying degrees of complexity depending on the purpose defined for the system.

This study aimed to evaluate the extent of the benefits of using voice-based information retrieval in construction for a specific purpose and target user. The developed voice app in this study is simple in functionality. The development process is simple, and the amount of time for developing an app like the one developed in this article can be estimated at 20 to 30 hours of work. Once developed, more functionalities can be easily added to broaden the functionality, as the targeted application requires. In our ongoing work, we plan to explore more complex developments of voice apps for construction.

3.7 Limitations

The usability study was conducted involving engineering students as participants to evaluate the developed prototype system in a lab setting. The lab was selected in a way to represent construction dynamics. The authors plan to evaluate the system in a real construction environment in future work. VIVA as a support system, at its current state, has some limitations. First, it does not have additional sensors to perceive the context of a user’s status or task. Therefore, the interaction developed asked participants to add the necessary context to the questions to help VIVA provide
a more accurate response. The limitation of VIVA’s Google Actions backend platform in terms of efficiency of using wake phrases and repeating commands is also another area of future work.

3.8 Conclusions and Future Work

The AEC industry productivity is dissatisfactory. Construction worker productivity has a direct impact on project productivity and has great potential for improvements to address the productivity demands of the industry. Therefore, methodologies that support their productivity significantly contribute to the AEC industry improvements. Multiple methods have been researched for supporting construction workers. In this study, a voice-based worker support system, VIVA, was developed and evaluated for its effectiveness in supporting worker productivity.

A prototype of VIVA was developed for a specialty construction trade, steelwork, and was evaluated through a usability study. Participants of the user study completed a set of assembly tasks pertaining to the activities performed by steel workers in construction projects. The research methodology results found significant performance improvements in terms of reducing the amount of time needed to complete the assembly tasks, without causing more errors. VIVA was also able to provide consistent and understandable instructions to the user, minimizing the need to ask for supervisor intervention. No significant impact on perceived workload was found when comparing VIVA and the baseline, which indicates the technological intervention is not imposing more workload on the workers. Overall, the findings in this study contribute to paving the way for using voice-based systems in the AEC industry. Voice-based support is particularly effective as it is intuitive and is inherently embedded in everyday life, and thus, minimizes the amount of training needed for its proper use.

Importantly, this study explores the development of voice-based support systems based on IoT platforms. Highlights include interoperability challenges that exist to coordinate AEC sources and IoT platforms. Future work will continue developing a system prototype that automatically retrieves semantic knowledge from AEC sources, e.g., BIM, to provide support to construction workers. Future work will also take a more comprehensive look at workload and other workload assessment approaches, e.g., objective measures such as electroencephalogram (ECG) sensors, or Eye Tracking, will be explored.

Construction workers are expected to be the most benefited stakeholders of VIVA, given the provided potential improvements in knowledge transfer and understanding, safety, and task
support. Other stakeholders that benefited from a system such as VIVA include supervisors and foremen who can have the opportunity to manage a larger number of workers and use VIVA as a primary supervision system instead of being the direct contact with the workers.
CHAPTER 4. DEVELOPMENT OF A REAL-TIME VOICE-BASED INTELLIGENT VIRTUAL AGENTS (VIVA) BASED ON SYSTEMS INTEGRATION TO SUPPORT CONSTRUCTION WORKER PRODUCTIVITY

4.1 Abstract
The Architecture, Engineering, and Construction (AEC) industry in the United States faces increasing labor shortages while accumulating downward productivity trends. Previous research efforts have identified that prompt Information Extraction (IE) from BIM sources could support construction workers and increase their productivity. As a result, IE methodologies have been proposed and developed using Natural Language Understanding (NLU) methodologies that enable conversational solutions. However, research in IE has focused developing NLU algorithms for IE on the construction domain but not enable voice conversation linked to BIM sources. This study aims to develop a Voice-Based Intelligent Virtual Agent (VIVA) system to provide workers with prompt information on-demand, using voice-based communication. VIVA integrates construction sources with web platforms to enable real-time connection between the users, workers in this case, and BIM platforms. The scope of VIVA is presented through two example application case studies. Results indicate that the BIM-VIVA link and underlying NLU algorithms in the Google Actions platform provided good understanding of phrases understanding. With a performance of 97.50% of correct responses in the Interoperability and NLU test, VIVA is superior to previous research works based on NLU algorithms with text-based queries. Results also shows that similar to other voice agents, VIVA’s Spoken Instructions Recognition and Matching test results vary for native and non-native English speakers. In sum, VIVA provides a novel alternative support system for construction workers while also providing an innovative seamless integration between BIM and web platforms for conversational IE from BIM databases.

4.2 Introduction
The Architectural, Engineering, and Construction (AEC) industry faces a continuous downward trend in productivity in the last decades compared to other industries (Neve et al. 2020). Additionally, Covid-19 pandemic’s impact on labor shortages and difficulties in the supply chain of materials and components, exacerbated the industry’s productivity challenge (King et al. 2022). In light of identifying factors that impact, and can significantly improve industry productivity, construction worker productivity was identified in the previous works to be of critical importance
(Neve et al. 2020). Because of this, methodologies that positively affects the productivity of construction workers are of great benefit to the AEC industry productivity improvements.

As a solution to this issue, enabling access to knowledge from Building Information Modeling (BIM) sources for construction workers to support their productivity is an area of interest (Wang and Meng 2019; Yeh et al. 2012). As a result, multiple methodologies to better use the knowledge contained in BIM sources have been presented previously, e.g. (Fan et al. 2015; Pan and Zhang 2021; Wang et al. 2022). However, due to the dynamic and hazardous nature of construction work, the means to provide knowledge from BIM sources should be carefully designed to ensure they are supportive and not disruptive (Ahmed and Kassem 2018; Calvetti et al. 2020). Because of this, different studies explore means to access BIM information for multiple circumstances and stakeholders to what is referred to as Information Extraction (IE) from BIM. IE from BIM to construction stakeholders has been done based on text queries and responses (Fan et al. 2015; Lin et al. 2016), visualizations obtained by IE from BIM (Alsafouri and Ayer 2019; Linares-Garcia et al. 2022; Yeh et al. 2012), and voice interaction (Anumba et al. 2020; Li et al. 2018; Shin and Issa Raja 2021). However, addressing conversational systems towards construction applications is challenged by the dynamicity of construction environments and the physical limitations of construction worker during their activities, e.g., visual distractions, workers using both of their hands. Nevertheless, the nascent stage of research developments on conversational systems, either text-based or voice-based, shed light on challenges on algorithm development (Fan et al. 2015; Wang et al. 2021), human factors involved (Rahimi Movassagh et al. 2021), and interoperability with construction systems (Park et al. 2013).

Voice interaction, is a nascent area of research for Information Extraction (IE) in the AEC industry, and seems to have great potential for IE from BIM through Natural Language Understanding (NLU). Most of the solutions developed have sought to enable the conversational capabilities of proposed systems through Natural Language Processing (NLP) developed from algorithms or interoperable NLP platforms. In this area, researchers focus not only on IE from BIM data sources but also on matching IE queries from users to provide a specific and concise answer to their questions, enabling conversational interaction based on IE, e.g., (Alexakis et al. 2019; Lin et al. 2016; Shin and Issa Raja 2021; Wang et al. 2022; Wang et al. 2022; Zhou et al. 2018). An approach used to link cyber and physical elements is named Cyber-Physical Systems (CPS). Previous research developments in conversational agents are considered to use a CPS approach to link cyber
elements, such as BIM, and physical elements, such as workers, to improve workers' productivity outcomes and overall construction projects. However, developing a real-time link between BIM and workers in the AEC Industry is challenging.

Therefore, this study identifies two main research gaps to consider: first, the development of voice conversational BIM IE systems for construction applications, and second, the development of real-time systems to address a CPS link between BIM and construction workers. Therefore, this study addresses these gaps by developing a Voice-based Intelligent Virtual Agent (VIVA) system that enables real-time BIM IE and provides bi-directional conversational interaction with the user, i.e., workers. In other words, VIVA enables workers to retrieve updated information from BIM databases in real-time through voice-based interaction, making the information extraction process on-demand and safe for workers, thus improving their productivity. These characteristics included in VIVA allows it to be friendly to use by users and data managers on the field. Furthermore, VIVA is based on BIM-web interoperability and uses conventionally available devices, such as smart speakers and web platforms, for rapid deployment and scalability. From the multiple BIM sources, the interoperability with the most popular software solution, Autodesk Revit, was selected to be connected in real-time with VIVA to provide geometric information for construction worker support. Web interoperability in VIVA is enabled through the Google Actions web platform for conversational systems for general purposes. Finally, potential use cases of VIVA are presented through two case studies of varying degrees of complexity and set the basis for future applications of VIVA.

4.3 Background

4.3.1 Cyber-Physical Systems (CPS) in the AEC Industry

Cyber-Physical Systems (CPS) is a promising approach that aims to holistically integrate technological advances with current standard practices (Rüßmann et al. 2015) to support efforts that improve productivity actively, given their smartness, bi-directionality, and connectedness (Klötzer et al. 2017). CPS bidirectionally connects physical and digital assets to achieve automated processes such as optimization, monitoring, and Knowledge Management (KM). Multiple efforts have been undertaken to solve the AEC industry challenges through a CPS-based approach, including monitoring equipment operations (Kan et al. 2017; Kan et al. 2018), object recognition of construction project elements (Srewil and Scherer 2017), progress monitoring (Omar et al.
2018), safety (Li and Leung 2020; Wang and Razavi 2019), and worker ergonomics (Akanmu and Olayiwola 2019). However, overall industry productivity has not improved significantly, suggesting that monitoring is insufficient to improve productivity, and more proactive means are needed.

Research also suggests that establishing an interoperability link between cyber and physical resources within CPS, and web platforms, has been more emphasized in developing the physical-to-cyber direction (Puri and Turkan 2018; Son et al. 2017; Turkan et al. 2013). However, previous research works have neglected the cyber-to-physical direction of CPS systems. Industry solutions are on the same page and focus on monitoring the physical-to-cyber direction of CPS (Ozturk and Yitmen 2019; Wang and Meng 2019). Such examples include monitoring solutions such as Reconstruct® and Knowledge Management Systems such as Autodesk® solutions. These solutions help define productivity boundaries, thresholds, issues, and gains; however, they neglect the cyber-to-physical direction (i.e., conveying knowledge from digital sources to the respective physical resources), creating a gap in digital construction management practices and leaving incomplete automated solutions. Therefore, providing solutions that also address the cyber-to-physical direction in CPS can enable important feedback to physical stakeholders, potentially enhancing productivity outcomes.

Based on the literature, a unified cyber-to-physical development solution within the context of CPS is not well established in the current research efforts in academia and industry. However, there are a few examples of complete approaches, including the work by Kan et al. (2018), which aims to support the productivity of crane operations actively; Teizer et al. (2017), that developed a localization and planning bi-directional system for construction workers; and Moreira et al. (2021) that developed a prototype for workers to navigate the field and be warned about health and safety hazards on the field. As a result, fully automated CPS-based solutions with special consideration of the cyber-to-physical aspects of CPS are needed to benefit from the full potential and benefits of CPS. On the other hand, the CPS-based approach introduces challenges associated with the interoperability among different components, platforms, and subsystems that already exist (Muñoz-La Rivera et al. 2020).

Therefore, this study explores and develops VIVA, as a solution that emphasizes a holistic CPS approach, including the cyber-to-physical aspect, to address the specific application of worker
productivity support. Figure 4.1 presents VIVA’s information flow and the bidirectionality of the proposed CPS-based approach. The remainder of the article provides an in-depth review of the interoperability challenges of connecting cyber and physical resources and implementing the proposed BIM-Web Voice-Based system, VIVA.

Figure 4.1. Context of Application of VIVA within CPS in the AEC Industry

4.3.2 BIM-Web Interoperability

BIM has become an important tool for digitalizing information about construction projects. However, BIM interoperability with other systems has been a second thought. To address that, interoperability solutions have been developed in academia and industry alike to integrate BIM with other platforms and systems towards addressing industry challenges. System interoperability is about identifying the tools to connect different systems and make these systems work together to accomplish a specific goal. In the era of web-connected apps and devices, interoperability with the web is in greater demand. Therefore, methodologies have been explored and developed to connect systems, devices, and platforms. In this direction, web services have provided the missing link between domain-specific construction systems and devices that do not natively possess web access. In the AEC industry, interoperability between BIM as the leading digitalization platform and web-based platforms, as the enabler for web access, has been thoroughly explored to propose solutions to industry problems. As such, BIM-Web interoperability is an enabler for CPS’s bidirectional information exchange for a wide range of applications.
Researchers proposed multiple BIM-Web interoperability solutions for specific applications. Shahinmoghadam and Motamedi (2021) provided a method to connect sensors to monitor occupants' comfort using web ontologies to connect local data sensors and web data to update BIM databases. Li et al. (2019) used a similar approach to connecting sensors for geospatial information through web services. Moreira et al. (2021) used web services and BIM to warn workers about environmental hazards on site, while Valinejadshoubi et al. (2021) used BIM-web service system interoperability to warn users about ambient conditions based on temperature sensors. Others connected IFC 3D models and added real-time sensor data with relational databases to feed into a web front-end and APIs (Chen et al. 2021; Dave et al. 2018; Han et al. 2022; Li et al. 2018). Park and Cho (2018) developed an asset tracking system for safety inspections based on mobile apps, while Li et al. (2018) developed a tracking system for prefabricated elements and operations. For facility management, multiple researchers have explored BIM-web interoperability for building automation, monitoring, and occupants’ comfort (Dave et al. 2018; Shahinmoghadam and Motamedi 2021; Valinejadshoubi et al. 2021). And even for training support during emergencies, such as fires (Chen et al. 2021). This variety of methodologies highlights the lack of a unified interoperability approach for BIM-Web connection, leading to application-based tools that work for specific solutions.

In light of these challenges associated with interoperability, Tang et al. (2019) reviewed and summarized the approaches for interconnected BIM and sensors methodologies from the literature. They focused on the interoperability between sensors and BIM databases while summarizing their findings on five interoperability alternatives for BIM-IoT. The approaches proposed in their article include using BIM APIs, relational databases, custom-built API tools, Structural Query Languages (SQL), using current data schemas, creating new data schemas, web, open standards (e.g., IFC), and others. However, this work is limited to communications with sensors and does not consider web interoperability between platforms for human-computer interaction such as web front ends or mobile apps.

Other researchers have suggested that BIM formats that respond to web-connected APIs need to be established to ease the process of connecting BIM and Web platforms. In this direction, Afsari et al. (2017) reviewed methodologies for collaboration with BIM data and cloud services. They proposed an ifcJSON schema to serialize data (i.e., data conversion for making transmission to other systems more straightforward) from BIM to web sources more seamlessly with cloud-based
applications. These efforts suggest that web-connected systems for the AEC industry are an area of current research interest, and interoperability is an issue.

The previous works show how BIM-Web interoperability is an obstacle and study this latent problem by proposing different levels of interoperability solutions. This article aims to add to the current approaches by providing an innovative BIM-web interoperability solution that connects data from BIM data sources to web-connected devices in real-time and enables on-demand human-system interaction. The proposed approach differentiates from previous works given the specific modality for exchange to be voice-based and add humans to the interoperable problem loop. By using web platforms to understand users' questions and provide spoken instructions to the user, VIVA can fulfill this objective of connecting BIM and workers in real-time through a voice modality.

4.3.3 BIM and Natural Language Processing (NLP) Systems

The research literature about CPS, BIM and Natural Language Processing (NLP) systems suggests two primary approaches for developing voice-based systems, such as VIVA. These approaches are domain-specific NLP algorithmic approaches and domain-specific NLP interoperable systems.

The first approach develops algorithms from the ground up based on Information Extraction (IE), and NLP applied to domain-specific knowledge. Figure 4.2 presents a schematic diagram of this approach. This approach is being explored by previous research to develop systems for IE from BIM sources through developing conversational solutions (Lin et al. 2016; Wang et al. 2022; Wang et al. 2021; Wang et al. 2022). These previous works focused on developing the underlying algorithms that recognize knowledge intents from user's queries and matching that with information in BIM databases to extract the detected knowledge and respond to the queries as shown for the custom-made processing algorithm in Figure 4.2. These algorithm have been usually is a single system element with multiple processes that needs to be custom-made by the developer. The validation of research work in this direction has provided consistent results for information queries at varying levels of complexity. However, research outcomes in this area have mostly provided text-based agent solutions for users' interaction without providing a voice-based interaction. These applications primarily focused on extracting information from construction project documents and BIM databases (Lin et al. 2016; Wang et al. 2022).
The other approach for BIM-IE systems is based on systems interoperability as presented in Figure 4.3. Research works with this approach used various interoperable tools and processes between different systems to enable solutions that provide conversational interaction with the user. In this approach, the interoperable processes integrate multiple system elements that shared data as needed to ultimately provide an interaction outcome, see Figure 4.3. Research works in this area mainly focus on home automation and energy management in buildings (Alexakis et al. 2019; He and Jazizadeh). Other few research works explored the use of BIM to extract information (IE) from construction projects data sources. For example, research by Shin and Issa Raja (2021) used user queries to make changes to a BIM project. This study uses a combination of visual scripting, text-to-speech APIs, SQL databases, and relational databases to extract information from users' queries and change parameters in a BIM project. The result of this project is not a conversational interaction but enables the user to command actions to the system to change BIM parameters.

VIVA follows the second BIM-IE approach, i.e., systems based on the interoperability of a BIM project and the Google Actions platform to enable Information Extraction for conversational
interaction with the user. VIVA interoperability is enabled based on a web-based platform that uses the embedded NLP algorithms in the Google Actions API and provides access to interact with the users through devices, such as smart speakers or headphones, that have access to this platform. This allows VIVA web-based system to be deployable broadly on a variety of devices that can use this platform, such as smart speakers, smart screens, headphones, smartphones, tablets, and web applications.

The literature review suggests that there is a need for solutions that better support worker productivity through providing ad-hoc knowledge to them while at work. This study developed a voice-based conversational system, VIVA, as a solution to support workers in accessing knowledge from BIM sources while doing their work activities. Its development is based on integrating different tools, including BIM software, intermediate web databases, and processing and interactions through a web platform. This integration approach is simpler than developing specific NLU algorithms for phrase understanding in other voice-based system approaches. VIVA takes a user-centric approach to provide users with access to project information they need, when needed, using safe voice interactions. The functionality of the proposed system and developed app are presented and then evaluated through two case studies.
4.4 Research Methodology

This section presents the research steps taken to develop VIVA. First, two specific case studies are identified. Then, this study provides the details of the development of VIVA's interoperability framework, elaborating on the specifics of implementation processes. Data flows through the system components and details the different stages of the data analysis during the interoperability processes are then explained and the details of system interactions with the targeted two groups of users defined for each case study are elaborated. Finally, evaluation, conclusions, and future work are provided.
4.5 Case Studies

Two case studies are presented to focus on the development of VIVA and present its possible applications. These case studies illustrate using VIVA within a specific context to support the targeted users’ productivity by providing assistive tips in completing their activities.

4.5.1 Case Study 1: Specify the installation location of objects during crane operations

During crane operations, crane operator needs to know where construction elements will be needed for transportation with the crane. Crane operations are a team effort, and crane operators work in tandem with the on-site crew to move construction elements needed from the site storage. VIVA, in this context, helps the crane operations team by providing instructions on where a specific construction element needs to be transported on the site. Typically, construction elements have unique IDs assigned in the shop drawings, written in some parts of the element. Considering that these unique IDs are linked to unique IDs in the BIM model, VIVA helps retrieve the installation location of each element from the BIM model, upon request from the operation team. The voice-based information retrieval provided from BIM models through VIVA is more efficient than checking the blueprints to retrieve this information, and can significantly reduce the operation time.

4.5.2 Case Study 2: Identifying the number of construction elements at a specific location

Installation of building elements such as windows, doors, furniture, or equipment involves procuring, transporting to the site, and installing the elements at specific locations in the project. It is also known that these elements may have shared types. For example, two different doors may
have the exact dimensions, materials, and finishes for what a specific door type is defined that is common to both of them. In these scenarios, workers need to know how many elements of a specific type are needed at a specific place in the project for transportation logistics. Within this context, VIVA can help the workers with providing the number of project elements of a specific type that are needed at a specific building location based on the BIM model.

4.6 VIVA Implementation Framework

The VIVA system's implementation aims to provide an expandable productivity support framework that facilitate the development of voice-based systems for construction stakeholders, thus, enabling widespread use of voice-based systems in the AEC industry. Figure 4.5 presents the diagram for the implementation of VIVA’s real-time interoperability schema. VIVA is focused on connecting BIM data sources to the Google Actions’ web platform, to enable real-time user voice interaction. The most significant benefit of a real-time feature of VIVA is users always have access and can interact with the most updated data in BIM sources. Creating the real-time link between BIM data sources and the system voice interaction was implemented through developing system hubs in the proposed VIVA system, as shown in Figure 4.5 and further explained in this section.

Figure 4.5. System Implementation Diagram
4.6.1 Development Setup

The development of VIVA was conducted through visual scripting, web interfaces, and web programming. Visual Scripts were developed in Dynamo v2.12 for Revit 2022. Web development was done in the Google Actions Console platform in a Google Chrome Browser in Windows 11. Web programming was done for the Cloud functions within the Google Actions Console. Google Cloud functions were written in JavaScript libraries. JavaScript code was written and debugged in IntelliJ WebStorm v2022.1. A single developer account was used to access the Google services and platforms.

![3D Model Used to Develop and Evaluate VIVA](image)

Figure 4.6. 3D Model used to develop and evaluate VIVA

4.6.2 Data Sources

Construction workers have information needs from multiple BIM data sources, including 3D models, schedule, supply chain, etc. The development of the links between the information received by construction workers and each of these data sources require individual developments that is beyond the scope of this article. This article focuses on the implementation of a real-time link between 3D models and users through voice-based conversational interaction. As a result, a BIM data source driven from Revit model of a construction project was used to develop the real-time VIVA prototype. 3D models were considered here as the main BIM data source due to their priority when accessing project information required for conducting tasks by workers and management personnel. A single Revit Model was used for the development and evaluation of VIVA. The model used was the 3D Model of Bishop-Favrao Hall, the main building of the Myers-
Lawson School of Construction at Virginia Tech (27.2 MB). This model is a 4-story building, with total area of approximately 29,000 square feet. See Figure 4.7.

4.6.3 BIM Parser

A parser is a tool that transfers data from one format to another. The parser in VIVA was developed using Dynamo script that reads data from the 3D Model and sends it directly to an online Google Spreadsheet. The parser in VIVA takes all the information contained in a specific Revit schedule and transfers it to the Google Spreadsheet as a table. Information in this source schedule are general and include all the possible information that will be needed for the application's features. For example, for the specific case studies in this article, VIVA parses the following information:

- For case study 1: The developed user application is to identify the location of the construction element to be installed in the project. The parser for this application included information about the site zone and level of the element’s installation location. The level was taken from the default Element Level parameter, while the zone was manually added to the 3D model element parameters. See the zone diagram in Figure 4.7. The zone parameter was added manually in the 3D model.

- For case study 2: The developed user application is to identify the number of construction elements to be installed in a specific project location. The parser for the application includes Element type, level, and zone.

A single schedule was created that had the mentioned parameters and other more general parameters for both VIVA applications used in this study. The script then parsed all these parameters for each case study.

4.6.4 Information Hub

The information hub in VIVA serves as the repository for BIM data storage. It consists of two primary intermediate databases: first, the Google Sheet is used to output data from the Dynamo parser, and the second, data from the Google Sheet is streamed to a JSON data stream updated in real-time. SheetDB is the service used in VIVA for the streaming of JSON data. The outcome of the JSON data stream is a web stream of information as contained in the Google Spreadsheet in JSON web format. The streamed data is available in real-time through a specific web address.
publicly available. This data is shown in Table 4.1d in a web browser that has a JSON visualizer to show JSON data in a more organized format.

4.6.5 Communication Hub

VIVA's communication hub is based on multiple Google cloud services to read the data stream, process the NLP speech recognition, and enable spoken responses through a web-connected device. Google Actions platform is used as the central platform. It is a web platform that processes users' responses and identifies users' intents while processing responses to the user and enabling user interaction. To access the data stream and identify multiple parameters from user's responses for answers development, Google Cloud functions were used through the Google Actions webhook. A webhook in the Google Actions is an added functionality enabled through cloud functions that run through web services. Webhooks are the front-end of google cloud functions that allow the development of functions to enable data manipulation and establishing logical and methodological relationships between users' responses and provided answers. Responses from VIVA are provided in conversational mode to provide an easy-to-understand answer to the user.

![Figure 4.7. BIM Model Zones Diagram](image-url)
4.6.6 Interaction Hub

Finally, the interaction hub is the physical interaction device between the user and the system. The developed prototype of VIVA uses a Smart Speaker for user interaction. A Google Nest Mini device was used in this study for VIVA interaction with users. However, the interaction hub can be enabled with any device that can access the Google Actions platform, including headphones, Smart Screens, Smartphones, Tablets, and PCs. The device for interaction in VIVA is an internet-connected device that listens to the users' queries. These queries are then sent to the communication hub for processing in the Google Actions platform. The response is created using the NLP algorithm and is transferred back to the interaction device and spoken to the user.

4.7 Data Flow and Stages

The interoperability of VIVA is enabled through the transformation of the source data to the spoken responses through VIVA's processing hubs. As a result, data is transformed and analyzed in multiple stages, as shown in Table 4.1, which shows the data flow for two example elements in VIVA, i.e., a door and a structural steel column, as follows:

- First, project data is aggregated into a Revit model. In this first data stage, the data from all the elements in the project is aggregated into a single model file and interactive through the Revit software. Table 4.1a shows the example elements at this data stage, showing their properties in the Revit interface as selected as 3D objects.
- In this data stage, data can also be visualized as schedules in the Revit interface. Table 4.1b shows the example elements as shown in the Revit schedules.
- Any changes made to the project should be completed in the Revit interface to continue to the following data transformation steps. Then, the following data exchange has been facilitated by VIVA as an Addin has been created for Revit to send the current state of the Revit database to VIVA. This Revit Addin update button is shown in Figure 4.8.
- When the VIVA update button is clicked in the interface, the BIM parser runs in the background and converts the Revit data to a schedule that is then transferred to an online google spreadsheet, an intermediate database. More details about the BIM parser are further detailed in section 4.6.3. Our examples elements, door and column, are shown in this data stage in Table 4.1c as selected. However, the database used for testing contained thousands of objects, so Table 4.1c only shows a small portion of the intermediate database.
to increase the reader's understanding. At this point, data is now in the information hub. See section 4.6.4.

- Still, in the information hub, a separate data streaming service (SheetDB) was configured to read the google spreadsheet content automatically and then stream this information to a web JSON data stream. This specific data stream has a unique web address that is publicly accessible (read-only) by any human or machine. Data at this stage can be seen in Table 4.1d for the two example elements.

- Then, the communication hub takes control of the JSON data stream. The Google Actions platform entirely enables the communication hub. Reading the JSON data stream was done using the Axios JavaScript API to read the specific JSON stream based on its unique URL of it.

- In the communication hub, and using the Google Actions platform, a cloud function in JavaScript was developed to read the JSON data stream and save the data stream in a single variable for processing. The data stage at this point can be seen in Table 4.1e for the example elements as shown in the Google Actions console log.

- The Google Actions app was set with variables to match expected user keywords in the communication hub. Variables included element IDs, name, level, and zone for case 1. More variables were added for case 2, such as Element Type. For example, for the level variable, the Google Actions app had a variable for level that included variants such as floor or story.

- Still in the communication hub, cloud functions in JavaScript were created to retrieve the user’s keywords and match them to items in the data variable that contains the data streams at this point. Additional cloud functions do the matching of data items in the Google Actions app.

- The cloud functions enable data matching and responses depending on the case enabled in the app. In other words, the cloud function for case study 1 does the matching as needed for that case study but also provides the syntax for the responses to be provided to the user. Table 4.1f shows VIVA’s responses for the example elements for case 1, while Table 4.1g shows VIVA’s response for the example element for case 2. These responses are presented in Table 4.1 as text, but this will be spoken to the user in the last data stage. Also important to mention is that there is no response for case study 2 for the column because there is no
shared type for the columns. This is due to steel elements usually only have unique IDs instead of element types in construction projects.

- As the last step, now in the interaction hub, a smart speaker will read aloud VIVA’s responses, as shown in Table 4.1f and Table 4.1g.

4.8 Interaction with VIVA

VIVA aims to support construction stakeholders' operations through voice interaction that gives them access to information available in the construction project digital sources. VIVA will interact with two types of users: The main user of VIVA is the on-site user who interacts directly with VIVA through the smart speaker or other device connected to the VIVA app. The second group are expected to be the office users that interacts with the BIM database and make changes to the project. As such, VIVA is designed to provide a unified middleware for both on-site and office crew to connect to and send and receive information.

4.8.1 On-site User Interaction

VIVA provides a dynamic bidirectional interactions on-site user and BIM sources through voice conversation. The user accesses the VIVA app in the Google Actions platform by talking to the VIVA device, e.g. cellphone or in-ear headsets, and saying the following key phrase: "Hey Google, talk to Connector." The "Hey Google" phrase activates the device and gives the user access to the Google Action platform. The second phrase, "Talk to Connector" is to call the VIVA app within the Google Actions platform. VIVA's welcome message was: "This app helps you get information about elements in the construction project. What do you want to know about project elements?". The user can then ask a question through the app, VIVA seeks for an answer in the updated information hub repository and provides an appropriate response. Examples of responses are shown in parts Table 4.1f and Table 4.1g.
Table 4.1. Example of Data Flow and Stages for two BIM Objects

<table>
<thead>
<tr>
<th>a) Data Element in BIM Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>![BIM Model Image]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>b) Data Element in BIM Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>![BIM Schedule Image]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>c) Data Element in Online Google Spreadsheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Google Spreadsheet Image]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>d) Data Element in JSON Data Stream</th>
</tr>
</thead>
<tbody>
<tr>
<td>![JSON Data Stream Image]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>e) Data Element in Google Cloud Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Google Cloud Function Image]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>f) Data Element as Response from the Google Actions to the User for Case Study 1. User question: Where [Element] will be installed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spoken phrase: &quot;These are the details for Door D50 of type D2. It will be installed in zone B, at Fourth Floor.&quot;</td>
</tr>
<tr>
<td>Spoken phrase: &quot;These are the details for Column S36. It will be installed in zone B, at Fourth Floor.&quot;</td>
</tr>
</tbody>
</table>
g) Data Element as Response from the Google Actions to the User for Case Study 2. User question: How many [Element Type] of [Element Type ID] will be installed in the [Fourth Floor]?

| Spoken phrase: "There are 13 Doors of type D2 in the Fourth Floor." | Not Applicable because there is no shared types for columns in the model used. |

### 4.8.2 Office User Interaction

Because VIVA is designed to help workers-on-foot with their tasks and support their productivity, the interaction between VIVA and office users, e.g. BIM manager, is minimal. This interaction is mainly designed to ensure any changes made to BIM models are reflected in the answers provided through VIVA and on-site user always have access to the most updated information. To this end, after making any changes to the model, the office user, e.g. BIM manager, can update the data flowing through VIVA hubs by using the designed Revit Add-In plugin. See Figure 4.8. By clicking “update VIVA” plugin, any changes made to the model will be sent to VIVA for processing, and used in the answers provided on-site.

![Designed Revit Add-in to automatically update the VIVA database](image)

Figure 4.8. Designed Revit Add-in to automatically update the VIVA database

### 4.9 Evaluation

The performance of VIVA was evaluated using two case studies. The performance was evaluated based on (1) measuring VIVA's Natural Language Understanding performance in providing the correct information from BIM model; and (2) measuring VIVA's performance in understanding spoken instructions and providing accurate responses.

#### 4.9.1 Interoperability and Natural Language Understanding Test

The interoperability and Natural Language Understanding performance of VIVA were evaluated on its ability to provide accurate responses based on the information retrieved from the BIM databases. The methodology for evaluating VIVA was based on repetitive tests calling on VIVA and asking questions for each case study. For this evaluation, VIVA was called from the developer testing platform, using written commands to elicit VIVA responses and not its availability to recognize spoken instructions, which will be done in the second evaluation test. By using text,
VIVA’s responses were evaluated based on its interoperability and Natural Language Understanding and correct matching to the database.

To evaluate the first performance metrics, users asked VIVA multiple questions aiming at retrieving information for each case study. In other words, for the evaluation of VIVA for the first case study, the user asked VIVA questions about the installation location of different building elements, and for the second case study, the user made queries about the number of elements of specific element type located at specific locations in the project. For each case study, the user was asked to repeat his query multiple times and developed questions that varied in syntax and vocabulary but rendered the same expected results.

Figure 4.9. Interoperability Test Platform and Execution Example on Case 1

4.9.2 Spoken Instruction Recognition and Matching Test

The Spoken Instruction Recognition and Matching test seeks to evaluate the performance of VIVA in understanding spoken dialogs and providing correct responses. In other words, the Interoperability and Natural Language Understanding test seeks to measure the performance of VIVA in understanding semantic knowledge embedded in user’s questions while the 4.9.2 Spoken Instruction Recognition and Matching Test focuses on the performance of VIVA in understanding spoken language and developing phrases based on the information retrieved from BIM databases. Similar to the Interoperability and Natural Language Understanding Test, the users asked about project elements relative to each case study, this time through the smart speaker. For this test, we
asked two different participants to make the tests for both case studies to include feedback from native English speakers and non-native English speakers.

### 4.9.3 Summary of Evaluation Results

The results of both evaluation tests are summarized in Table 4.2. In sum, the VIVA’s interoperability between BIM-Web platforms achieved very high-performance results. However, the NLP performance varies depending on the English proficiency of the user showing better results for English speakers compared to non-English speakers.

<table>
<thead>
<tr>
<th>Evaluation Test</th>
<th>Case Study 1</th>
<th>Case Study 2</th>
<th>Average Response Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct</td>
<td>Incorrect</td>
<td>Correct</td>
</tr>
<tr>
<td></td>
<td>Responses</td>
<td>Responses</td>
<td>Responses</td>
</tr>
<tr>
<td>4.9.1 Interoperability and Natural Language</td>
<td>20</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>Understanding Test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spoken Instruction Recognition and Matching Test</td>
<td>12</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Native English Speaker</td>
<td>16</td>
<td>4</td>
<td>17</td>
</tr>
<tr>
<td>Non-Native English Speaker</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4.10 Discussion

This study develops a voice-based intelligent virtual agent (VIVA) that aims to support on-site workers with their daily tasks through connecting them to BIM databases and enabling on-demand information retrieval. VIVA uses conversational interaction with users, making the provided information easier to understand, and reducing the potential distractions, thus enabling safe interactions. The main objective of VIVA is to provide a voice-based interaction, but the developed system also enables text-based interaction with BIM models. The study's outcomes provide valuable insight into the theories, developments, and assessment of voice-based systems for AEC industry. The previous research on Information Extraction (IE) has focused on developing text-based conversational systems to provide workers access to BIM data. VIVA goes further to provide a practical solution based on spoken interaction with BIM sources empowered by enabling interoperability between BIM models and web platform’s NLU algorithms.

VIVA was first evaluated for its Natural Language Understanding (NLU) performance to assess its capability to understand users' questions based on text-based queries and to seek for, and provide accurate responses to the user. The results demonstrated that VIVA’s accuracy of 97.50%
of correct answers. This evaluation test is comparable to previous research works by Wang et al. (2022) with an accuracy of 81.9% and by Wang et al. (2022) with an accuracy of 96.8%. Results like this shed light on the strength of the commercial NLU web platforms used for BIM-VIVA link compared to domain-specific algorithm developments in making a correct interpretation of phrases and user queries.

The main objective of this study was to develop voice-based interactions to enable on-demand onsite support for construction worker enabled by VIVA. When VIVA was evaluated based on its voice-based capabilities, the Spoken Instruction Recognition and Matching test, it was found that, similar to other voice assistants, VIVA’s spoken language understanding performance varies depending on the VIVA user's English-language proficiency. The Spoken Instruction Recognition and Matching test demonstrates superior performance for VIVA in understanding native English speakers' queries compared to queries made by non-native English speakers. However, considering that the measured human performance on Questions-Answer tasks to be 86% (Rajpurkar et al. 2018), VIVA's performance for native English speakers is approximately only four percentage points lower. As such, further work would be needed to improve the performance of VIVA for non-native speakers. When performing the Spoken Instruction Recognition and Matching test, the NLU algorithms within the web platform used (Google Actions) encountered errors in recognizing elements' letter-number format or confusing words or letters with other words. For example, frequently when the user asked a question like "doors D2 are on the Second Floor", the NLU algorithm in VIVA concatenated the "are" after the element type D2 and tried to get the number of types "D2R". The NLU algorithm's other errors in VIVA include confusing numbers with definitive articles, e.g., "the" was confusing with the number 2. These errors happened to native and non-native English speakers, but to a more extent to non-native English speakers. The results of the Spoken Instruction Recognition and Matching performance test shed light on the need for improvement of Google Actions platform in recognizing users' spoken phrases which might indicate a training bias.

This article also contributes to the theories and developments of BIM-Web interoperability in the AEC industry. Our interoperability approach is based on BIM connection to Web platforms using automatic connection to Google Spreadsheets, streaming data, and accessing data through Google Cloud functions. Furthermore, enabling conversational interaction makes VIVA a safe intervention for supporting workers while working in hazardous construction environments. The
developed Revit add-In helps in facilitating real-time data updating and flow, guaranteeing access to the most updated project information for on-site workers, thus reducing need for changes and/or reworks.

The proof-of-concept version of VIVA presented in this article is developed to showcase the potential applications of such a system in providing on-demand support to construction workers. As such, the presented case studies are expected to set the basis for future developments where scalability can be enabled by developing more cloud functions that enable other functionality based on the needs of different projects. In addition, the context of an application evaluated in this study is based on its application of VIVA to the construction phase of project development; its usability in other development phases is an area of future work.

4.11 Conclusions and Future Work

The AEC industry needs productivity improvements, and the productivity of construction workers has good potential to significantly boost industry’s productivity trend. Information Extraction (IE) from BIM data sources is a crucial component of construction worker support that has been explored in recent years to improve workers’ access to information. This article contributes to the research on application of conversational agents in the AEC by developing VIVA, that enables users’ voice conversations and provide on-demand information from BIM sources through an internet-connected smart speaker. This article also contributes to the CPS research area as VIVA closes the Cyber-to-Physical link and includes the human in the loop. Two potential use cases of VIVA are presented and evaluated through case studies. The case studies focus on retrieving information for two specific use cases: the installation location of project elements, and the number of elements of a specific type that should be placed at a specific location in the construction project. However, VIVA is scalable to account for other applications and functionalities through simply adding cloud functions that enable a more varied range of queries. Finally, evaluation results for VIVA show remarkable performance for text-based queries (Interoperability and Natural Language Understanding Test). As expected, the results for voice-based queries (Spoken Instruction Recognition and Matching Test) achieved better performance for native English speakers compared to non-native English Speakers. Further evaluation in this area will also be future research work to be completed. Potential future applications include but are not limited to
updating work progress through voice commands, retrieving updated information about supply chain, activity progress, and work orders, to name a few.
CHAPTER 5. CONCLUSIONS

This chapter concludes this dissertation with a summary and discussion of this study’s contributions, its limitations, and future research work.

5.1 Summary

Construction workers’ access to knowledge from cyber sources in the AEC industry has the potential to bring productivity improvements at the worker and project levels. Nevertheless, workers consuming this knowledge are challenged by their environment and physical limitations while performing their activities. BIM is spearheading the construction industry’s digitalization; therefore, knowledge from BIM sources was prioritized in this study.

As a result, the first knowledge gap identified was (1) how to integrate BIM and construction workers to improve productivity. This gap summarizes the challenges to systems interoperability between BIM sources and the worker-systems interactions that positively affect the productivity of construction workers. Next, two related gaps were identified to be (2) identifying the most appropriate modality that supports construction workers while minimizing disruption of their activities and (3) assessing this modality’s effects on performance and perceived workload. By addressing these gaps, a CPS approach was the response to develop systems that connect the knowledge the workers need and the devices that provide this knowledge in the field. Finally, systems that connect BIM and workers seamlessly and in real time need to be developed. Therefore, the next gap is (4) what would be an interoperable process that connects real-time cyber knowledge from the AEC industry to human workers for the modality selected.

Chapter 2 focused on investigating gap (1), the missing link between the most prominent AEC data sources, BIM, and human subjects in construction. An in-depth literature review was done of the research works that have developed a cyber-to-physical systematic link between BIM and humans. This review revealed two primary system types and five integration approaches that synthesized the related research works and developments. The first system type focused on knowledge retrieval CPS systems based on text, voice, and visual and multimodal modalities. In contrast, the second type of system is activity-monitoring and context-aware systems. These system types include two approaches: systems with data transfer and web-assisted tools to enable multimodal data interoperability. The results from this chapter highlighted the challenges and opportunities of BIM-humans integration systems.
Chapter 3 focused on gaps (2) and (3) by identifying the most appropriate modality to provide knowledge to workers in the field by conducting a contextual inquiry in a development construction project where steel work was in progress. Stakeholders’ feedback and observations in the field led to choosing the voice as the most appropriate modality for workers with a limited visual modality and having to use both hands while completing their work. However, implementing a voice-based system that provides knowledge to workers brings multiple questions, including about performance and the cognitive workload effect on the workers’ performance. Chapter 2 also focused on the investigation of these questions. For this purpose, a voice-based intelligent virtual agent (VIVA) system was developed to be used in a user study where participants completed simulated construction assembly activities. The results presented in this chapter favored the use of VIVA over the paper baseline for visually and manually constrained workers’ activities. However, a limitation of the system developed in this chapter was that it was not dynamically linked to AEC data.

Chapter 4 built on the developments in Chapters 2 and 3, proposed a system architecture, and developed an upgraded prototype of a voice-based system for worker support. The version of VIVA developed in this chapter automatically retrieves BIM data from a construction project and makes this knowledge available to workers in the field through the voice modality enabled by a smart speaker, a solution to gap (4). While considering the integration methods approaches in Chapter 3, the version of VIVA in Chapter 4 is similar to the integration approach A2 but still differs from it; it is entirely based on web platforms for its implementation, enabling functions, and databases. This makes this version of VIVA more versatile from the development and deployment perspectives. Development is more versatile because the algorithms for knowledge extraction and natural language understanding (NLU) were not developed but taken from the used platforms. Using these tools already available, VIVA can use state-of-the-art NLU algorithms and web tools that otherwise would require more significant resources. Deployment is another benefit of using web platforms, as the interaction device can be any device with access to the Google Action web platform. Still, the challenge of this integration method was the interoperability of the processes to connect a BIM project and the web platform and devices. The resulting system was evaluated based on the accuracy of the information provided based on the interoperable processes with BIM and the user and the system’s ability to recognize spoken queries from different target users. Overall, the performance of VIVA was satisfactory and provided better performance than
previous works that have used other integration approaches. Drawbacks in our system include NLU bias towards better performance for native English speakers and limitations to the information provided based on the case studies in this study.

In summary, voice-based systems have multiple benefits for knowledge access aimed at construction workers. These benefits have great potential for productivity improvements in the activities of construction workers, which can improve the productivity of construction projects. The performance evaluations done in Chapter 3 prove this. Developments in this direction also support broader research on CPS based on further research in the cyber-to-physical direction of systems development. This study also highlights the synergy between humans and CPS in the dynamic environment of the AEC industry. The following sections further discuss contributions, limitations, and future research work.

5.2 Contributions

This research studies the methodologies to support construction workers in the field by allowing them to access knowledge from BIM project sources. The voice modality was identified as the most appropriate means to provide knowledge support to workers with limited visual attention and constantly occupying both hands to do their work. Subsequently, the effect of using the voice modality in these scenarios was qualitatively and quantitatively measured through user studies. Two voice interaction virtual agents (VIVA) systems were first developed for the user study, and then a more advanced version connected in real time to BIM project sources. The research has filled the gap for methodologies to support construction workers’ productivity, with three significant contributions described in the following subsections.

5.2.1 Productivity effect of voice-based support systems on construction workers

Previous research works have explored voice-based systems in the AEC industry. Most of these developments have sought to develop solutions for knowledge retrieval and project feedback. However, the effect of voice-based systems (e.g., VIVA) on construction stakeholders’ productivity has not been fully understood. A gap exists between developing these systems and identifying the drawbacks and benefits of their implementation in construction environments. In particular, addressing voice-based systems to construction in the field, especially to laborers limited in their visual cues and using both hands, brings more pressing concerns. This study
identified such gaps and concerns and assessed these effects through a user study on the productivity effect on a visually and manually constrained construction worker. The results of this assessment, done in Chapter 2, confirmed these benefits and contributed to the body of knowledge regarding the effect of voice-based systems and the challenges of using these systems for construction laborers in the AEC industry. To the author’s knowledge, this is the most comprehensive evaluation of the effectiveness of voice-based systems on workers’ productivity in the AEC industry.

5.2.2 BIM-worker system integration approaches

Previous research works have developed multiple integration approaches to link project data sources and human subjects in the construction industry’s cyber-physical systems (CPS). However, no previous research has identified the common elements, processes, and purposes for developing these systems. In other applications, such as linking BIM and sensor data, addressing this gap was of utmost importance to stimulate the development of systems in this research direction and to improve the outcomes of these systems. Therefore, Chapter 2 contributes to the body of knowledge by addressing this gap and identifying system types, integration approaches, and future research directions for developing BIM-worker CPS. Chapter 2’s outcomes also set the baseline for research trends or integration methods approaches besides those identified in this review, as demonstrated in the developments made for VIVA in Chapter 4, which might be considered an integration approach A2 for voice knowledge retrieval based entirely on web platforms. Nevertheless, the identified system types and integration approaches allow research works to be positioned within a development context within the BIM-worker CPS’s research area for construction workers’ productivity support.

5.2.3 Voice-based systems based on web platforms for the AEC industry

Chapter 3 developed the first version of a voice intelligent virtual agent (VIVA) for workers’ productivity support. However, although purposeful, this version had a limited link to the project BIM databases, and its update will require a completely new development cycle. However, this limitation was leveraged at this point because this app’s purpose was to evaluate the benefits of voice-based systems for construction workers. Nevertheless, this limitation was addressed in the following version of VIVA developed in Chapter 4. This version of VIVA can then be updated in real time and automatically from a project database. There are still limitations to this version of
VIVA, as it can only provide specific knowledge retrieval for the case studies addressed in Chapter 4, including getting the installation location of objects and providing the number of construction elements from the BIM project. Still, given that the underlying link between BIM and the voice interaction device is present, adding more functionality to this version of VIVA is only a matter of adding more logical functions. This development of VIVA at its different stages contributes to the body of knowledge as it provides a tool and the systematic process to develop an application such as VIVA.

Previous researchers developed voice-based systems similar to VIVA, using integration methods relying on algorithms and, to some extent, combinations of multiple platforms. However, the degree of integration of VIVA through web platforms is not present in any previous research work. Therefore, the presented development framework and solution contribute to the knowledge on developing construction CPS linked to web platforms. Substantial efforts were made to detail each process and system characteristic to denote all the integration processes that allow VIVA to work finely. Finally, VIVA as an outcome also contributes to the body of knowledge, as it provides a solution for workers whose activities limit them visually and manually and who rely on straightforward pieces of knowledge to do their work.

5.3 Limitations and Future Research Work

Through the journey of completing this research work, multiple limitations were identified that are worthy of continued future research. These are discussed in this section.

5.3.1 Taxonomy of CPS for the AEC industry

While first investigating the topic of CPS in the AEC industry, a clear point of departure was not easily identified. In other words, the development of CPS concepts and applications within the AEC industry’s research body disagreed on terminology and what constitutes CPS in the AEC industry and its processes and components. In other research areas, academia and industry have widely accepted taxonomies that define all aspects of a phenomenon. Therefore, a taxonomy of CPS for the AEC industry has great potential to support developments in the AEC industry ahead, and it will be an area of future research work. This taxonomy must consider all aspects of CPS in the AEC industry, including humans in the loop and integration with CPSs in other industries.
5.3.2 Further evaluation of voice-based systems in construction applications

Chapter 3 focused on assessing voice-based systems in specific construction applications for construction worker support. A user study was conducted to measure the performance effect on construction workers’ activity performance, workload, and users’ opinions. Objective performance measures were based on the activities’ step completion times, the number of errors made while completing the user tasks, and interventions when the support system failed to provide support. Subjective performance measures were also used to measure perceived cognitive workload using standardized workload surveys, NASA-TLX. However, the results from this cognitive workload test did not provide enough evidence to support cognitive workload improvements with voice-based systems for construction workers. Therefore, future research in this direction can explore using objective cognitive workload measures such as an electrocardiogram (ECG) or eye-tracking to measure the mental stimuli of a voice-based system while performing construction worker tasks. This objective measure might provide evidence of voice-based systems’ effect on workers’ mental workload.

5.3.3 Performance of voice systems on multilingual target users

Chapter 4 validated the developed voice-based system, VIVA, through a user testing process with different target users. However, this evaluation identified differences in VIVA’s performance depending on the target user’s English proficiency. This was attributed to the Natural Language Understanding (NLU) algorithms used in VIVA, which come from the Google Actions web platform. Although this evaluation was limited to identifying such differences, future research can be done to measure the extent of such differences and make a deeper assessment of VIVA focused on users’ language and proficiency. Further research in this area is especially important for the AEC industry, as it relies on workers from different backgrounds, including English speakers, non-native English speakers, and non-English speakers. Following this direction, research can be done to measure the performance of VIVA in other predominant languages among construction workers, such as Spanish, in similar settings to those in Chapter 3 or 4.
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