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Abstract: In general, customers are looking to receive their orders in the fastest time possible and to
make purchases at a reasonable price. Consequently, the importance of having an optimal delivery
time is increasingly evident these days. One of the structures that can meet the demand for large
supply chains with numerous orders is the hierarchical integrated hub structure. Such a structure
improves efficiency and reduces chain costs. To make logistics more cost‑effective, hub‑and‑spoke
networks are necessary as a means to achieve economies of scale. Many hub network design mod‑
els only consider hub type but do not take into account the hub scale measured using freight vol‑
ume. This paper proposes a multi‑objective scheduling model for hierarchical hub structures (HHS),
which is layered from top to bottom. In the third layer, the central hub takes factory products from
decentralized hubs and sends them to other decentralized hubs to which customers are connected.
In the second layer, non‑central hubs are responsible for receiving products from the factory and
transferring them to central hubs. These hubs are also responsible for receiving products from cen‑
tral hubs and sending them to customers. Lastly, the first layer contains factories responsible for
producing products and providing for their customers. The factory uses the flexible flow‑shop plat‑
form and structure to produce its products. The model’s objective is to minimize transportation
and production costs as well as product arrival times. To validate and evaluate the model, small
instances have been solved and analyzed in detail with the weighted sum and ε‑constraint method.
Consequently, based on the mean ideal distance (MID) metric, two methods were compared for the
designed instances.

Keywords: flexible flow shop; hierarchical hub structure; multi‑objective schedulingmodel; weighted
sum method; ε‑constraint method

MSC: 90‑10

1. Introduction
Since the deregulation of the US aviationmarket in 1978, the network configuration of

airlines has been profoundly affected and reconstructed [1]. As a result, a number of trun‑
kline companies reorganized their networks from point‑to‑point (PP) systems into hub‑
and‑spoke systems. In the hub‑and‑spoke system, the hub serves as a central airport for
mapping flight routes, whereas the spokes serve as the flight routes taken from the hub.
The transition to hub‑and‑spoke systems minimizes the logistics portion of the network
design cost in aviation systems and other major transportation systems [2]. Because of this
cost‑effective strategy, the proposed system has been updated and applied to numerous
optimization fields [3,4].

Engineering and transportation challenges are being addressed with technological
advances, especially in time management, scheduling, and safety concerns [5–10]. As a
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physical network system, hub and spoke is based on logistics and pertains to the trans‑
portation of freight [11–16]. It involves a hub that moves goods from one spoke to another.
The design of hub‑and‑spoke networks has been receiving attention in a variety of applica‑
tion fields, including transportation, telecommunications, computer networks, postal de‑
livery, less‑than‑truck loading, and supply chain management [4,17]. In hierarchical hub
problems, demand nodes are routed to facilities known as strategic hubs. Although this is
the current process in hierarchical hubs, their designs are constantly evolving due to the
emergence of newer multi‑structural transportation and distribution networks [18]. The
variety of transportation systems adds multimodality to these issues. Because strategic
planning is a major component of this field, all possible decisions must be carefully con‑
sidered for their long‑term implications. Therefore, processes are necessary to establish a
framework of reliable decisions. Network scheduling and production scheduling are two
decision‑making processes that decide how to allocate limited resources, like machines,
operators, and tools, within a network and how to deliver goods to the desired destination
in that network [19].

The rest of the paper is organized as follows. Section 2 presents the literature review.
In Section 3, the problem definition, as well as the mathematical model, is explained. The
solution methods, instances, and investigation of instances are discussed in Section 4. The
discussion and conclusions are explained in Sections 5 and 6, respectively.

2. Literature Review
2.1. Hierarchical Hub Problems

In hierarchical systems, facilities are either connected from top to bottom or from bot‑
tom to top. The lower level is called “the first level”, where customers’ nodes are gener‑
ally allocated, while the higher level is called the “Nth level”. The current literature has
examined hierarchical hub problems (HHPs) from many perspectives, such as location,
structure, routing, scheduling, and solution approaches. Hub‑and‑spoke networks offer
the following advantages compared to the complete network. Firstly, the hub network
consists of fewer links. The link usage ratio in the building and operating of the network
declines, so the overall network utilization increases. Secondly, according to various stud‑
ies, H&S networks have a discount factor (an input factor describing associated discounts
on transportation costs due to the economies of scale) derived from the inter‑hub transport
and, consequently, are relatively inexpensive. Nevertheless, H&S networks do not guar‑
antee a more efficient logistic design than an entire network. Consequently, some studies
also examine the logistics path of cargo from origin to destination from the perspective of
the entire network and reflect direct shipments. In addition, studies have shown that the
number of hubs is a decision variable in the hub location problem [20–23].

A number of researchers have investigated the location and structure of the hierar‑
chical problem. Schultz (1970) and Calvo and Marks (1973) were the first researchers that
studied hierarchical facility location in multiple‑layer structures [24,25]. Dokmeci (1973)
proposed a three‑level approach for solving the hierarchical location problem’s best loca‑
tion and scale of facilities [26]. Lastly, Chou (1990) presented multiple allocations in a
hierarchical hub location problem (HHLP) of airline networks, and he employed an enu‑
meration approach for this problem [27]. Operations research literature has also provided
insight into types of objective approaches regarding the location and structure of HHPs.
Yaman (2009) presented a single objective model of the hierarchical hub median location
problem (HHMLP) that includes three layers: central hubs at the top level, a non‑central
hub at the second level, and customers’ nodes at the third level [3]. Alumur et al. (2012)
explored the hierarchical hub location problem with respect to potential candidates for
establishment and routes for delivery. They constructed four levels that consisted of the
following: the nodes of demand in level zero, the non‑central hubs in level one, a me‑
dian non‑central hub in level three, and a central hub in the last level [28]. Davari and
Zarandi (2012) investigated three levels of services with a fuzzy demand in hierarchical
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hub median location problems. They solved their HHMLP using Yaman’s model (2009), a
variable neighborhood search (VNS), and CPLEX software [29].

Routing, scheduling, and algorithms are other aspects of HHPs that researchers have
evaluated. Okan Dukkanci and Bahar Y. kara. (2017) worked on a scheduling and routing
model for the hierarchical hub location problem and solved their model with a heuristic
approach, which delivered results in a reasonable time [30]. Melahat Khodemani‑Yazdi
et al. (2019) produced a multi‑objective hierarchical hub location model that minimized
hub facilities costs, transportation costs, and route length through these three algorithms:
NsgaII, HAS, and game theory variable neighborhood fuzzy invasive weed optimization
(GVIWO). The results show that the GVIWO algorithm generates better results than the
other algorithms [31].

Shang et al. (2021) developed a bi‑objective hierarchical multimodal hub location
problem to simultaneously minimize the overall system‑wide costs and the maximum
amount of delivery time. The problem is different from the classic hub location problem in
the context of designing a hierarchical multimodal hub‑and‑spoke network that includes
multiple modes of transportation, multiple classes of hubs, and corresponding layers [19].
Bhattacharjee andMukhopadhyay (2021) presented aMulti‑Objective version of the Single‑
Allocation Hub Median Problem with the aim of minimizing the overhead cost associated
with hub and central hub nodes and the total communication cost of the network. In a part
of the study, Non‑dominated Sorting Genetic Algorithm‑II was used to solve the problem,
as well as classical genetic algorithms on each objective [32].

2.2. Flexible Flow Shop
For the past four decades or so, the flexible flow‑shop (FFS) scheduling problem has

attracted many researchers, and numerous research articles have been published on this
topic [33–35]. This is because the flow‑shop problem (FSP) is one of the most common
scheduling problems in production systems. In the flow‑shop environment, jobs (pro‑
ductions) should be processed on all machines, while a flexible flow‑shop problem (FFSP)
should consist of sets of production stages so that at least one of the stages has two paral‑
lel machines. There is a multitude of issues with flexible flow‑shop problems, including
unrelated parallel machines, release dates, setup times, precedence constraints, eligibility,
and batch processing. Additionally, there are issues related to resources with different ob‑
jective functions, such as makespan, energy consumption, total tardiness, green function,
and inventory holding costs. The following literature addresses the various problems of
the flexible flow‑shop problem.

Jenabi et al. (2007) presented an unrelated parallel machines model over a specific
planning horizon to minimize setup time and inventory holding costs [36]. Ruiz and
Stützle (2008) displayed a model with constraints consisting of the release dates, unrelated
parallel machines, machine eligibility, probability of anticipatory and non‑anticipatory
setup times, precedence constraints, and time lags [37]. Jayamohan and Rajendran (2000)
worked on a series of new dispatching methods to reduce performance measure types
such as the average, maximum, and variance of tardiness in dynamic problems [38]. Kian‑
far et al. (2009) demonstrated four dispatching lemmas to minimize the total tardiness and
rejection costs [39].

Moreover, Gupta and Tunc (1991) analyzed the two‑stage hybrid flow‑shop schedul‑
ing problem with parallel machines only in the second stage to develop heuristic algo‑
rithms that minimize the objective function [40]. Bertel and Billaut (2004) presented the
multi‑stage scheduling problem and conducted a genetic algorithm (GA) to minimize the
weighted number of late productions [41]. Yaping Fu et al. (2019) proposed a multi‑
objective stochastic model to minimize makespan and energy consumption using three al‑
gorithms: MOPSO, NSGA2, and MOEA/D [42]. Tian‑Soon Lee and Ying‑Tai Loong (2019)
investigated a literature reviewof schedulingmodels and solutionmethods in flexible flow‑
shop problems [43]. Yi Tan et al. (2017). exhibited batch processing machines and unequal
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release times of jobs in a flexible flow‑shopmodel and performed a decompositionmethod
based on the iterative stage and combined it with the neighborhood search approach [44].

There are more examples of research articles confronting the same flexible flow‑shop
problem. Using a hybrid genetic algorithm, Juárez‑Pérez et al. (2022) solved the FFS
scheduling problem with sequence‑dependent setup times in a grid environment [45].
Zhang et al. (2021) developed a hybrid flow‑shop scheduling problem containing consis‑
tent subplots with the aim of optimizing two conflicting objectives simultaneously: the
makespan and the total number of subplots [46]. A paper by Wu et al. (2018) considers
variable processing times resulting from renewable energy sources in a multi‑objective
flexible flow‑shop scheduling problem [47]. In addition, a multi‑objective optimization al‑
gorithm has been proposed by Li et al. (2018) for solving the hybrid flow‑shop scheduling
problem with consideration of setup energy consumptions [48].

In another recent study by Lin et al. [49], a hybrid flow‑shop scheduling problem
with dynamic re‑entrant characteristics substantiated by the complexity of the problem in a
repairing company was considered. To solve the dynamic re‑entrant scheduling problem,
we propose combining the analytical hierarchy process (AHP) and GA [49]. Moreover,
Hosseini et al. [50] studied a two‑stage production system consisting of a fabrication and
assembly stage. The study describes the problem in detail and proposes a mixed‑integer
linear programming model that can be applied to small‑scale problems [50].

2.3. Research Contribution
To the best of the authors’ knowledge, previous studies have focused primarily on

location, allocation, and routing problems; different types of objectives; and solutions ap‑
proaches in hierarchical hub location problems (HHLP), while scheduling problems seem
less recurrent. In addition, the review of the flexible flow‑shop problem analysis shows
that there are no hybrid models of hierarchical hub location problems and flexible flow‑
shop models (HHLP‑FFS) available. To address this gap, this research study develops a
hybrid scheduling model for hierarchical hubs and flexible flow shops.

3. Problem Definition
Using the hierarchical structure, our study consists of three levels which will be dis‑

cussed from top to bottom. The third level is a central hub that receives factories’ products
from non‑central hubs and sends those products to another non‑central hubwhere the cus‑
tomers’ nodes have been connected. The second level includes non‑central hubs respon‑
sible for receiving products from factories and sending them to central hubs. In addition,
they receive products from central hubs or factories and then send them to customers. The
first level consists of the customers and factories. The customers want to receive products,
and the factories produce their products in a flexible flow‑shop environment. Figure 1
shows the structure of this model.

The main structure of the problem is discussed in the previous section, but here, first,
we explain the assumptions of the problemand thenpresent themathematicalmodel based
on those defined suppositions and framework. In this model, there are several products,
so the number of product types can bemore than one. In addition, there are some factories
with flexible flow‑shop environments and customers in a hierarchical hub problem struc‑
ture. Product processing time and the number of machines at each stage are specific. The
time spans between the nodes (customers or factory), non‑central hubs, and central hubs
are also clear. There is no permutation at each stage, and machines are unrelated. We re‑
fer to non‑central hubs connected to customers as NCHC, non‑central hubs connected to
factories as NCHF, and central hubs as CH.
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Figure 1. The structure of the model.

There are two kinds of objective functions in this research (i.e., λ1 and λ2). The first
consists of transportation and production costs. Indeed, part (a) calculates products’ send‑
ing costs from non‑central hub j (NCHF) to central hub k (CH), then from central hub k to
another central hub k′, and, finally, from central hub k′ to non‑central hub h (NCHC). The
next part, part (b), calculates products’ sending costs from non‑central hub j to central hub
k, then from central hub k to non‑center hub h. Part (c) calculates the cost of connecting
customer c to non‑central hub h. Part (g) calculates the production cost of product p in
factory f. The cost of connecting non‑central hub h to central hub k is calculated in part (d).
Part (e) calculates the cost of connecting factory f to non‑central hub j. Finally, the cost of
connecting non‑central hub j to central hub k is calculated in Part (f).

Min(F1) = ∑
j

∑
k

∑
k′

∑
h

∑
p

Fp
jkk′h · cp

jkk′h︸ ︷︷ ︸
a

+∑
j

∑
k

∑
h

∑
p

FFp
jkh · ccp

jkh︸ ︷︷ ︸
b

+∑
c

∑
h

zch · coch︸ ︷︷ ︸
c

+∑
j

∑
f

∑
p

CFRp
f j · FRp

f j︸ ︷︷ ︸
g

+

∑
h

∑
k

yhk · cghk︸ ︷︷ ︸
d

+∑
j

∑
j

zzjj · cd f t︸ ︷︷ ︸
e

+∑
j

∑
k

xjk · cbjk︸ ︷︷ ︸
f

(λ1)

The following objective function minimizes the maximum arrival time of products
to customers.

Min(F2) = SA (λ2)

Constraint (1) assigns factories to non‑hub centers. Constraints (2) and (3) assign non‑
hub centers j to hub centers. Each non‑central hub should consist of at least one of the fac‑
tory’s nodes. Constraint (3) allocates customers to non‑central hub centers. Constraints (5)
and (6) allocate non‑hub centers h to central hub k so that each central hub connects to at
least one non‑central hub.

∑
j∈J

zz f j = 1 ∀ f ∈ F (1)
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∑
k∈K

xjk = 1 ∀j ∈ J (2)

∑
j∈J

xjk ≥ 1 ∀k ∈ K (3)

∑
c∈C

zch = 1 ∀h ∈ H (4)

∑
h∈H

yhk ≥ 1 ∀k ∈ K (5)

∑
k∈K

yhk = 1 ∀h ∈ H (6)

Constraint (7) guarantees that the product p entering into non‑central hub h (a kind
of non‑central hub that only customers are connected to) should equal the customer’s de‑
mand. Constraint (8) determines the produced products in a non‑central factory hub (to
which the factories are only connected) on the basis of the products sent to another hub.

∑
c∈C

Dp
c .zch = ∑

j∈J
∑
k∈K

∑
k′∈K

Fp
jkk′h + ∑

j∈J
∑
k∈K

FFp
jkh ∀h ∈ H, p ∈ P (7)

∑
f∈F

FRp
f j = ∑

h∈H
∑
k∈K

∑
k′ ∈ K
k ̸= k

Fp
jkk′h + ∑

h∈H
∑
k∈K

FFp
jkh ∀j ∈ J, p ∈ P (8)

Constraints (9)–(12) guarantee that if xjk and yhk are equal to one simultaneously, the
variables Fp

jkk′h and FFp
jkh will be positive.

Fp
jkk′h ≤ M.xjk ∀j ∈ J, k ∈ K, k′ ∈ K, h ∈ H, p ∈ P; k ̸= k′ (9)

Fp
jkk′h ≤ M.yhk ∀j ∈ J, k ∈ K, k′ ∈ K, h ∈ H, p ∈ P; k ̸= k′ (10)

FFp
jkh ≤ M.xjk ∀j ∈ J, k ∈ K, h ∈ H, p ∈ P (11)

FFp
jkh ≤ M.yhk ∀j ∈ J, k ∈ K, h ∈ H, p ∈ P (12)

Constraint (13) guarantees that if there is a connection between the factory f and non‑
central hub j, the variable FRp

f j will be positive.

FR p
f j ≤ M.zz f j ∀j ∈ J, f ∈ F, p ∈ P (13)

Constraints (14) and (15) assign each product to one of the defined machines at each
stage depending on the production amounts.

Vf s

∑
m=1

xx f
mps = 1 ∀s ∈ S, f ∈ F, p ∈ P (14)

Vf s

∑
m=1

xx f
mps ≤ M.∑

j∈J
FRp

f j· ∀ f , p (15)

Constraints (16)–(19) determine the sequences of products in the factories bymachine
m at each stage.

∑
m∈M

∑
p∈P

x′ f
mpps = Vf s ∀s ∈ S, f ∈ F (16)

x′ f
mpps ≤ xx f

mps ∀s ∈ S, f ∈ F, p ∈ P, m ∈ M (17)
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∑
p∈P

x′ f
mpp′s = xx f

mp′s ∀s ∈ S, f ∈ F, p′ ∈ P, m ∈ M (18)

∑
p∈P;p ̸=p′

x′ f
mp′ps ≤ xx f

mp′s ∀s ∈ S, f ∈ F, p ∈ P, m ∈ M (19)

Constraints (20) and (21) determine vp
jkk′h. If Fp

jkk′h is a positive value—in other words,
if products are in flow among a non‑central hub connected to the factory, a non‑central
hub connected to the customer, and the central hub—then the binary variable vp

jkk′h should
be 1.

vp
jkk′h. M ≥ Fp

jkk′h ∀j ∈ J, k ∈ K, k′ ∈ K, h ∈ H, p ∈ P (20)

vp
jkk′h ≤ Fp

jkk′h ∀j ∈ J, k ∈ K, k′ ∈ K, h ∈ H, p ∈ P (21)

Constraints (22) and (23) determine v′pjkh. If FFp
jkh is a positive value—in other words,

when products are in flow among the non‑central hub connected to the factory (NCHCF),
a non‑central hub connected to the customer (NCHCC), and the central hub (CH)—then
the binary variable v′pjkh should be 1.

v′pjkh.M ≥ FFp
jkh ∀j ∈ J, k ∈ K, h ∈ H, p ∈ P (22)

v′pjkh ≤ FFp
jkh ∀j ∈ J, k ∈ K, h ∈ H, p ∈ P (23)

Constraint (24) determines the maximum arrival time of products to NCHCF. Addi‑
tionally, Constraint (25) determines the maximum arrival time of products from NCHCF
to CH, then from CH to another CH, and, finally, from CH to NCHCC.

STp
j ≥ tp

f j + Cmax
f − M.(1 − ZZ f j) ∀j ∈ J, f ∈ F, p ∈ P (24)

SFp
h ≥ STp

j + ttp
jk + t′pk′h + tap

kk′ − M.(1 − v p
jkk′h)

∀j ∈ J, k ∈ K, k′ ∈ K
, h ∈ H, p ∈ P

(25)

Constraint (26) determines the arrival time of products from NCHCF to CH and then
from CH to NCHCC. Furthermore, Constraint (27) determines the arrival time of products
from NCHCC to the customer.

SFp
h ≥ STp

j + ttp
jk + t′pkh − M.(1 − v′pjkh) ∀j ∈ J, k ∈ K, h ∈ H, p ∈ P (26)

SGp
ch ≥ SFp

h + tdp
ch − M.(1 − zch) ∀c ∈ C, h ∈ H, p ∈ P (27)

The time sequences of the products in the factory with a flexible flow‑shop system are
calculated using Constraints (28)–(30).

ht f
p s ≥ ht f

p s− 1 + ∑
j∈J

FRp
f j.pr f

ps−1 − (1 − x′ f
mpp′ s).M

∀ f ∈ F, s ∈ S, p ∈ P
, p′ ∈ P′; p = p′

(28)

ht f
p′s ≥ ht f

ps + ∑
j∈J

FRp′

f j.prp′s−1 − (1 − x′ f
mpp′s).M

∀ f ∈ F, s ∈ S, p ∈ P
, p′ ∈ P′; p ̸= p′

(29)

ht f
p′s ≥ ht f

p′s−1 + ∑
j∈J

FRp′

f j.prp′s − (1 − x′ f
mpp′s).M

∀ f ∈ F, s ∈ S, p ∈ P
, p′ ∈ P′; p ̸= p′

(30)

Constraint (31) calculates the arrival time of the products to the customers. Then,
Constraint (32) calculates the time that the final customers receive their products; in other
words, it is the maximum system scheduling time.

Cmax
f ≥ ht f

ps ∀ f ∈ F, s ∈ S, p ∈ P (31)



AppliedMath 2022, 2 728

SA ≥ SG p
ch ∀c ∈ C, p ∈ P, h ∈ H (32)

4. Solution Approach
In this section, a small example is presented and investigated thoroughly to evaluate

the proposed multi‑objective model. Afterward, ten examples are provided and solved
using weighted sum and ε‑constraint method. In the weighted summethod, the weighted
sum of the objective functions is optimized while the efficient solutions are obtained by
varying the weights. The problem framework is stated as follows:

Max (w1×f1(x) + w2×f2(x) + . . . + wp×fp(x))

 Subject to:

      x belongs S

In the ε‑constraint method, we optimize one of the objective functions using the other
objective functions as constraints; the entire structure is shown below:

Max f 1(x)

       Subject to:

           f2(x) ≥ e2

            f3(x) ≥ e3

         . . .

            fp(x) ≥ ep

             x belongs S

4.1. Validation of the Model
Here, a small‑sized problem was tested using the values from Table 1. The proposed

model was validated and investigated using the weighted summethod through one point
of the Pareto front with weights W1 = 0.5 W2 = 0.5 (i.e., W1 is a weight of costs functions
andW2 is a weight of a time function). This instance was also solved using GAMS software
24.1.2 on a 2.53 GHz CPU equipped with 6 Gigabytes of RAM in Table 2.

Table 1. The set of small designed instances.

Notations Value Notations Value

|S| 2 |C| 2
|P| 2 |M| 2
|H| 2 |J| 2
|F| 2 Vf s

[
1 2
2 1

]
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Table 2. The parameters of designed instances.

Parameters Value Parameters Value Parameters Value

coch U(50, 80) tp
f j U(4, 6) cghk U(40, 50)

cp
jkk′h U(30, 60) ttp

jk round(U(6, 9)) cd f j U(40, 80)

ccjkh U(40, 70) t′ pk′h round(U(1, 5)) cbjk U(30, 50)

Dp
c U(10, 20) tap

kk′ round(U(3, 6)) prp
f s U(1, 2)

c f rp
ch U(40, 50) tdp

ch round(U(2, 8))

After solving the model, the responses and interpretation of the small instance are
presented as follows.

The factories with indices 1,2 were connected to the non‑central factory hub with
index 2, where it is a spoke of the central hub with index 1 (i.e., zz21 = 1; zz22 = 1;
x12 = 1;x21 = 1). Moreover, all customers were connected to a non‑central customer hub
with index 2 while its central hub is 2 (i.e., z21 = 1; z22 = 1,y12 = 1,y21 = 1). The obtained
structure from the above instance is shown in Figure 2.

Figure 2. The allocation and sequences of products in each stage of the factory.

In the following, the numbers of products that should be produced anddelivered from
the non‑central factory hub are equal to FR 1

12 = 4 ; FR 1
22 = 5 ; FR 2

12 = 1 ; FR 2
22 = 10.

Moreover, there is no direct delivery from the non‑central factory hub to the central hub
and then to the non‑central customer hub, so these variables are zeros (i.e., FFp

jkh = 0), but
the variable’s value of Fp

jkk′h is F 1
2121 = 9 ; F 2

2121 = 11. The products sequences in
Figure 3 (Factory 1,2) and their completion time is also determined as follows:

ht 2
11 = 1; ht 1

11 = 9; ht 2
12 = 3; ht 1

11 = 17 So C max
1 = 17.

ht 2
21 = 20 ; ht 1

21 = 10 ; ht 2
22 = 40 ; ht 1

22 = 20 So C max
2 = 40.
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Figure 3. The completion time of Factory 1 (left) and Factory 2 (right) Gant chart.

Furthermore, the other variables of the shipping time that depend on the variables
Fp

jkk′h are as follows:

ST12 = 44· ; ST22 = 46.SF11 = 57, SF21 = 59.658, ST22 = 46.· SG111 = 60.01; SG131 = 61.01; SG231 = 61.658.
SG121 = 62.01, SG221 = 62.658, SG211 = 63.658.

Therefore, the final maximum completion time (i.e., SA) is equal to 63.658. Figure 4
shows the whole network of the generated instance.

Figure 4. The network of the small instance.

4.2. Numeral Experiments
According to the values of the variables and the above explanations, the results show

the logical relations in terms of the structure and arrival time of the products. This enables
us to solve and discuss ten instances for further evaluation according to Tables 2 and 3.
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Table 3. Designed instances.

Test Problem
Sets Parameter

|H| |J| |P| |K| |F| |C| |S| Vfs
1 2 2 2 2 2 2 2 round(U(1, 2))
2 3 2 2 2 3 2 2 round(U(1, 2))
3 2 2 3 2 2 3 2 round(U(1, 2))
4 2 2 3 2 2 3 2 round(U(1, 2))
5 2 2 2 1 3 3 2 round(U(1, 2))
6 2 2 2 2 3 3 2 round(U(1, 2))
7 2 2 2 2 1 2 3 round(U(1, 3))
8 3 2 3 2 1 2 3 round(U(1, 3))
9 2 1 3 1 1 3 4 round(U(1, 3))
10 3 3 2 3 1 4 2 round(U(1, 5))

These instances were solved using the weighted sum and ε‑constraint method. The
Pareto Front of the weighted sum method was obtained using the values in Table 4, and
the Pareto Front of the ε‑constraint approach was determined with ten optional points,
depicted in Figure 5.

Table 4. Weights of objective functions in weighted sum method.

Number of Weights Weight of Cost Functions (W1) Weight of Time Function (W2)

1 0.0001 0.9999
2 0.091 0.909
3 0.1 0.9
4 0.2 0.8
5 0.4 0.6
6 0.9 0.1

Figure 5. Pareto Front graph of ε‑constraint and weighted sum methods.

The determination of such weights for the weighted sum method in Table 4 depends
on managerial decisions and the managers’ discretion.

The results were evaluated using the mean ideal distance (MID) metric. This metric
is used to calculate the distance between the Pareto solution and an ideal point, point (0,0).
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The lower the value of this metric for the method, the better the performance and results.
The MID metric is determined as below:

MID =

n
∑

i=1

√
F1i

2 + F2i
2

n

where i is a point of the Pareto Front and n is the total points of the Pareto Front.
Finally, the results are shown of twomethods in Table 5. According to theMIDmetric,

the weighted sum method has the least values, approximately.

Table 5. The results of instances are based on the MID metrics.

Number of Instance
MID

Weighted SumMethod ε‑Constraint

1 1366.04 1456.67
2 2392.25 2793.64
3 2264.26 2393.91
4 2265.29 2395.61
5 2254.99 2279.10
6 2178.88 2261.40
7 1471.04 1547.63
8 1525.28 1737.77
9 2623.40 2670.86
10 2794.20 2942.09

Figure 6 shows the comparison of two methods based on the MID metric. One of
the reasons that the MID metric of the ε‑constraint approach is more than the weighted
sum method could be managerial decisions and the managers’ discretion. Therefore, if
we change these weights, the Pareto front of this method may change in terms of the MID
metric. The second reason that affects the quality ofMID is the initial number of considered
Pareto front points. Finally, we cannot claim which methods are better because it depends
on the number of Pareto fronts, weights, epsilon dataset, and nature of indices. We can
only mention that for these instances, the MID metric of the weighted sum method is less
than the ε‑constraint.

Figure 6. Comparison of ε‑constraint and weighted sum methods.
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5. Discussion
This paper developed a hybrid scheduling model for hierarchical hubs and flexible

flow shops. Although Juárez‑Pérez et al. [45], Zhang et al. [41], and Wu et al. [47] tried
to solve the FFS scheduling problem with different approaches, none of them solved the
scheduling problem using HHLP and FFS. This is one of the first studies to hybridize a
hierarchical hub problem with an FFS problem and create a multi‑objective problem con‑
sidering cost minimization and delivery time reduction. It should be noted that two of
the knownmethods (i.e., ε‑constraint and weighted summethods) of solving this problem
are presented and compared in order not only to analyze and evaluate the model of the
problem but also to examine the speed and accuracy of the performance of these two algo‑
rithms in solving the problem on a small scale. The problem has been formulated as a new
mixed‑integer linear programming model (MILP) to minimize transportation, production
costs, and product arrival times. The analysis results show that the proposed method not
only is able to be applied in solving small‑scale problems but also has the potential to be
applied to large‑scale problems. For future research, firstly, it is recommended to consider
uncertain parameters in the model instead of exact values. Additionally, vehicle routing
problems and using heterogeneous vehicles as a transportation fleet could be added to
the model.

6. Managerial Insights and Practical Implications
One of the most important practical points of this article, which has been mentioned

and worked on in a few articles, is considering the combination of issues related to the
delivery of goods through the hierarchical hub model and the problem of scheduling pro‑
duction within the factory. In fact, this model helps managers and business owners to
use not only the hierarchical hub system to deliver products to customers but also a com‑
bination of the hierarchical hub method and flexible flow shop to plan optimally for their
production and delivery department. Furthermore, the minimization of the chain cost and
the delivery time of products to the customer, which are two of the most important goals
of every manufacturer for the production and delivery of products, have been considered
in this issue. Considering the chain’s hierarchical structure and central and non‑central
hubs for managing product delivery and flexible flow‑shop scheduling, business owners
can use this method to optimize their chain and network according to their needs.

7. Conclusions
Hierarchical hub problems involve the establishment of strategic hub facilities and

the allocation of demand nodes to them. Meanwhile, with the emergence of new trans‑
port and distribution networks with multi‑level structures, the design of such networks
has evolved. The diversity of transportation systems adds multimodality to these prob‑
lems. Considering the strategic nature and long‑term implications of decision making in
this field, the decisions shall be of high reliability. Production and network scheduling is a
decision‑making process to allocate limited resources, such asmachines, material handling
equipment, operators, and tools, to tasks or jobs and deliver the products to the destina‑
tions through the network to achieve certain objectives. Combining these two problems
and developing an integrated optimization model with the objective of minimizing cost
and timespan is a topic that has rarely been addressed in the literature. In the present paper,
a new hybrid multi‑objective scheduling model for two combined problems, the hierarchi‑
cal hub problem (HHP) and the flexible flow‑shop problem (FFSP), was developed. The
problem has been formulated as a new mixed‑integer linear programming model (MILP)
to minimize the transportation and production costs and product arrival times. To solve,
validate, and evaluate the presented model, the weighted sum and ε‑constraint method
for small‑scale problems using GAMS software 24.1.2 with CPLEX solver have been uti‑
lized. Furthermore, the mean ideal distance (MID) metric was used to compare these two
methods. According to the comparison, the weighted sum method performs better than
the ε‑constraint method.
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Nomenclature

Sets
S Set of stages
H Set of non‑central hubs connected to customers
P Set of products
F Set of factories
J Set of non‑central hubs connected to factories
K Set of the central hubs
C Set of customers
Indices
s ∈ S Index of stages
h ∈ H Index of non‑central hubs connected to customers
p, p′ ∈ P Index of products
f ∈ F Index of factories
j ∈ J Index of non‑central hubs connected to factories
k, k′ ∈ K Index of the central hubs
c ∈ C Index of customers
Parameters
CFRp

f j Cost of produced product p in factory f connected to non‑central hub j
cjkk′h Cost of sending products from non‑central hub j (NCHF) to central hub k (CH),

then from central hub k to another central hub k′, and, finally, from the central hub k′ to non‑central hub h (NCHC)
ccjkh Product sending cost from non‑central hub j to central hub k then to non‑central hub h
coch Cost of connecting customer node c to non‑central hub h
c ghk Cost of connecting non‑central hub h to central hub k
cdf j Cost of connecting factory f to non‑central hub j
cbjk Cost of connecting non‑central hub j to central hub k
Dp

c The demand of customer c for product p
tpf j Period of time between factory f and non‑central hub j for product p
ttp

jk Period of time between non‑central hub j and central hub k for product p
t′ pk′h Period of time between the central hub k′ and non‑central hub h for product p
ta p

kk ′ Period of time between the central hub k′ and central hub k for product p
Vf s The number of the machine at stage s in factory f
tdp

ch Period of time between non‑central hub k and customer c for product p
Binary variables
zch If customer c connects to the non‑center hub h is 1, otherwise 0
xx f

mps If product p is processed (produced) in factory f by machine m at stage s is 1, otherwise 0
zzf j If factory f is assigned to non‑center hub j is 1, otherwise 0
xjk If non‑central hub j is assigned to central hub k is 1, otherwise 0
zch If customer c is assigned to non‑central hub h is 1, otherwise 0
yhk If non‑central hub h is assigned to customer k is 1, otherwise 0
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Binary variables
x′ f

mpp′s If the product p′ is processed (produced) immediately after p in factory f on machine m at stage s is 1, otherwise 0
vpj kk′h If the variable Fp

jkk′h is positive, this variable will be 1, otherwise 0
v′ pjkh If the variable FFp

jkh is positive, this variable will be 1, otherwise 0
Positive variables
FRp

f j The number of produced product p in factory f connected to non‑central hub j
Fpjkk′h The number of product p sent from non‑central hub j (NCHF) to central hub k (CH),

then from central hub to another central hub k′, and, finally, from the central hub k′ to non‑central hub h (NCHC)
FF p

j k h The number of product p sent from non‑central hub j (NCHF) to central hub k,
then from central hub k to non‑central hub h (NCHC)

STp
f j Maximum arrival time of product p to non‑central hub j (NCHF)

SFp
h Maximum arrival time of product p to non‑central hub h (NCHC)

C max
f Maximum completion time of products in factory f

SGp
ch Maximum arrival time of product p to customer c connected to non‑central hub h
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