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Mohannad Elhamod

(ABSTRACT)

While machine learning (ML) methods have achieved considerable success on several mainstream problems in vision and language modeling, they are still challenged by their lack of interpretable decision-making that is consistent with scientific knowledge, limiting their applicability for scientific discovery applications. Recently, a new field of machine learning that infuses domain knowledge into data-driven ML approaches, termed Knowledge-Guided Machine Learning (KGML), has gained traction to address the challenges of traditional ML. Nonetheless, the inner workings of KGML models and algorithms are still not fully understood, and a better comprehension of its advantages and pitfalls over a suite of scientific applications is yet to be realized. In this thesis, I first tackle the task of understanding the role KGML plays at shaping the outputs of a neural network, including its latent space, and how such influence could be harnessed to achieve desirable properties, including robustness, generalizability beyond training data, and capturing knowledge priors that are of importance to experts. Second, I use and further develop loss landscape visualization tools to better understand ML model optimization at the network parameter level. Such an understanding has proven to be effective at evaluating and diagnosing different model architectures and loss functions in the field of KGML, with potential applications to a broad class of ML problems.
Understanding The Effects of Incorporating Scientific Knowledge on Neural Network Outputs and Loss Landscapes

Mohannad Elhamod

(GENERAL AUDIENCE ABSTRACT)

My research aims to address some of the major shortcomings of machine learning, namely its opaque decision-making process and the inadequate understanding of its inner workings when applied in scientific problems. In this thesis, I address some of these shortcomings by investigating the effect of supplementing the traditionally data-centric method with human knowledge. This includes developing visualization tools that make understanding such practice and further advancing it easier. Conducting this research is critical to achieving wider adoption of machine learning in scientific fields as it builds up the community’s confidence not only in the accuracy of the framework’s results, but also in its ability to provide satisfactory rationale.
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In recent years, Machine Learning (ML) has pervaded all aspects of life, and helped automate many laborious tasks in domains that traditionally required specialized human expertise. One prominent application is the use of deep learning algorithms to enhance medical diagnosis. Estava at al. [40] demonstrated that a convolutional neural network was able to identify skin cancer with a level of competence comparable to that of dermatologists, effectively revolutionizing the early detection of the disease. In the financial sector, machine learning has been employed to detect fraudulent transactions, thereby enhancing security measures. For instance, Carcillo et al. [16] proposed a hybrid model combining deep learning and traditional machine learning algorithms to detect credit card fraud with a high degree of accuracy. Additionally, machine learning has also found its way into the realm of environmental conservation. Collins et al. [25] showcased how machine learning algorithms can be utilized to monitor endangered species, such as the North Atlantic right whale, by analyzing acoustic data to identify their presence and protect their habitats. These real-world applications attest to the transformative potential of machine learning across various domains.

This success in deep learning methods has been primarily fueled by the availability of massive volumes (in the order of millions) of labeled training data (e.g., in Imagenet [30]). However, existing deep learning models do not generally learn features that map to human knowledge. Since most off-the-shelf deep learning models are black-box (i.e., it is hard to understand
their inner workings), they lack the ability to provide useful explanations to end-users in a manner consistent with existing scientific knowledge. In many applications, including those in scientific domains, understanding the decision-making process can be as important as the decision itself so that the method is trustworthy and reliable. Moreover, black-box models don’t necessarily comply with existing domain understanding, and hence are susceptible to showing poor performance when presented with out-of-distribution data (i.e., lack of generalizability) [49] even when they produce accurate predictions on in-distribution data.

Also, since current standards of black-box ML solely rely on data-driven supervision, they are not fully equipped to discover novel knowledge in the form of interpretable features or attributes, despite being successful on benchmark problems. This is exacerbated by the fact that, unlike industrial and commercial applications, scientific domains still struggle with achieving good generalization performance of deep learning models due to the paucity of labeled data [31, 157]. For example, in the biological problems of species classification and trait detection, generating training labels (in the form of annotations) is labor-intensive and requires subjective human expertise. However, unlabeled data is easier to obtain (e.g., generating partial differential equations without solving them). This paucity of representative training data is one of the biggest impediments in the standardization of deep learning in science.

1.1 Knowledge-Guided Machine Learning (KGML)

To remedy the shortcomings of black-box ML mentioned above, namely its lack of explainability and generalizability, the emerging field of Knowledge-Guided Machine Learning (KGML) [71] attempts to bridge the gap between data-only and conventional science-only approaches, by informing the ML frameworks with scientific knowledge available in different
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forms in various disciplines (e.g., principles of energy and mass conservation in physics, or tree-based structured knowledge in biology). For example, a model that predicts the location of two particles after collision could also benefit from optimizing its parameters to uphold the law of conservation of energy. Such constraints could be enforced by imposing additional, usually label-free, regularization that is informed by domain knowledge.

KGML seeks a radical departure from data-only and science-only methods by using scientific knowledge and data at an equal footing for learning generalizable models even in the paucity of representative training labels. For example, in addition to labeled data, Daw et. al. [28] enforce the depth-density relationship on unlabeled data to improve the performance of lake temperature modeling. Alternatively, instead of using unlabeled data, other researchers modify black-box architecture of neural networks such that the model is informed by specific domain knowledge. For example, Carranza-Rojas et. al. [17] improve image classification performance by adding an unsharp masking layer to vanilla ConvNets to inject prior image-enhancement knowledge. These are just examples of the growing interest in KGML, which is reflected in a series of planning reports and thought articles on this topic [44, 143]

1.2 Limitations and Challenges in KGML

While initial explorations in the nascent field of KGML have shown that “infusing” machine learning models with domain knowledge leads to improved performance, a complete understanding of this framework is still missing. More specifically, there has been little research concerning the effects of integrating domain knowledge into model architecture and optimization beyond simply measuring the improvement in predictive accuracy.

While a more detailed and mathematical understanding of machine learning modeling in general is still desired, the research community has applied several practical and empirical
techniques to study black-box machine learning models in more depth. For example, in terms of understanding model prediction and information extraction, researchers have used tools such as saliency maps \[138\] and Class Activation Maps (CAMs) \[180\] for model interpretability, as well as other tools such as t-SNE \[65\]. The use of these tools is wide-spread in the community, especially in computer vision. On the other hand, there has been little work in KGML that attempts to understand the advantages of knowledge guidance in the model output space. For example, an important question to answer is: “Does using the KGML framework lead to more robust outputs that are resilient to noise and adversarial examples?”. This and other questions are important to understand the full impact of using the framework.

In addition to studying the output space, very little work has been conducted to understand the influence of knowledge guidance on model optimization. For black-box models, in addition to theoretical machine learning research, visualization tools, such as loss landscape visualizations \[91\] and disconnectivity graphs \[161\] have gained attention in recent years, and have been used to investigate the effects of different hyper-parameters, such as batch size and model architecture, on model optimization. This line of research is mostly absent in the KGML framework research. As such, questions such as “How does knowledge guidance influence the model’s optimization through the lens of loss landscapes?” have not been fully answered. Bridging this research gap is of great importance as it helps researchers and practitioners better understand the best practices for designing KGML solutions.

### 1.3 Thesis Goals

In this thesis, I aim to understand the impact of knowledge-guidance in machine learning through the following two lenses:
1.3. Thesis Goals

1. Achieving a better understanding of the effect KGML plays in the model output space, including the latent space. More specifically, I aim to investigate and understand the advantages of using KGML over black-box models through several perspectives. One such perspective is robustness to noise and adversarial occlusion, and generalizability under paucity of samples. Another perspective is achieving meaningfulness and consistency with scientific knowledge at the model outputs. This research goal is explored through an application in biology.

2. Applying and developing the loss landscape visualization tool within KGML such that the advantages and pitfalls of its models are better understood. The aim here is to demonstrate the usefulness of novel visualization tools and their feasibility for investigating model optimization when incorporating scientific knowledge as different loss functions. Ultimately, this research would promote a wider adoption of loss landscape visualization for investigating, diagnosing, and developing machine learning models. This research goal is explored through applications in physics.

A visual breakdown of the goals of this thesis can also be found in Fig. 1.1.

The following list outlines the organization of this thesis:

- Chapter 2 gives a comprehensive overview of the concepts discussed across this document.
- Chapter 3 gives an overall description of the major applications within which the experiments are conducted.
- Chapter 4 focuses on demonstrating and understanding the benefits of using KGML at improving the characteristics of model output, constraining it with desired properties such that it is grounded to established knowledge.
Figure 1.1: A visual breakdown of the goals of this thesis.

- Chapter 5 focuses on applying and developing novel loss landscape visualization tools to better understand KGML models and their different properties, including challenges in the optimization process.

- Chapter 6 gives a brief summary of the work in this thesis.
Chapter 2

Review of Literature

In this literature review, I survey some of the previous work done in areas relevant to my thesis. These areas are Knowledge-Guided Machine Learning (KGML), loss landscape visualizations, and some background on trait visualization in ML and biology

2.1 Knowledge-Guided Machine Learning (KGML)

In spite of the impressive progress achieved by ML in diverse scientific disciplines [4, 51], most research has only focused on purely labeled-data-driven approaches (i.e., black-box models). However, as was explained in Chapter 1, the ML community has recognized the advantage of imposing additional, often label-free, regularization techniques inspired from domain knowledge and its rich supervision to achieve better generalization and scientific consistency. This has been applied to and shown to be true in a range of application domains including chemistry, physics, biology, climate science, security, healthcare, transportation, and many other areas [71, 119, 169]. This emerging field comes by many names, including physics-guided machine learning (PGML), science-guided machine learning (SGML), and knowledge-guided machine learning KGML[28, 29, 71, 72, 115, 122, 163].

For example, one of the promising lines of research in this direction is to modify the objective function of neural networks by adding loss functions that measure the violations of ANN outputs with physical equations, termed as physics-guided (PG) loss functions [71, 144]. An
early work in this category includes that by Stewart et al. [144] on the use of domain constraints (e.g., the kinematic equations of motion) as PG loss to supervise neural networks. By anchoring ANN models to be consistent with physics, PG loss functions have been shown to impart generalizability even in the paucity of training data across several scientific problems. Similarly, physics-informed neural networks (PINNs) and its variants [120, 121, 122] have been recently developed to solve PDEs by solely minimizing PG loss functions for simple canonical problems such as Burger’s equation. We refer to the class of neural networks that are trained using PG loss functions as physics-guided neural networks (PGNNs). KGML generally, and PGNNs specifically, have found successful applications in several disciplines including fluid dynamics [163, 170], climate science [29], and lake modeling [28, 68, 72].

Another form that KGML can take is architectural modifications. One drawback of adding PG losses is the need to carefully craft corrections in the objective function to avoid the learning of trivial solutions and ensure convergence to the desired solution. Architectural modifications, on the other hand, do away with such tricky loss function engineering and alter the internal components of the neural network such that the desired constraint is intrinsically imposed. For example, Ling et. al. [96] improve Navier-Stokes turbulence modeling by imposing rotational invariance as a physics constraint onto the last hidden layer of multi-layer perceptron. Similarly, Carranza-Rojas et. al. [17] infuse prior image-enhancement knowledge in the form of high frequencies through an additional layer in a ConvNet to improve image classification performance.

While the two aforementioned approaches are the most common, other forms of KGML exist, such as input pre-processing. Input pre-processing comes in many forms, including feature extraction, noise removal, and Fast Fourier Transforms (FFT) [119]. For a detailed survey of research directions in SGML, see Willard et. al. [169].
2.2 Model Understanding Through Landscape Visualization

Landscape visualization is the practice of plotting the value of an ANN’s loss function w.r.t its model parameters (i.e., weights and biases). Commonly, such plot is a projection of the high-dimensional loss surface onto a low dimensional hyper-plane (usually 1D [48] or 2D [91]) to facilitate its visualization and understanding by humans.

The study of deep neural network’s loss landscape has attracted much attention in recent years. For a while, researchers have tried to find guarantees for its convexity, even if under certain constraints. For example, Kawaguchi et al. [76] have shown that the local minima of deep linear neural networks with a squared loss function criterion are equivalent to a global minimum. In their literature review, Sun et al. [146] also list many beliefs about how the network’s architecture and optimization relate to the geometry of the loss landscape, including over-parametrization and layer widths. Some of these beliefs have been corroborated by other studies [173]. However, such kind of work is limited in terms of the selection of architecture and loss function criterion.

In the absence of a generic theoretical understanding of deep neural networks’ loss surface, a new trend has developed. Rather than expecting a rigorous proof, recent work has focused on qualitatively assessing high dimensional deep learning models by looking at their loss surface on a lower dimensional grid. Goodfellow et. al. [48] is one of the first papers to rely on this methodology. One of the seminal papers in this direction is by Li et. al. [91]. In their work, the authors call for using a projection on a random plane to visualize and assess the quality of the loss surface around a model. This allows to determine whether the surface is ill-regularized and filled with local minima, or it is mostly flat and easy to optimize.
While using random projections works well for visualizing the surface around a specific model (e.g., after model training converges), it does not give an informative picture if the training process in itself is to be examined. In that case, as suggested by the authors in [91], PCA could be used to extract the 2D projection that best fits the optimization trajectory. Another method that has been suggested is choosing the 2D projection that contains the two eigenvectors with the highest eigenvalues [19].

Though qualitative in nature, the analysis of the loss landscape has proven to be insightful [91] and is becoming a more common practice in the field [43, 102, 111], and an alternative to some quantitative methods such as the Fisher information matrix (FIM) [70] and Hessian analysis [53, 99]. For example, the relationship between a model’s generalizability and the topology around it minima has been studied by several researchers [65, 175], and is a topic of debate. On one hand, by using dataset poisoning to find minima that overfit the training data, Huang et. al. [65] conclude that flat minima correlate with better generalizability. Sypherd et al [147], similarly, show that the relationship between generalizability and sharpness is inversely proportional, albeit for linear regression of a certain class of loss functions. On the other hand, Yang et. al. [175] argue that it is the global, not local, structure of the landscape that acts as an indicator of good generalization; they find that best generalization occurs at a locally flat and globally well-connected loss landscape. Prabhu at al. [116], Guiroy et al. [53], and Xu et al. [174] also cast doubt on the relationship between sharpness and generalization.

Other researchers have done more rigorous analysis of the geometry of the loss landscape to better understand its impact on model optimization. This has been more pronounced in the work that studies the hierarchical structure of the loss landscape, and how it is composed of minima that can be connected and grouped into separated basins or valleys [65, 99]. Furthermore, some work by Xing et al. [173] shows that stochastic gradient descent
(SGD) is able to jump over the barriers between these basins. Other investigations that involve studying the loss landscape include assessing the generalization of Model-Agnostic Multi-task Learning (MAML) \[53\], how noise smoothens sharp minima and lead to better generalization \[168\], and how skip connections help model optimization by removing bad valleys that contain sub-optimal minima \[110\].

Loss landscape visualization has also been used to investigate and answer a variety of practical questions regarding the training process. For example, Keskar et al. \[77\] study how larger batches lead to flatter minima and saddle points where generalization is worse. Another interesting study shows that gradient descent is quite good at avoiding bad minima \[146\]. Other deep neural network properties that have been studied using landscape visualizations include, but are not limited to, the different phases of the training process \[175\] and how the high-dimensionality of model parameters biases optimizers towards flat minima \[65\].

While the most commonly used method for loss landscape visualization is taking a linear 2D slice of the high dimensional space, others have used some non-linear methods such as UMAP and t-SNE \[65\], and other methods that are inspired by them, such as SHEAP \[134\] and PHATE \[61\]. However, these methods are more suitable for visualizing the relationship between models in a non-linear 2D manifold as opposed to visualizing the landscape around those points on the 2D grid.

While other more formal and rigorous methods for describing the high-dimensional loss surface have been adopted, such as analysing the spectrum of the Hessian at a certain model \[176\], I focus in this thesis on improving the loss landscape visualization and making it more powerful and insightful.
2.3 Interpretability and Feature Visualization

In computer vision (CV), there is a plethora of visualization and explainability tools that have been developed, which are commonly used for understanding how deep vision models reason about input images. This section is an overview of such tools.

One visualization tool that is most commonly used is saliency maps (a.k.a. sensitivity maps) [138]. Saliency maps are heatmaps depicting the gradients of a neural network’s output w.r.t its input. In other words, a saliency map shows how strongly do changes in pixel values affect the output class probability, thus highlighting the parts of the image that are most decisive for the classification problem. Fig. 2.1 shows some examples of saliency maps obtained for the species classification application (described later in Section 3.2). As can be seen, saliency maps can be an effective tool that detects the image attributes to which the model is most sensitive (e.g., barbels and fins in Fig. 2.1a and the eye in Fig. 2.1b). More importantly, saliency maps are also a good debugging tool that provides insight as to whether the model is “cheating” or looking at irrelevant features. An example of such a case is presented in Fig. 2.1c, where the model is incorrectly picking up on the label paper. As such, saliency maps can be used for “interpreting” CV models.

Another family of widely used visualization tools is Class Activation Maps (CAMs) [180] and its variants. CAMs generally attribute importance based on the weighted activations of the learned convolutional features. These weights can be parameter-based [180], gradient-based (e.g. Grad-CAM) [132], or perturbation-based (e.g., Score-CAM) [162]. Like saliency maps, CAMs highlight the salient parts of an image. However, while saliency maps tend to attribute importance at the pixel level, making them more detailed but also prone to noise, CAMs highlight broader regions due to the need for upsampling of low-resolution feature maps to match input image resolution. Thus, CAMs tend to be both less precise and less
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Figure 2.1: Saliency maps of different fish images. Colored pixels denote image regions with high saliency scores, indicating their high importance for the fish classification task as perceived by the model. Figure adopted from [38].

While most interpretability tools in CV suffer from approximating local linearities and are specific to a single input at a time, some researchers have focused on more global explainability methods. For example, Wu et. al. [171] approached the task through the lens of concept importance using feature occlusion. Such research direction is important for reaching a more holistic understanding and explainability of deep CV models.

In addition to interpreting model output using the aforementioned tools, researchers and practitioners are also interested in extracting and understanding the features the model internally learns and based on which it makes its prediction. For example in a ConvNet, the learned convolutional kernels (or filters) act as feature extractors. Hypothetically, the extracted features correspond to meaningful parts of the image that help explain the model’s decision to humans. However, that is not always the case. In fact, it is quite possible to learn spurious features that lead to catastrophic failures, such as in the adversarial examples [49] case.

Some researchers argue that the correct approach to learning these features is to use models
that are intrinsically explainable [129]. An example of such models is Chen et. al.’s Prototypical Part Network (ProtoPNet) [20], where the model dissects the image and finds its prototypical parts that correspond to patches from training images, then uses those parts to perform the classification task. By using actual patches from real images, ProtoPNet lays itself as an intrinsically interpretable model. Similarly, Zhang et. al. [178] propose an interpretable ConvNet that pushes each filter to learn a specific object part during model training by masking the input image. Other researchers [145, 179] use attention-based methods. Hendricks et. al. [59] even go further and propose a model that learns to explain an image through language rather than visual traits, and apply their model to explain the classification of a bird by outputing an English sentence that describes it.

2.4 Image generation and Synthesis

There exists a large body of work in the field of deep learning that studies the use of neural networks for generating images. For example, auto-encoders generally have been used to learn a low-dimensional embedding space that is continuous and maps to the high dimensional image space. In the case of Variational Autoencoders (VAEs) [81] the learned embedding space is parametrized as a Gaussian distribution, making the the space more structured and disentangled, and better suited for image generation [34]. Another model used for image generation is Generative Adversarial Networks (GANs) [45]. GANs consist of two neural networks: a generator and a discriminator. The generator produces synthetic data intended to mimic real data, while the discriminator distinguishes between the real and generated data. The two networks are trained together and compete, ultimately making the generator produce realistic data to fool the discriminator. There has been many improvements over the original GAN proposal. Some of the latest GAN research can be found here
One of the more state-of-the-art methods that have gained great momentum is Transformer networks [36, 57]. The core idea behind the transformer architecture is the self-attention mechanism, which allows the model to attend to different parts of the input feature map while computing the output at each position, and multi-head attention, which allows the model to attend to different parts of the input feature map in parallel.

While conventional VAEs embed images in continuous feature spaces, a recent variant of the VAE termed Vector-Quantized VAE (VQVAE) [114] uses discrete feature spaces quantized using a learned codebook of feature vectors (or codes) and employs a PixelCNN [154] model for sampling in the discrete feature space. The rationale for converting images to discrete representations is to allow for easier and more complex manipulations than continuous features. This work was extended in [39] to produce VQGAN, which is different from VQVAE in two aspects. First, it adds a discriminator to its framework to improve the quality of the generated images. Second, it uses a Transformer model, namely the GPT architecture [118], to generate images from the quantized latent space instead of a PixelCNN. VQGAN is a state-of-the-art method that generates images of better quality efficiently at higher resolutions than other counterparts such as StyleGAN [75] and Vision Transformers [36, 57].
Chapter 3

Background on Scientific Problems

In this chapter, I introduce a comprehensive overview of the applications targeted in the remainder of this thesis. The concepts and experiments in the next chapters shall be understood and discussed within the context of these applications.

3.1 Eigen-decomposition in Physics

The general form of an eigen-decomposition is $\hat{A}y = by$, where $\hat{A}$ is the input matrix, $b$ is an eigenvalue of the input matrix and $y$ is the corresponding eigen-vector. Here, the goal is to solve an eigen-equation for a specific eigen-solution. In my thesis, I address two different applications in physics. The first is finding the highest eigen-solution for electromagnetic propagation as governed by Maxwell’s equations, and the second is finding the lowest eigen-solution for an Ising model as governed by the Schrödinger equation. Solving such equations using exact numerical techniques (e.g., diagonalization methods) can be computationally expensive, especially for large physical systems. On the other hand, PGNN models, once trained, can be applied on testing scenarios to predict their eigen-solutions in drastically smaller running times. For more details on the physics of these two applications, please refer to appendices A and B.

From an ML perspective, we are given a collection of training pairs, $\mathcal{D}_{Tr} := \{\hat{A}_i, (y_i, b_i)\}_{i=1}^N$, where $(y_i, b_i)$ is generated by diagonalization solvers (considered as expert ground-truth).
We consider the problem of learning an Artificial Neural Network (ANN) model, \((\hat{y}, \hat{b}) = f_{NN}(\hat{A}, \theta)\), that can predict \((y, b)\) for any input matrix, \(\hat{A}\), where \(\theta\) are the learnable parameters of ANN. We are also given a set of unlabeled examples, \(D_U := \{\hat{A}_i\}_{i=1}^M\), which will be used for testing. We consider a simple feed-forward architecture of \(f_{NN}\) in all our formulations.

### 3.2 Taxonomy, Phylogeny, and Image Processing in Biology

Species image processing in biology is an important task that is the foundation of industrial, commercial, ecological, and scientific applications involving the study of species distributions, dynamics, and evolution.

Image classification in real-world biological problems such as species classification is fraught with several challenges that limit the usefulness of state-of-the-art deep learning methods trained on benchmark datasets. First, real-world images of specimens suffer from various data quality issues such as damaged specimens and occlusions of key morphological features [41], which can crucially impact classification performance. Second, real-world datasets for classification are limited in their scale in comparison to benchmark datasets, with limited representative power in terms of number of species [3, 27, 32, 88, 90, 113, 123, 124], or number of images per species [89, 127]. This is especially true for rare species [159]. Third, the hierarchy of features extracted by conventional deep learning frameworks, while useful for prediction, do not conform to known biological hierarchies and hence do not directly translate to advancing scientific knowledge, which is often a more important goal than improving predictive performance for a scientist [71].
In this thesis, within the framework of KGML, I investigate the usefulness of domain knowledge, in the form of taxonomy and phylogeny, to improve the performance of ML models in biology. Depicting the branching pattern of taxa, phylogeny represents a hypothesis of evolutionary relationships based on shared similarities derived from common ancestry [60].

It characterizes the evolutionary distances among species and their common ancestors represented as nodes of the tree. In this tree, the length of every edge represents the evolutionary distance between two nodes (measured in time intervals of thousands or millions of years). On average, longer edges accumulate higher levels of genetic or phenotypic trait change than shorter edges, and species that are recently diverged will be more similar both in their genetics and phenotypic traits. From conservation to zoology, phylogenetic relationships are critical for interpreting study results and implications in the biological sciences. However, this hierarchical information has yet to be fully incorporated in that of machine learning and image classification.

In Chapter 4, I focus on two problems in terms of model output space. First, I tackle the problem of classifying the species of a fish specimen given a 2D image. As a case-study, fishes are selected because they are a highly diverse, well-studied, and an ancient group of animals that comprise almost half of all vertebrate species [58] and they play critical roles in Earth ecosystems [107, 158]. Fishes are also the targets of recreation [5], aquaculture and fisheries [98], and conservation [6]. Also, phylogenetic relationships are well-studied [11, 66], and their taxonomic classification is generally aligned with phylogeny. Thus, they serve as an ideal benchmark, and I use them in an extensive number of experiments.

In addition to studying species classification, I also study the discovery of evolutionary traits that are heritable across species on the tree of life (also referred to as the phylogeny). Discovering these traits is of great interest to biologists to understand the evolution of different organisms. This task is particularly challenging to biologists as the measurement
of traits is often a subjective and labor-intensive process, making trait discovery a highly label-scarce problem. Also, these traits are influenced by genes and the environment. Thus, not all features extracted by deep learning models will show evolutionary signals, making it crucial to separate evolutionary information from unrelated factors. However, learning such biologically meaningful traits can help in a number of downstream tasks including species image generation and species-to-species image translation.

3.3 Solving Partial Differential Equations with Physics-Informed Neural Networks (PINNs)

Solving partial differential equations (PDEs) is a fundamental problem in many areas of science and engineering. Traditional numerical methods, such as finite element and finite difference methods, require a discretization of the domain and the PDEs, which can lead to high-dimensional and computationally expensive systems. Physics-informed neural networks (PINNs) \([42, 120, 121, 122]\) have emerged as an alternative approach to solving PDEs, leveraging the representational power of neural networks and the structure of the underlying physics to learn a solution without discretization.

PINNs have shown great promise in solving various types of PDEs, including elliptic, parabolic, and hyperbolic problems. The main idea behind PINNs is to parameterize the solution of a PDE with a neural network and enforce the governing equations as constraints in the training process. This is achieved by incorporating the PDEs as a loss function that is minimized during training, along with a data-driven loss term that incorporates observed data.

PINNs’ optimization objective comes in a number of different forms. Generally, however, there are three main losses that are present. The residual loss, \(L_{\text{residual}}\), is the most important
term and ensures that the neural network satisfies the PDE at every point in the domain. It is calculated as the mean squared difference between the residual of the PDE and the output of the neural network at each point. $L_{te}$ ensures that the neural network satisfies the PDE at the initial condition. It is calculated as the mean squared difference between the output of the neural network at the initial time and the true initial condition. $L_{bc}$ ensures that the neural network satisfies the PDE at the boundary conditions. It is calculated as the mean squared difference between the output of the neural network at each boundary point and the true boundary condition. Together, these three loss terms provide a comprehensive approach to training PINNs to solve PDEs. By balancing these terms, the neural network can learn the underlying physics of the problem and provide accurate solutions.

PINNs have been shown to be effective in solving a wide range of partial differential equations (PDEs). For example, in fluid mechanics, PINNs have been used to solve problems related to incompressible Navier-Stokes equations \cite{69}. Similarly, PINNs have also been used to solve the Schrödinger equation in quantum mechanics \cite{92}.

In Chapter 5, I target a certain type of PDEs called the “convection equation” to illustrate the usefulness of loss landscape visualizations in studying model properties. The convection problem is a type of partial differential equation that arises in fluid mechanics and heat transfer. It models the transport of a quantity (such as mass, energy, or momentum) by a moving fluid, which can induce a net flow in the direction of the transport. The convection equation is:

$$f = u_t - \beta u_x$$  \hspace{1cm} (3.1)

where the parameter $\beta$ is the convection coefficient which represents the tendency of the substance to move with the fluid flow.
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While PINNs have been useful at solving PDEs, the application of PINNs is not without challenges [165, 166]. In terms of the convection problem, one major challenge is the presence of the convection term $\beta$ in the governing equations, which is highly nonlinear and can result in optimization difficulties, especially for higher values. Another challenge is the presence of multiple scales in convection problems, which can lead to numerical instability and slow convergence.
Chapter 4

Investigating The Effect of Knowledge Guidance from The Neural Network Output Lens

In the literature, the main focus has been to showcase how the KGML framework particularly shines in terms of accuracy improvement. In this chapter, I focus on understanding how the KGML framework influences the model’s output space, including the latent space, from other important angles, and how it can yield models with desired properties that adhere to important constraints as set by domain experts. Examples of such properties are model resiliency to corrupted input and biologically-plausible latent space encoding.

In the next sections, I conduct my investigation in the context of biology, which lays itself to domain knowledge encoded as taxonomies and phylogenies. More specifically, I demonstrate my work within the applications of species classification and biological traits discovery. In these applications, I design KGML solutions that take advantage of the available domain knowledge and demonstrate the beneficial effects of this framework through careful empirical analysis as well as some visualization and interpretability tools.

For more information about the applications referenced in this chapter, please refer to Section 3.2.
Conventional approaches to image understanding in science and engineering use off-the-shelf machine learning (ML) methods such as existing Convolutional Neural Network (ConvNet) architectures. Deep neural networks have found immense success in image classification problems with state-of-the-art ConvNet models (e.g., GoogleNet [148], AlexNet [86], and VGGNet [137]) reaching unprecedented performance on large-scale benchmark datasets such as ImageNet [30] and CIFAR [85].

Deep CV models function by extracting a hierarchy of simpler to more complex forms of abstraction in hidden layers—simpler features at lower depths (e.g., edges and texture) are non-linearly composed to form complex features at higher depths (e.g., eyes and fins). This has motivated several recent architectural innovations in deep learning such as ResNet [56], ResNeXt [172], and DenseNet [64], that have enabled the learning of deep and complex hierarchy of hidden features.

However, the innate hierarchy extracted by neural networks from data is not necessarily tied to known hierarchical relationships in real-world applications. As a result, deep CV models can exhibit catastrophic failures when compared to human vision. One evidence of the discrepancy between the two systems is how easily deep models can be fooled by adversarial attacks [49]. By making subtle image changes that are imperceptible to humans, a deep CV model can be tricked into entirely changing its classification output. The existence of such adversarial examples implies that the image attributes captured by a CV model do not usually align with those of humans. Nguyen et. al. [109] even show that generating such examples can be easily automated using gradient ascent. Another evidence of this gap in feature similarity has been illustrated by Alcorn et. al. [1]. In their work, it is shown that
even state-of-the-art models can be easily tricked by applying simple pose transformations. Such failures have motivated me to consider how KGML could help alleviate the problem by reconciling the relevant human knowledge, as encapsulated in the science, with that of the data-driven features captured by the deep model. In the following sections, I consider the application of species classification and trait extraction described in Section 3.2 as case-studies for incorporating domain knowledge, present in the form of the tree-structured taxonomies, into the model optimization process. Ultimately, I propose two novel deep learning models that successfully marry domain knowledge and machine learning, and that outperform black-box models as demonstrated in Sections 4.2 and 4.3.

4.2 The Effect of Knowledge Guidance on Model Generalizability and Robustness

To reconcile human knowledge with machine learning in the context of species classification (See Section 3.2), I have developed a deep model, named Hierarchy-Guided Neural Network (HGNN) [38]. Using taxonomic relationships, HGNN aims to incorporate hierarchy to improve the properties of model output. Specifically, HGNN incorporates known hierarchy among classes (available as a two-level taxonomy: genus and species) to guide the learning of features at the hidden layers of the neural network. This work builds on a history of multi-label and hierarchical classification techniques using pre-built taxonomies [136, 177]. While using taxonomic information for automated species classification is not novel [87], to my knowledge, the only body of work that has researched it before in the context of deep learning is by dos Santos et. al. [35]. However, HGNN is distinguished in two ways. First, while they have used the family and order information, I use the genus information. Based
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on my experiments, I find incorporating the genus yields more information gain as it involves more discriminative features than the order and family. Second, their model only uses the taxonomic information in the last fully-connected layer, while HGNN’s philosophy is to use it at a convolutional level of the network as that allows for capturing localized visual features that are taxonomically plausible.

Fig. 4.1 shows the architecture of HGNN, which consists of two sub-modules (top and bottom rows) of ResNet models operating in parallel. A ResNet architecture is adopted as it is currently among the most widely-used and best-performing ConvNet models for benchmark computer vision problems, including fish identification [33, 67, 78, 158]. However, HGNN is generic and can work with any deep learning architecture. In Figure 4.1, the top row ResNet predicts the species class $s$ of the input fish image $x$, while the bottom row predicts the genus class $g$. These ResNets learn a hierarchy of features (from simple to complex) at their hidden layers useful for the tasks of species and genus classification, respectively. While both these sub-modules can be viewed as learning separate features, we know that the genus features learned in the bottom ResNet ($y_g$) represents features at a higher level of abstraction that are directly useful for the task of species classification. Building upon this knowledge in the proposed HGNN framework, the genus features learned at an intermediate depth $H_g$ of the genus sub-module are harnessed and aggregate them with the species features $y_s$ learned at the $H_s$ depth of the species sub-modules. The combination of both species and genus features is then used for the task of species prediction.

This architecture is motivated by the assumption that hierarchical taxonomy of genus and species classes captures a notion of derived similarity in terms of the discriminatory anatomical features of every class. This is true, as illustrated in Figure 4.2, in the context of fish classification because species classes that belong to the same genus are more closely related phylogenetically than species classified in different genera. In the case of the species and
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Figure 4.1: Schematic diagram of HGNN.

Figure 4.2: An example of the alignment between taxonomic and anatomic similarities in fishes. Figure is from [38]

genera analyzed here, with only a few exceptions, this is the case. Appendix E provides more information in that regard. As a result, species that map to the same genus \( g \) should generally share similar features at the internal representation of the neural network (e.g., filters learned at the convolutional layers). This observation seems to align with some earlier work [35, 100]. Second, while the mapping from \( s \) to \( g \) is one-to-one, the inverse mapping from \( g \) to \( s \) is not unique. Hence, along with the shared features learned for every \( g \), we also need to learn unique features for every \( s \) to differentiate between species belonging to the same genus.

Thus, as shown in the architecture proposed in Fig. 4.1, the functional block of layers \( H_g \)
extract hidden features $y_g$ that are useful for predicting $g$ (through the functional block $G_g$), as well as $s$. The complete chain of function compositions from $x$ to $g$ can be represented as $F_g(x)$, where $F_g = G_g \circ H_g$ and $\circ$ represents the function composition operator. Similarly, the features from $H_s$ and $H_g$ are combined using matrix addition and fed to another functional block of layers, $G_s$ that predicts the target species $s$. The composition of functions mapping $x$ to $s$ can thus be given by $f(x)$, where $F = G_s \circ (H_g + H_s)$.

To train the functional blocks in the complete $HGNN$ architecture, the following objective function is minimized:

$$\min_{H_s, H_g, G_s, G_g} \lambda_s L_s(s, t_s) + \lambda_g L_g(g, t_g)$$

where $L_s$ and $L_g$ are loss (or error) functions defined on the space of species labels and genus labels, respectively, on the training set. Specifically, these loss functions act as a measure of the difference between the correct classification ($t_s$ and $t_g$), and the prediction ($s$ and $g$) on the training samples, respectively. Cross-entropy function is used as the loss function. Further, $\lambda_s$ and $\lambda_g$ are trade-off hyper-parameters balancing the relative importance of $L_s$ and $L_g$, respectively; their values are automatically assigned using the adaptive smoothing algorithm proposed in [105]. Both the softmaxed outputs, $s$ and $g$, are probability vectors whose entries range from 0 to 1 proportional to the model’s credence about each species and genus class, respectively.

After some experimentation, I have found that the best point to extract the intermediate genus features (i.e. the point between $H_g$ and $G_g$) is right before the final max-pooling layer. The same point in the other ResNet is used to combine the genus and species features. Transfer learning [149] is employed using a ResNet pre-trained on the ImageNet benchmark. This ResNet is then fine-tuned by optimizing the loss function in equation (4.1) on the fish training dataset of interest.
The datasets used in the HGNN experiment comprise of images contributed by five museums that participated in the Great Lakes Invasives Network Project (GLIN). More information on the curation and preprocessing of these datasets, including data augmentation [135], can be found in Appendix F. Table 4.1 gives a statistical summary of these datasets.

Table 4.1: Statistics of the GLIN dataset and its subsets, which are used for training and evaluating HGNN.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of images</th>
<th># of species</th>
<th># of genera</th>
<th># of images per species</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLIN (All)</td>
<td>63,758</td>
<td>575</td>
<td>187</td>
<td>1 to 7,935</td>
<td>The entire GLIN dataset.</td>
</tr>
<tr>
<td>Hard</td>
<td>4,882</td>
<td>102</td>
<td>26</td>
<td>30 to 50</td>
<td>A subset curated from all five museums. Poses a challenge due to the large number of labels (species), and the difference in the distribution of images among the museums.</td>
</tr>
<tr>
<td>Easy/50</td>
<td>1,900</td>
<td>38</td>
<td>11</td>
<td>50</td>
<td>A subset curated only from one museum, making the image distribution simpler and easier to learn than Hard.</td>
</tr>
<tr>
<td>Easy/100</td>
<td>3,762</td>
<td>38</td>
<td>11</td>
<td>63 to 100</td>
<td>Similar to Easy/50, but with more images per species, making the classification problem even easier.</td>
</tr>
</tbody>
</table>

4.2.1 Improving Model Prediction Under Noise

In this section, using (HGNN) [38], I demonstrate how having integrated the knowledge of taxonomic groupings (e.g., between species and genus classes) into its architecture and training scheme, robustness to adversarial occlusions, which mimic imperfections in real-world images, are significantly improved compared to a black-box model, which is a simple ResNet in this context.

As has already been discussed in Section 2.3, saliency maps can be a great tool that offers model interpretability and highlights regions of importance in an image. When used within the fish classification problem, saliency maps can offer an insight into which traits of the
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Fish contribute most to its classification. To that end, I use saliency maps to investigate the resiliency (or robustness) of neural networks to adversarial occlusions by occluding regions (or patches) with high saliency scores in the input image. Such occlusion impacts a model’s reliability at making correct predictions. Consequently, the model’s performance can be stress-tested by starving it off information from salient image regions.

To measure the robustness of a model to adversarial occlusions, the patches with the highest saliency score contributions are iteratively covered, thus confusing the model into making incorrect predictions. Each iteration, the probability of the correct class predicted by the model on an input image $x$ is calculated and then averaged over all test images as $\mathbb{E}_x(P_t(x))$. The higher this metric, the less confused the model is about the input. Furthermore, by measuring drops in this metric as a consequence of a series of adversarial occlusions, the quality of the traits to which the model is sensitive can be evaluated.

Fig. 4.3 shows an example of this process on an illustrative fish specimen from the **Easy**/50 dataset. From left to right, the figure shows a progression from an image with no occlusion towards applying more patches of adversarial occlusions (shown as green square patches) on the same image. Below each image is the model’s predicted probabilities over the 5 most probable species sorted in descending order, for both **HGNN** (top row) and **black-box** (bottom row). We make a number of observations here. First, saliency maps of both models highlight the features of importance for classifying a fish, namely the eye, nostrils, and the dorsal fin. However, notice that the saliency maps for **HGNN** are slightly different from those of **black-box**, demonstrating that the two models are not looking at the image in the exact same way (i.e., they have distinct saliency maps). Consequently, and for a fair comparison, the patches for each model will have to be applied at different positions. Second, even when there is no occlusion, while **black-box** makes the correct prediction, its probability of the correct species class is significantly lower than that of **HGNN**’s. This demonstrates
HGNNS ability to extract more useful and generalizable features. Third, after applying two patches of occlusions (in the middle column), we notice that even though both models get the species right, black-box’s second guess is not within the correct genus. Finally, and most importantly, after applying four patches of occlusions (in rightmost column), we notice that while both models start predicting the wrong class, HGNN is still within the correct genus, while black-box is not. It follows that the black-box model is not learning phylogenetic features that could be used in other tasks, such as trait segmentation.

To drive this point home, I automate this process for the entire Easy/50 dataset and compute the average predicted probability of the correct class across all images, as a function of the number of adversarial occlusions applied to the images. Table 4.2 reports the results for each number of patches ranging from 0 (no occlusion) to 4. We can see that HGNN shows higher average probability of the correct class across all number of patches in comparison with black-box. This demonstrates HGNNS ability to generalize and handle image imperfections better, especially when the most informative (or salient) regions of the image are occluded.

Table 4.2: Average probability of the correct species class predicted by black-box and HGNN as a function of the number of adversarial occlusions applied to every image.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Occlusion Patches</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>black-box</td>
<td>0.473</td>
</tr>
<tr>
<td>HGNN</td>
<td>0.482</td>
</tr>
</tbody>
</table>

4.2.2 Improving Model Prediction Under Limited Data

When training a black-box model, it is common to observe higher generalization errors when the amount of training data is small. In the context of species classification, such scarcity of data hinders the successful application of CV in wildlife [156]. However, when HGNN is
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#### Figure 4.3: Saliency maps showing the effect of adversarial occlusions.
used, I show that by including a biological knowledge-guided loss term (see Equation 4.1) in the learning objective, a reasonably good generalization performance is especially achieved in situations where training data is scarce. This is in alignment with the observations made in previous work [68]. In Fig. 4.4, I compare the classification performance of HGNN to that of a baseline black-box neural network architecture comprising of a single ResNet on each of the three data subsets mentioned in Table 4.1. The f1-score [150] is used to measure classification performance. Box plots are used to show the model’s performance over five random runs of model training. Since the boxes for the two models do not overlap, that means there is at least 95% confidence [101] that the median accuracy of one is higher than the other’s, implying a statistically significant result.

Two observations can be made here. First, as datasets become more complex (e.g., the Hard dataset) and/or subject to less training data (e.g., the Easy/50), the performance of the model deteriorates. Second, and more importantly, HGNN’s advantage is pronounced exactly when data is scarce and the dataset is complex. The non-overlap of the models’ boxes for both Easy/50 and Hard highlights HGNN’s ability to compensate for the relative lack of data with respect to dataset complexity by incorporating biological knowledge.

4.3 The Effect of Knowledge Guidance on Learning A Scientifically Meaningful Latent Space

After showing in Section 4.2 how the KGML framework can yield a model where the output is resilient to noise and the pathologies of data scarcity, I turn my attention in this section to studying the advantages of using KGML from the perspective of the embedding space.

In this section, I explore the following quintessential question: Can the KGML framework
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Figure 4.4: HGNN’s vs. black-box’s classification performance across different subsets of the GLIN dataset.

help devise a method that discovers biologically-valid and anatomically-relevant species traits and, as a by-product, deliver better generalization performance on downstream ML tasks?”

Answering this question entails learning species traits as features in the latent space. The properties of this learned space and how it corresponds to domain knowledge (e.g., biology in this application) is the target of my study.

Taking the application of trait discovery, I devise a KGML model the latent space of which incorporates the complex biological knowledge available as time-scaled phylogenies. Such a phylogeny-informed neural network model (henceforth referred to as Phylo-NN) can extract useful feature representations of biological images that correspond to species traits. These features can help in improving the performance of downstream ML tasks such as species classification and trait segmentation. Also, this effort helps biologists define groups of organisms, their genetic and developmental underpinnings, and their interactions with environmental selection pressures [62]. Discovering these traits is also a starting point for linking traits to underlying genetic factors.

It is crucial, however, to separate evolutionary information from unrelated factors. To do
Figure 4.5: *Phylo-NN* converts images to discrete Phylo-sequences where different segments of the sequence (shown in distinct colors) capture evolutionary information at different levels of the phylogenetic tree (L1 to L4).

So, *Phylo-NN* encodes the image of an organism into a sequence of quantized feature vectors or “codes”, where different segments of the sequence capture evolutionary signals at varying levels in the phylogeny tree (see Figure. 4.5), and other segments are reserved for non-evolutionary signals that are necessary to reconstruct the specimen. Analogous to gene sequences, these image-derived sequences (termed *Phylo-sequences*) enable discovering evolutionary traits that one species shares with other species as dictated by the phylogenetic tree.

Here, a decision is made to discretize the phylogeny tree with $n_l = 4$ levels, such that every species class (leaf node in the tree) has exactly $n_l - 1$ ancestors. More on the phylogeny preprocessing pipeline can be found in Appendix. G.

Figure 4.6 provides an overview of *Phylo-NN* and how it operates on the latent space of
any backbone encoder model $E$ that takes in images as input and produces feature maps as output.

There are three computing blocks in Phylo-NN as shown in Figure. 4.6. The first block, Phylo-Encoder ($PE$), takes an input image and generates quantized feature sequences as output. These sequences comprise of two disentangled parts: $z_p^Q$, which captures evolutionary signals in the phylogeny (p) tree, and $z_{np}^Q$, which captures non-phylogeny (np) information that is still important for image reconstruction but is not influenced by evolutionary signals. The second block, Phylo-Decoder ($PD$), maps the sequences back to the original space of feature maps such that it exhibits good reconstruction. Then, the reconstructed feature map is fed into a backbone decoder model $D$ that reconstructs the original image. Note that both the backbone models $E$ and $D$ are kept frozen while training, thus requiring low training time. Finally, to synthesize Phylo-sequences of a specimen belonging to a specific species, the third block of Phylo-NN, a transformer model $T$, takes in the species class as input, and generates a distribution of plausible Phylo-sequences corresponding to that class as output. These sequences can be fed to the $PD$ model to generate a distribution of synthetic images.

Figure. 4.7 shows the operations performed inside the $PE$ block. With a feature map of size $(H \times W \times C)$, the channels are split into two sets. The first $C_p$ maps are fed into an MLP layer to learn a global set of feature vectors $z_p$ capturing phylogeny information. The size of $z_p$ is kept equal to $(n_l \times n_p \times d)$, where $n_l$ is the number of phylogeny levels, $n_p$ is the number of feature vectors we intend to learn at every phylogeny level, and $d$ is the dimensionality of feature vectors. Similarly, the remaining maps are fed into an MLP layer to produce a set of feature vectors $z_{np}$ capturing non-phylogeny information of size $(n_{np} \times d)$

Both $z_p$ and $z_{np}$ are converted to quantized sequences of feature vectors, $z_p^Q$ and $z_{np}^Q$, respectively, using the approach developed in VQ-VAE [114]. The basic idea of this quantization approach is to learn a set (or codebook) of $n_q$ distinct feature vectors (or codes), such that
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Figure 4.6: Overview of Phylo-NN model architecture.

Figure 4.7: Detailed view of the Phylo-Encoder block in Phylo-NN.
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Every feature vector in $\mathbf{z}_p$ and $\mathbf{z}_{np}$ is replaced by its nearest counterpart in the codebook. This is achieved by minimizing the quantization loss, $L_q = |\mathbf{z} - \mathbf{z}^Q|$. The advantage of working with quantized vectors is that every feature vector in $\mathbf{z}_p^Q$ and $\mathbf{z}_{np}^Q$ can be referenced just by its location (or index) in the codebook. This allows for faster feature manipulations in the space of discrete code positions than continuous feature vectors.

To guarantee that $\mathbf{z}_p$ and $\mathbf{z}_{np}$ exhibit properties that make them useful from a biological point of view, several constraints in the form of loss functions are imposed on Phylo-NN:

1. **Using phylogenetic knowledge:** To ensure that the quantized feature sequence $\mathbf{z}_p^Q$ contains phylogeny information, I design a novel phylogeny loss for training $\mathbf{z}_p^Q$. Note that $\mathbf{z}_p^Q$ contains $n_l$ sub-sequences of length $n_p$, where every sub-sequence corresponds to a different level of the phylogeny tree. While the first sub-sequence $S_1$ should capture information that is necessary for identifying ancestor nodes at level 1 of the phylogeny tree, $S_2$ should contain additional information that when combined with $S_1$ is sufficient to identify the correct ancestor node at level 2. In general, a Phylo-descriptor $D_i$ is defined such that $D_i = \{S_1, S_2, \ldots, S_l\}$ that contains the necessary information for identifying nodes at level $i$ (See Figure. 4.7). Each $D_i$ is fed to an MLP layer that predicts the class probabilities of nodes at level $i$, which are then matched with the correct node class at that level, $c_i(\mathbf{x})$, by minimizing the following phylogeny loss, $L_p$:

$$L_p = \sum_{i=0}^{n_l} \beta_i \text{CE}(\text{MLP}_i(D_i(\mathbf{x})), c_i(\mathbf{x}))$$ (4.2)

where CE is the cross-entropy loss and $\beta_i$ is the weighting hyper-parameter for level $i$.

2. **Disentangling phylogenetic and non-phylogenetic information:** The literature has a number of approaches that can be used to disentangle the features of a deep learning model and align them with target “concepts.” This includes the approach of
“Concept whitening” [23], where the latent space of a classification model is whitened (i.e., normalized and decorrelated) such that the features along every axis of the latent space corresponds to a separate class. Another approach in this area is that of Latent Space Factorization [93], where the latent space of an autoencoder is linearly transformed using matrix subspace projections to partition it into features aligned with concept attributes and those that capture non-attribute information.

To ensure that \( z_{\text{np}} \) focuses on complementary features and does not contain phylogeny information, an orthogonal convolution loss \( L_o \) (originally proposed in [164]) is applied to the convolutional layer of Phylo-Encoder, to constrain the learned convolutional kernels to be orthogonal to each other. To further ensure that \( z_{\text{np}} \) has no phylogeny information, an adversarial training procedure is employed to incrementally remove phylogeny information from \( z_{\text{np}} \). This is done by adding an \( \text{MLP}_{\text{adv}} \) layer that is used to construct the following adversarial loss:

\[
L_{\text{adv}} = \sum_{i=0}^{n_l} \beta_i \text{CE}(\text{MLP}_i(\text{MLP}_{\text{adv}}(z_{\text{np}}(x))), c_i(x))
\] (4.3)

The parameters of \( \text{MLP}_{\text{adv}} \) are trained to detect any phylogeny information contained in \( z_{\text{np}} \) by minimizing \( L_{\text{adv}} \), while simultaneously maximizing it on the rest of Phylo-NN’s parameters, making \( z_{\text{np}} \) irrelevant for the task of identifying nodes in the phylogeny tree.

### 4.3.1 Knowledge-Guided Information Disentanglement

In order to evaluate the ability of Phylo-NN to extract evolutionary traits from images in an unsupervised manner (i.e., without using trait labels), I calculate the distances between species pairs in the embedding space of Phylo-NN and find their correlation with ground-
truth (GT) values, the phylogenetic ground truth, and the morphological ground truth. Phylogenetic ground truth corresponds to the evolutional distance between species in the phylogenetic tree (i.e., the phylogenetic distance between two species is the sum total of edge lengths that is needed to traverse the path between their nodes in the phylogeny). The longer the path, the more distant the species are on the evolutionary scale.

Morphological ground-truth characterizes the similarity in the traits of two species by using ground-truth measurements of linear morphological traits obtained from the FishShapes v1.0 dataset [117]. More on this dataset can be found in Appendix H.

To compute pair-wise distances in the embedding space of Phylo-NN, I first compute the probability distributions of quantized codes at every position of the Phylo-sequence (i.e., $z^Q_p$ and $z^Q_{np}$) in the test images for every species. I then compute the Jensen-Shannon (JS) divergence [103] between the probability distributions of codes for each pair of a species to measure the similarity of their learned Phylo-NN embeddings. A similar approach for computing the JS-divergence of species-pairs in the quantized feature space of vanilla VQGAN is used.

Figures 4.8(a) and 4.8(b) show the pair-wise species distance matrices for morphological and phylogenetic GTs, respectively. We can see that both ground-truths show a similar clustering structure of species, indicating groups of species that share evolutionary traits. However, there are differences too; while phylogenetic GT is solely based on phylogeny, the morphological GT uses both the phylogeny and information about phenotypic traits. Figures 4.8(c) and 4.8(d) show the JS-divergences among species computed separately for the two disentangled parts of PhyloNN’s embeddings ($z^Q_p$ and $z^Q_{np}$). We can see that the embeddings containing phylogenetic information show a similar clustering structure of distances as the GT matrices, in contrast to the non-phylogenetic embeddings. This shows the ability of Phylo-NN to disentangle features related to phylogeny from other unrelated features. Figure
Figure 4.8: Comparing embedding distance matrices of methods with morphological and phylogenetic ground-truths
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Table 4.3: Correlations between GT distances and embedding distances

<table>
<thead>
<tr>
<th></th>
<th>Morphological</th>
<th>Phylogenetic</th>
</tr>
</thead>
<tbody>
<tr>
<td>PhyloNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>level0</td>
<td>0.86</td>
<td>0.83</td>
</tr>
<tr>
<td>level1</td>
<td>0.87</td>
<td>0.85</td>
</tr>
<tr>
<td>level2</td>
<td>0.78</td>
<td>0.83</td>
</tr>
<tr>
<td>species</td>
<td>0.70</td>
<td>0.78</td>
</tr>
<tr>
<td>vanilla VQGAN</td>
<td>0.31</td>
<td>0.24</td>
</tr>
</tbody>
</table>

4.8 also shows the embedding distance matrix of vanilla VQGAN, which does not show a good visual correspondence such as that of Phylo-NN’s in terms of matching with the GT matrices.

To quantitatively evaluate the ability of Phylo-NN to match with GT distances compared to a vanilla VQGAN, I compute the Spearman correlation between the GT distance matrices and embedding distance matrices for different methods as shown in Table 4.3. We can see that Phylo-NN shows higher correlations at the species level with both morphological and phylogenetic GTs. Furthermore, in contrast to a vanilla VQGAN, Phylo-NN allows us to compute the distance matrix at any ancestor level and compare it with GT matrices at the same ancestor level. We can see that Phylo-NN shows significantly higher correlations with GT matrices at higher ancestor levels than the species level.

An alternative approach I follow to assess Phylo-NN’s generated images is by visualizing their embedding space using t-SNE plots [155]. More precisely, I investigate how Phylo-NN clusters the embedding space compared to a vanilla VQGAN baseline by analyzing these models’ t-SNE plots.

To construct the t-SNE plot for each model, I iterate through its Transformer $T$ generated images, encode them, obtain the quantized embedding vector for each image ($z_p^Q$ and $z^Q$ for Phylo-NN and vanilla VQGAN, respectively), and finally create the t-SNE plots.
Figure 4.9 shows these constructed t-SNE plots with two different color-coding schemes. The first one (left column) color-codes the data-points based on the grouping of species at the second phylogenetic level (i.e., the direct ancestor of the specimen’s species). Using this color-coding scheme allows us to inspect how different species cluster in the embedding space. The second color-coding (right column) is the average phylogenetic distance between the data-point and its $k$-nearest neighbors (KNN), where $k = 5$ in this setup. The higher the average distance (i.e., the darker the data-point’s color), the more phylogenetically distant the specimen is from those $k$ specimen’s that are closest to it in the quantized embedding space. This color-coding helps us spot how well the different species are separated from each other in the embedding space, which generally characterizes the quality of the encoding and its propensity for downstream tasks, such as classification.

Looking at Figure 4.9, we can see that Phylo-NN (top row) clearly clusters the generated images better than vanilla VQGAN as evident from its hierarchical clustering where the specimens belonging to the same species clump into small clusters and these clusters in turn clump into larger clusters (representing ancestor nodes) that have a singular color. This demonstrates that Phylo-NN is able to learn a phylogenetically-meaningful encoding, whereas vanilla VQGAN’s clustering is quite fuzzy and poorly characterizes any biological knowledge. Also, by looking at the right column, we can see that Phylo-NN commits very little clustering error in terms of its phylogenetic constraints because the average phylogenetic distance is low (almost zero) for the majority of the data points. This is in contrast to the vanilla VQGAN where there is quite a high clustering error as seen from the “heat” of its scatter plot.
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Figure 4.9: t-SNE plots of the images generated by Phylo-NN and vanilla VQGAN.
4.3.2 Knowledge-Guided Image Synthesis

To further assess how well Phylo-NN’s learned embedding captures phylogenetic traits, I investigate how altering the quantized embedding of an image specimen incrementally in a phylogenetically meaningful ordering affects the morphological traits when the altered embeddings are decoded back as an image. This is done by picking two specimen images from a pair of species. By encoding the two images using Phylo-NN, we obtain their corresponding encodings, $z_1^Q$ and $z_2^Q$. We then start to replace the codes in the Phylo-sequence $z_1^Q$ with the corresponding codes in $z_2^Q$ iteratively, until $z_1^Q$ transforms completely into $z_2^Q$. The order of this iterative replacement is by first replacing the codes representing the non-phylogenetic part of the embedding $z_{np1}^Q$, then the part representing the information in the earliest ancestral level (level 0), to the next ancestor level (level 1), till we eventually reach the last level of the phylogenetic tree, which is the species level. At the final point, the entire Phylo-sequence $z_1^Q$ has been replaced with $z_2^Q$. This phylogeny-driven ordering of code replacements helps us capture key “snapshots” of the species-to-species translation process that are biologically meaningful. In particular, by observing the traits that appear or disappear at every ancestor level of code replacement, we can infer and generate novel hypotheses about the biological timing of trait changes as they may have happened in the process of evolution.

Figure 4.10 shows an example of such a translation process between a specimen of the species Carassius Auratus to a specimen of the species Lepomis Cyanellus. We can see that although the two specimens look similar on the surface, there are several subtle traits that are different in the two species that are biologically interesting. For example, the source species has a V-shaped tail fin (termed caudal fin), while the target species has a flatter tail fin. By looking at their place of occurrence in the translation process of Phylo-NN, we can generate novel biological hypotheses of whether they are driven by phylogeny or not, and whether they appeared earlier or later in the target species in the course of evolution.
Figure 4.10: Comparing species-to-species image translations from a Carassius Auratus specimen to a Lepomis Cyanellus specimen

For example, we can see that the flat tail feature of the target species appears right after replacing the non-phylogenetic part of the embedding, indicating that this feature may not be capturing evolutionary signals and instead maybe be affected by the environment. On the other hand, if we observe another fin that appears in the middle of the body of the target species (termed pectoral fin), we can see that it seems to get more prominent only in the later levels (it is absent in level 0). This suggests the hypothesis that the presence of pectoral fin in the target species may have been added later in the course of evolution. Our work opens novel opportunities for generating such biological hypotheses, which can be further investigated by biologists to potentially accelerate scientific discoveries. The figure also shows the translations obtained by a vanilla VQGAN for the same pair of species specimens. We can see that the baselines are mostly performing a smooth interpolation between the source and target images. In particular, the transition points in the translation process do not correspond to biologically meaningful events, since they only rely on the information contained in data and do not use biological knowledge.
4.3.3 Generalizing on Unseen Classes

As the objective of Phylo-NN is to encode specimen images into their corresponding phylogenetic and non-phylogenetic quantized sequences of codes, I am interested in studying the distribution of codes used within different descriptors of phylogenetic concepts (e.g., species nodes or ancestor nodes). Naturally, we expect specimens that belong to the same species to largely share the same phylogenetic code in terms of the species descriptor $D_n$, while varying in terms of the non-phylogenetic codes. More generally, specimens belonging to species that share a common ancestor at a phylogenetic level $i$ should largely share the codes with $D_i$ while varying in terms of the rest of the phylogenetic and non-phylogenetic codes. This should also apply for specimens of unseen (or newly discovered) species that we have not yet observed in the training set. By looking at the similarity of codes generated for an unseen species during testing, we should be able to infer its ancestor lineage in terms of the species sampled during training.

To quantify this phenomenon, for a given phylogenetic concept of interest, I construct two sets of histograms, $H_p$ and $H_{np}$ of sizes $[n_l \times n_p]$ and $[n_{np}]$, respectively. Each value in the histograms, $H_p^{ij}$ and $H_{np}^k$, describes the distribution of codes of that corresponding location in the sequence across all the specimen in the dataset of interest. Take a look at Appendix I for some examples.

Once these histograms are constructed, I evaluate the purity of Phylo-NN codes by calculating the entropy of each histogram in $H_p$ and $H_{np}$. If the entropy is low for a certain sequence location, it means only a few possible codes occur at that location, alluding to the fact that those specific codes at that location are key at characterizing the phylogenetic concept in question. On the other hand, higher entropy means a variety of codes occur at that location, implying that such a location is not discriminative to the phylogenetic concept of interest.
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Finally, to compare the code distributions for two species, I use the JS-divergence metric for calculating the difference between two histograms of a sequence location. Similar to what is done in Section 4.3.1, such a metric can be aggregated to quantify the coding differences between the species in question.

To assess the Phylo-NN’s ability to generalize to unseen species, I train it on a subset of the species in the original dataset and then evaluate the quality of the embedding space when the model is introduced to the left-out species (three species in my experiments). Once the model is trained, I look at the average JS-divergence distance between each of the three missing species and three other species in the tree. These three other species were selected such that each missing species has one seen species that is close to it phylogenetically (i.e., both species share the same ancestor at the immediate ancestor level) while the others are relatively far from it.

Table 4.4 shows the average distance of the phylogenetic codes among the six aforementioned species. Looking at the table, one can see that this distance is smallest for each unseen species and its counterpart that shares the same immediate ancestor (shown as the diagonal in the table). This confirms that even though the model has not seen the former species, it was able to characterize it using a coding sequence that is significantly closer to that of its seen counterpart than the other species.

While Table 4.4 highlights the phylogenetic matching in the embedding space at the species descriptor level, $D_n$, Table 4.5 does the same but for the descriptor at a distant ancestor level (level 0), i.e., $D_0$. Based on the phylogeny tree we have used in this example, both the Notropis and Noturus species share the same distant ancestor at that descriptor level. On the other hand, Lepomis species does not share that ancestor. Hence, we find that the JS-divergences increase for the Lepomis unseen species with seen species that are not Lepomis as compared to Table 4.4. On the other hand, the JS-divergences decrease for the other two
Table 4.4: JS-divergence of the phylogenetic codes at the species level between unseen and seen species

<table>
<thead>
<tr>
<th>Unseen species</th>
<th>Seen species</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Notropis nubilus</td>
</tr>
<tr>
<td>Notropis percobromus</td>
<td>0.47</td>
</tr>
<tr>
<td>Lepomis megalotis</td>
<td>0.73</td>
</tr>
<tr>
<td>Noturus miurus</td>
<td>0.62</td>
</tr>
</tbody>
</table>

unseen species w.r.t. seen species that are on the off-diagonals of the table. This confirms that $D_0$ specifically captures the phylogenetic information of that distant ancestor that is common across *Notropis* and *Noturus* seen and unseen species.

Finally, to confirm that this phylogenetic correlation is mainly constrained to the phylogenetic parts of the sequences, I calculate the same distances but using the non-phylogenetic part of the sequences. The result is shown in Table 4.5. Here, we can see the distances are much closer to each other, implying that the non-phylogenetic embedding is not specialized at differentiating among the different species, and hence cannot be used to phylogenetically categorize the unseen species.
### Table 4.6: JS-divergence of the non-phylogenetic codes between unseen and seen species

<table>
<thead>
<tr>
<th>Unseen species</th>
<th>Notropis nuibilus</th>
<th>Lepomis macrochirus</th>
<th>Noturus flavus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notropis percobromus</td>
<td>0.39</td>
<td>0.45</td>
<td>0.39</td>
</tr>
<tr>
<td>Lepomis megalotis</td>
<td>0.46</td>
<td>0.36</td>
<td>0.48</td>
</tr>
<tr>
<td>Noturus miurus</td>
<td>0.40</td>
<td>0.42</td>
<td>0.36</td>
</tr>
</tbody>
</table>
Chapter 5

The Effect of Knowledge Guidance from The Loss Landscape Lens

In Chapter 4, I discussed the benefits of using the KGML framework such that the model’s output space exhibits certain desired and advantageous properties. In this chapter, I turn my attention to investigating KGML models from the loss landscape lens. Namely, I investigate how applying the KGML framework influences the model’s optimization and how different loss terms interact under its regime. This investigation helps decipher KGML’s effectiveness, understand how to overcome its pitfalls, and achieve a better understanding of the mechanics of KGML. To achieve this goal, I apply the loss landscape visualization tool onto different problems, provide my observation on its usefulness and disadvantages, and further improve on it by addressing some of those disadvantages, thus making it more attractive to researchers in the field.

In the next sections, I conduct my investigation in the context of physics where domain knowledge is encoded in the form of equations. Namely, I start by studying a family of problems that are characterized by eigen-decomposition, and then move to other benchmark problems in physics, such as PDEs.
5.1 Challenges and Solutions to Optimizing Multiple Physics Objectives

The optimization of multiple objectives (i.e., loss terms) has been a common theme in multi-task learning [18] generally, and KGML specifically. Such loss terms are integrated into the learning objective of a neural network by adding them together using trade-off coefficients (or hyper-parameters). Traditionally, such trade-off coefficients are kept constant across all epochs of gradient descent [68, 72]. This inherently assumes that the importance of PG loss terms in guiding the learning process towards a generalizable solution is constant across all stages (or epochs) of gradient descent, and they are in agreement with each other. In reality, however, each PG loss may show multiple local minima. In such situations, simple addition of PG losses in the objective function with constant trade-off hyper-parameters may result in the learning of non-generalizable solutions. This may seem counter-intuitive since the addition of PG loss is generally assumed to offer generalizability in the PGNN literature [29, 72, 133].

To make matters worse, PG loss terms may also show competing directions of gradient descent because of differences in their properties (e.g., curvatures), making it difficult to balance them at different stages of ANN training. Finding the optimal setting of these hyper-parameters can be challenging because of the varying nature and gradient dynamics of PG loss and data-driven loss terms [165, 167]. While some recent works have investigated the effects of PG loss on generalization performance [133] and the importance of normalizing the scale of hyper-parameters corresponding to PG loss terms [167], they do not study the effects of competing PG losses.

This challenge is well known for many types of KGML models, including Physics-Informed Neural Networks (PINNs) [122]. PINNs have been widely used in the field of scientific
computing to learn governing equations from data. However, one of the main challenges in using PINNs is the difficulty of optimizing them. This is because they combine several physics-based constraints, which leads to optimization pathologies \[167\] and non-convex optimization landscapes \[8\]. Furthermore, the hyperparameters in PINNs require careful tuning to ensure good balancing of the loss terms. Balancing these loss terms is crucial for a PINN to converge to an optimal solution.

In the next section, I use the application of eigen-decomposition in physics, as described in Section 3.1, to explain how different loss terms have different importance at different stages of learning, and that it is important to weight them differently (rather than balancing their contributions) using adaptive weighting coefficients to ensure better generalizability.

### 5.1.1 Solving Competing Physics-Guided Losses for Eigen-equation Problems

In this chapter, the applications of eigen-decomposition in physics, as described in Section 3.1, are considered as a case-study for the challenge of incorporating domain knowledge in terms of equations into the model optimization process.

A naïve ML approach for learning a function \(f_{NN}\) that outputs the desired eigen-solution is to minimize the mean sum of squared errors (MSE) of predictions on the training set as follows:

\[
\text{Train-Error}_{\text{Ising}} := \frac{1}{N} \left( \sum_i \left( \|\hat{y}_i - y_i\|^2 + \|\hat{b}_i - b_i\|^2 \right) \right)
\]  

(5.1)

This definition works reasonably well for the Ising model application. For the electromagnetic application, however, the presence of complex values (see Appendix A) warrants the use of
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an overlap-integral-based loss instead. In particular, the error here is re-defined as:

\[
\text{Train-Error}_{\text{electromagnetic}} := \frac{1}{N} \sum_i \left( \frac{-||\hat{y}_i||}{||\hat{y}_i||} \cdot \frac{||\hat{y}_i^*||}{||\hat{y}_i^*||} \right)^2 + ||\hat{b}_i - b_i||^2 \tag{5.2}
\]

where \(\hat{y}^*\) is the complex conjugate of \(\hat{y}\). Similar to the cosine similarity of real-valued vectors, the ‘overlap integral’ of complex-valued vectors measures the alignment between the prediction \(\hat{y}\) and ground-truth \(y\) regardless of their scales. Minimizing \(\text{Train-Error}_{\text{electromagnetic}}\) ensures that the eigen-values are correct and that the profiles of the predicted eigen-vector fit that of the ground-truth.

In the framework of KGML, instead of solely relying on \(\text{Train-Error}\), we consider the following PG loss terms to guide the learning of \(f_{NN}\) to generalizable solutions:

**Characteristic Loss:** A fundamental equation we want to satisfy in our predictions, \((\hat{y}, \hat{b})\), for any input \(\hat{A}\) is the eigenvalue equation, \(\hat{A}\hat{y} = \hat{b}\hat{y}\). Hence, we consider minimizing the following equation:

\[
C\text{-Loss}(\theta) := \frac{1}{N} \sum_i \frac{||\hat{A}_i\hat{y}_i - \hat{b}_i\hat{y}_i||^2}{\hat{y}_i^\top\hat{y}_i} \tag{5.3}
\]

where the denominator term ensures that \(\hat{y}_i\) does not tend toward the trivial solution of 0. By construction, \(C\text{-Loss}\) only depends on the predictions of \(f_{NN}\) and does not rely on true labels, \((y, b)\). Hence, it can be evaluated even on the unlabeled test data, \(D_U\).

**Spectrum Loss:** The equation \(\hat{A}\hat{y} = \hat{b}\hat{y}\) has \(d\) possible eigen-solutions (where \(d\) is the length of \(\hat{y}\)), each of which will result in a perfectly low value of \(C\text{-Loss} = 0\), thus acting as a local minimum. Since we are only interested in a specific eigen-solution for every \(\hat{A}_i\), namely the eigen-solution that has the smallest or the largest eigenvalue, we consider minimizing another PG loss term that ensures the predicted \(\hat{b}\) at every sample is optimal. In the case
of the quantum mechanics application, we use the following loss to find the smallest eigen-

\[
S\text{-Loss}(\theta) := \frac{1}{N} \sum_i \exp(\hat{b}_i)
\]  

(5.4)

The use of exp function ensures the loss is always positive, even when predicted eigenvalues
are negative. For the electromagnetic propagation application, we simply direct the optimi-
mization towards the largest eigenvalue by replacing \(\hat{b}_i\) with \(-\text{Re}(\hat{b}_i)\), where Re extracts the
real part of the complex eigenvalue.

These loss terms, \(C\)-Loss and \(S\)-Loss, are integrated into the learning objective of \(f_{NN}\) by
adding them to Train-Error using trade-off coefficients, \(\lambda_C\) and \(\lambda_S\), respectively. However,
due to the issues previously raised in Section 5.1, setting these coefficients properly proves
to be non-trivial. This is especially true since the proposed two PG losses have a widely
different number of local minima and thus have different curvatures. On one hand, \(C\)-Loss
suffers from a large number of local minima since every eigen-solution of \(\hat{A}_i\) has \(C\)-Loss = 0.
Among all these solutions, we are only interested in eigen-solutions with the smallest (or
largest) eigenvalues across all \(\hat{A}_i\). On the other hand, \(S\)-Loss is a monotonic function and
thus has a single minimum in a bounded domain.

To this effect, the proposed framework \textit{Competing Physics PGNN (CoPhy-PGNN)} \[37\],
replaces the constant coefficients with adaptive ones, preferring PG loss terms that show
fewer local minima (e.g., \(S\)-Loss) to dominate the gradient descent updates in the beginning
epochs of ANN training, and then let more complex PG loss terms with larger number of
local minima (e.g., \(C\)-Loss) dominate the gradient descent dynamics and refine the learned
parameters to converge to a generalizable solution \(\theta^*\). This framework is inspired from con-
tinuation methods developed in the scientific optimization literature for non-convex problems
\[2\], where the strategy is to first optimize a simpler (smoothed) objective function and gradu-
ally consider less smoothed ones. It is also related to curriculum learning \[9, 142\], where
“simpler” examples are presented to the neural network in an incremental manner before showing more “complex” ones.

Thus, *CoPhy*-PGNN imposes an annealing pattern for $\lambda_S$, and a cold starting pattern for $\lambda_C$. More regoriously, the two adaptive coefficients are defined as follows:

\[
\lambda_S(t) = \lambda_{S0} \times (1 - \alpha_S)^{\lfloor t/T \rfloor}
\]  

where, $\lambda_{S0}$ is a hyper-parameter denoting the starting value of $\lambda_S$ at epoch 0, $\alpha_S < 1$ is a hyper-parameter that controls the rate of annealing, and $T$ sets the frequency of the annealing update.

\[
\lambda_C(t) = \lambda_{C0} \times \text{sigmoid}(\alpha_C \times (t - T_a))
\]  

where, $\lambda_{C0}$ is a hyper-parameter denoting the final value of $\lambda_C$ after a sufficient number of epochs, $\alpha_C$ is a hyper-parameter that dictates the rate of growth of the sigmoid function, and $T_a$ is a hyper-parameter that controls the cut-off number of epochs after which $\lambda_C$ is activated from a cold start of 0.

Finally, the overall learning objective of *CoPhy*-PGNN can be written as:

\[
E(t) = \text{Train-Error} + \lambda_C(t) \ C\text{-Loss} + \lambda_S(t) \ S\text{-Loss}
\]

Note that Train-Error is only computed over $D_{Tr}$, whereas the PG loss terms, $C$-Loss and $S$-Loss, are computed over $D_{Tr}$ as well as the set of unlabeled samples, $D_U$.

More information about the data and hyper-parameter values is presented in Appendix C.

To illustrate how using PG losses properly as a form of *KGML* guidance can lead to better model optimization, *CoPhy*-PGNN is compared to the following baselines:
1. Black-box NN (or NN): This refers to the black-box ANN model trained just using Train-Error without any PG loss terms.

2. PGNN-analogue: The analogue version of PGNN [72] for our problem where the hyper-parameters corresponding to $S$-Loss and $C$-Loss are set to a constant value.

3. CoPhy-PGNN (only-$D_T_r$): This is an ablation model where the PG loss terms are only trained over the training set, $D_T_r$. Comparison with this model will help in evaluating the importance of using unlabeled samples $D_U$ in the computation of PG loss.

4. CoPhy-PGNN (Label-free): This ablation model drops Train-Error from the learning objective and hence performs label-free (LF) learning only using PG loss terms.

To test CoPhy-PGNN’s improvement in terms of extrapolation power, which reflects how well it is optimized over the set of different loss functions, I conducted the following experiment within the electromagnetic propagation application. In this experiment, a periodically stratified layer stack of 10 layers of equal length per period is considered. The refractive index $n$ of each layer was randomly assigned an integer value between 1 and 4. Hence, the permittivity $\epsilon = n^2$ can take values from the set $\{1, 4, 9, 16\}$. The period of the multilayer stack is chosen such that the size of $\hat{A}$ is $401 \times 401$ complex values. Finding the solution of such eigenv-equation is both computationally and memory-intensive. Note that the majority of eigenvalue solvers rely on iterative algorithms and are therefore not easily deployable in GPU environments. However, a neural network can, in principle, learn to predict the eigenvalues and eigenvectors of the matrix $\hat{A}$.

Next, a training size of $|D_T_r| = 370$ realizations with $n \in \{1\}$ in its first layer is taken. On the other hand, the test set’s $|D_U| = 1630$ realizations are left with an unconstrained first layer’s refractive index (i.e. $n \in \{1, 2, 3, 4\}$).

Two different types of evaluation metrics are used to assess the predictive accuracy of $\hat{y}$
w.r.t. ground-truth $y$. All metrics are averaged across all test samples.

1. Overlap Integral: Similar to the cosine similarity of real-valued vectors, the ‘overlap integral’ of complex-valued vectors measures the alignment between the prediction $\hat{y}$ and ground-truth $y$ regardless of their scales. In particular, the overlap integral between $\hat{y}$ and $y$ is defined as

$$\langle \frac{\hat{y}}{||\hat{y}||}, \frac{y^*}{||y^*||} \rangle$$

where $y^*$ is the complex conjugate of the ground-truth eigen-vector $y$. The value of the overlap integral ranges from zero, which means no overlap (or orthogonal), to 1, which means an exact overlap. An overlap integral of 0.8 or above is commonly desired in this application domain. The overlap integral is also tied to the physical concept of measuring the accuracy of magnetic field profile predictions. Therefore, it facilitates testing whether the predicted vectors are valid eigen-vectors from a physical standpoint.

2. Relative Eigen-equation Error: While the overlap integral measures the closeness of the predicted eigen-vector’s profile to the ground-truth, it is also important to understand whether a prediction that does not match the ground truth is still a valid eigen-solution or not. For this purpose, the relative eigen-equation error is used. This metric is defined as:

$$\frac{||\hat{A}\hat{y} - \hat{b}\hat{y}||}{||\hat{A}\hat{y}||}$$

This unitless quantity measures the error in the eigen-equation relative to its left-hand side. A value close to zero is desired, indicating that the prediction is a valid eigen-vector. Note that a value of 0 can be obtained even if the prediction is not the desired eigen-vector, in which case the overlap integral will also be equal to 0 because any two eigen-vector are orthogonality.
To assess the extrapolation power of CoPhy-PGNN on out-of-distribution test samples, the relative eigen-equation error for comparative methods over the test samples is plotted in Figure 5.1. Note that the labeled set used for training only included samples with $\epsilon = 1$ (the leftmost point in the curves of Figure 5.1), while the test set included samples with $\epsilon \in \{1, 4, 9, 16\}$. One can see that both baselines, namely NN and PGNN-analogue, show low error at $\epsilon = 1$, but experience a significant jump in that error for test cases sampled with $\epsilon > 1$. This behavior is expected since both baselines were trained on labeled samples with $\epsilon$ only equal to 1. However, we can notice that in contrast to these baseline methods, CoPhy-PGNN shows the lowest relative error across all values of $\epsilon$ and does not show any apparent increase in relative error as we go beyond $\epsilon > 1$. This again demonstrates the ability of the proposed framework to generalize on unseen test distributions by making effective use of PG loss terms during ANN training.
5.2 The Uses and Challenges of Landscape Visualization in KGML

Model learning (a.k.a., model optimization or training) is the process by which model parameters are updated such that their final values, hopefully, generalize well. While most research compares ML methods by their final models in terms of accuracy on a hidden test set, such a comparison would not give the full picture of the advantages of one method over the other. For example, another important metric would be the speed of convergence.

In this section, I study how the KGML framework improves the optimization process using the tool of loss landscape visualization to understand the qualities of the model. Such an investigation not only allows me to ‘explain’ the advantages of using KGML, but also to make important observations and conclusions that help further refine the learning process. In this section, I discuss the shortcomings of the existing and commonly used loss landscape visualization methodology. This discussion is important to illustrate the need for an improved and more powerful visualization method that mitigates these shortcomings. Ultimately, I propose and discuss such a method, dubbed Neuro-Visualizer, in Section 5.3.1 and empirically demonstrate its advantages and effectiveness in Section 5.3.2.

5.2.1 Demonstrating KGML’s Improved Optimization Through Existing Loss Landscape Visualization Methods

Among the few studies that have employed landscape visualization within the KGML framework is Krishnapriyan et al.’s [84] where they have demonstrated the difficulty of training PINNs, and how changing a PDE’s parameters plays an important role in the smoothness of the loss landscape, which in turn affects the ease at which the model can be optimized.
Similarly, Rohrhofer et al. [128] also used loss landscapes to emphasize the difficulty of training Physics-guided Neural Networks (PGNNs), and how different initial conditions of the PDE and their closeness to the PDE’s fixed points affect the optimization process. They also show that using the physics loss alone leads to being stuck at bad minima.

In the following experiment, I visualize the landscape of different loss functions w.r.t. ANN model parameters to understand how the addition of PG losses improves the ANN’s generalization performance for the Ising model problem within the application eigen-decomposition in physics (see Section 3.1 for more details). In Fig. 5.2, I plot a 2D view of the landscape of different loss functions, namely the mean-squared error on the training data (Train-MSE), the mean-squared error on the test data (Test-MSE), and PG-Loss (sum of $C$-Loss and $S$-Loss), in the neighborhood of a model solution. In each of the sub-figures of this plot, the model’s parameters are treated with filter normalization as described in [91], and hence, the coordinate values of the axes are unit-less. Also, the model solutions are represented by blue dots. As can be seen, all label-aware models ($1^{st}$, $2^{nd}$ and $4^{th}$ columns) have found a minimum for Train-MSE. However, for Test-MSE, it is clear that only CoPhy-PGNN, unlike the other baselines, reaches a good minimum. This is a strong indication that using the PG loss with unlabeled data can lead to better extrapolation; it allows the model to generalize beyond in-distribution data. It is also clear that without using labels, CoPhy-PGNN (Label-free) fails to reach a good minimum of Test-MSE, even though it arrives at a minimum of PG Loss.

5.2.2 Limitations of Existing Landscape Visualization Methods

As has been discussed in Section 2.2, the literature in recent years has slowly become more interested in using loss landscape visualization as a tool for investigating model optimization
properties. The earliest methods and the ones most commonly used are linear in nature and involve heuristically choosing a planar 2D slice of the high dimensional parameter space to qualitatively study the loss surface and its properties. In the case of zooming onto a single model, which is generally the final model obtained through training, the most commonly used approach is to take a random plane defined by two orthogonal vectors in the high dimensional space [91]. This simple method was shown to be effective at qualitatively assessing the general properties of the loss landscape at the vicinity of the model, and that it gives a better perspective than, for example, taking the plane that passes through the two directions with maximum principal curvatures.

When it comes to visualizing multiple models (e.g., the set of models forming a training trajectory), however, the selection of the plane becomes more challenging as it is desired for that plane to show the “interesting” properties of the space for the entire set of points, not
just a single one. Naturally, the most common way for finding this plane is by performing a Principal Component Analysis (PCA) on the set of points, selecting the two main principal components, and visualizing the landscape on that plane such that it passes through the end of the trajectory [91]. Alternatively, other approaches include adopting the plane defined by the two eigenvectors with the highest eigenvalues [19, 176]. Each of these practices have their advantages and disadvantages.

Despite how helpful this linear projection approach can be, it has a number of limitations:

1. One problem with visualizing the model training trajectory using linear methods is that the loss surface 2D projection is mostly accurate at one point, whereas its fidelity drops drastically as we move away from that point. This is because the trajectory is highly unlikely to lie in a 2D plane (e.g., projecting the training trajectory on PCA’s two major components). As such, a better method for visualizing the loss surface that contains such trajectory is worth investigating. Thus, researching the question of whether a non-linear projection method that captures the trajectory and its surrounding landscape authentically, can be devised is of utmost importance to mitigate this issue, leading to an improvement in model optimization understanding. And while there has been some body of work that uses certain non-linear projection methods, such as t-SNE and UMAP [65] (see Section 2.2 for more details), these methods are more suitable for plotting a “clustering” of the trajectory models and are unsuitable for grid plotting.

2. Another issue with landscape visualization is the scale at which the loss surface is visualized. While the most common practice is to use ‘filter normalization’ [91] to make the visualization scale invariant, this approach only works when visualizing the loss landscape near a single model, and is not applicable when visualizing training trajec-
5.3 Neuro-Visualizer: A New Non-linear Loss Landscape Visualization Method

As I consider the drawbacks of a linear loss landscape visualization method as described in Section 5.2.2, I can only echo Shire et al.’s [134] thoughts on finding a non-linear manifold “such that the source data lie on, or close to, some low-dimensional manifold embedded within the original high-dimensional space”.

Instead of using PCA or non-linear clustering methods, such as t-SNE, I propose using a neural auto-encoder, dubbed Neuro-Visualizer, to learn a non-linear manifold that embeds the points of interest in the loss landscape.

5.3.1 Method Formulation

More formally, let’s assume that we have a trajectory $\mathcal{T}$ that consists of a set of models $\mathcal{M}_\mathcal{T} \subset \mathbb{R}^n$ where $\mathbb{R}^n$ is the $n$-dimensional model parameter space. We want to visualize this trajectory on a 2D manifold $\mathcal{L}$ such that $\mathcal{M}_\mathcal{T} \subset \mathcal{L}$. This manifold is to be scaled and visualized as a grid $\mathcal{G} \subset \mathbb{R}^2$. For convenience, and without the loss of generality, we standardize the grid to be strictly $\mathcal{G} = [-1, +1] \times [-1, +1]$. Here, we are interested in finding a
manifold $\mathcal{L}$ that contains $\mathcal{M}_T$ and mapping it onto the grid $\mathcal{G}$. This task naturally poses itself to be solved by auto-encodes, which generally take a high-dimensional input (e.g., $\mathbb{R}^n$), and map it onto a low-dimensional one (e.g., $\mathbb{R}^2$). In the process of training an auto-encoder, the training data is fit into a learned low-dimensional manifold of the dimensionality of the latent space [10]. Mathematically, I propose learning a Neuro-Visualizer auto-encoder $\mathcal{N} : \mathcal{L} \rightarrow \mathcal{G}$ which consists of an encoder $E_\mathcal{N}$ and a decoder $D_\mathcal{N}$, such that $z = E_\mathcal{N}(m \in \mathcal{L}) \in \mathcal{G}$ and $m' = D_\mathcal{N}(z \in \mathcal{G})$. To guarantee that $z \in [-1,+1] \times [-1,+1]$, a tanh activation function is appended to the output of the encoder $E_\mathcal{N}$. Also, $m \in \mathcal{L}$ is normalized for an easier training of $\mathcal{N}$.

To train the parameters of the model $\theta_\mathcal{N}$ such that the reconstructed model also lies on the same manifold, a reconstruction loss is minimized:

$$L_{\text{rec}} = \text{MSE}_{\mathcal{M}_T}[m_i, \mathcal{N}(m_i)]$$

(5.9)

As $\mathcal{N}$ gets optimized, it learns to map a manifold that contains the training data points (e.g., the trajectory points $\mathcal{M}_T$) onto grid $\mathcal{G}$.

While this loss is sufficient to guarantee having the trajectory models embedded into the learned manifold, it does not guarantee any other properties of the manifold outside those point other than continuity. However, this turns out to be a feature, not a bug. That is so because additional desired properties of the embedding space can be imposed using addition constraints in the form of other loss functions. This is in contrast to baseline linear methods (e.g., PCA), where once the projection method is selected, there is little control over the properties of the resultant plane. Moreover, additional constraints need not be limited to the data-points lying on the optimization trajectory. Rather, more inventive and useful constraints can be crafted that are applied to other points in the input model parameter.
space $\mathbb{R}^n$ or even a finite set of points in the latent grid space $\mathcal{M}_G \subset \mathcal{G}$. Next, I list some interesting and useful constraints that I will demonstrate in Section 5.3.2. It is important, however, to note first that the following proposed constraints are just examples, and that Neuro-Visualizer is flexible and could be customized with many other possible constraints.

**Location anchoring constraints** The first and simplest form of constraints is anchoring (or pinning) some or all the points of the model trajectory onto certain locations on the grid. This serves as a means for orienting the trajectory to focus on certain aspects of the optimization process. One example would be to pin the last (i.e., converged) model onto the center of the grid to focus on visualizing the properties of the loss landscape of said converged model. The general form of a location anchoring constraint is:

\[
L_{\text{anch}} = \text{MSE}_{\mathcal{M}_{T'} \subseteq \mathcal{M}_T}[E_N(m_i), \mathcal{A}_i]
\]  

(5.10)

where $\mathcal{A} \subset \mathcal{G}$ is the set of desired anchoring points on the grid, and $\mathcal{M}_{T'}$ is the subset of trajectory models that correspond to those anchoring points.

In this work, I choose to use two different anchoring constraints. The first is $L_{\text{anch1}}$ with $\mathcal{M}_{T'} = \{m_0, m_{|\mathcal{M}_T|}\}$ (i.e., the set that contains the first and last models in the trajectory). The corresponding set of anchoring points is $\mathcal{A} = \{(-r, -r), (r, r)\}$. The intention behind such selection of $\mathcal{A}$ is to place the first and last models at the bottom left and top right corners, respectively, with an $r = 0.8$, away from the center of the grid. This helps stretch the trajectory across the grid, maximizing utilized grid space. The second is $L_{\text{anch2}}$ with $\mathcal{M}_{T'} = \{m_{|\mathcal{M}_T|}\}$ and $\mathcal{A} = \{(0, 0)\}$. This constraint positions the last model at the center of the grid, with a perspective suitable for showing the final stage of the optimization process in more details.
Trajectory spacing constraints In addition to pinning certain trajectory models to certain locations on the grid using $L_{anch}$, we might be interested in spacing the trajectory models equally spaced such that all optimization steps have the same resolution. For that, I construct a trajectory spacing constraint, $L_{traj}$, such that:

$$L_{traj} = \text{MSE}_{M_T} \left[ (E_N(m_i) - E_N(m_{i+1}))^2, D^2 \right]$$  \hfill (5.11)

where $D$ is a hyper-parameter that defines the appropriate grid distance between consecutive models. In this work, I define $D$ adaptively such that $D = \frac{2\pi r}{|M_T|}$, where $r = 0.8$. This $D$ is the ideal distance between consecutive models that could fit the trajectory on a circle of radius $r$. However, $D$ can be set manually as desired for a shorter or a longer trajectory in the visualization.

Grid scaling constraints While the trajectory spacing loss, $L_{traj}$, is concerned with how the trajectory points spread, we may desire the grid itself to have a certain scale. However, unlike the case in PCA, Neuro-Visualizer’s grid does not generally have a uniform and linear scale. This property allows Neuro-Visualizer to show more details at certain areas of the grid, while zooming out at other ones. Furthermore, a constraint can be constructed such that this zooming behavior is controlled.

In this work, I propose scaling the grid such that the vicinity of trajectory points has a relatively high grid density, and such that the gridzooms out for areas away from these trajectory points. To formalize this, I propose a grid scaling loss:

$$L_{grid} = \text{MSE}_{m \in M_G} \left[ \frac{\log (d_m)}{l_m}, \frac{\log (d_{max})}{L} \right]$$  \hfill (5.12)

To unpack this loss function, I first define the following terms: $d_m$ is the distance between
grid point \( m \) and the closest trajectory point to it in the parameter space. \( d^{\text{max}} \) is the distance between the first and last model on the trajectory. \( l_m \) is the distance equivalent to \( d_m \) in the grid space. Finally, \( L \) is a hyper-parameter chosen based on the desired zooming factor.

What minimizing \( L_{\text{grid}} \) does is enforcing a constant logarithmic scale \( \frac{\log(d^{\text{max}})}{L} \) on the grid with respect to the trajectory models. This ratio defines how much parameter distance is covered for a specific grid distance. Thanks to the logarithmic scale, the smaller \( L \) is, the more quickly the scale changes as we move away from the trajectory. Thus, if zooming in is desired around trajectory points, an appropriately large \( L \) is chosen.

These different constraints can be combined in a multi-task learning fashion by weight-adding them. The weights in this work are constants and determined by hyper-parameter tuning. However, dynamic-weighting methods could potentially be used. In the next section, I apply combinations of these optional constraints to demonstrate their usefulness.

**A word on the “correctness” of a loss landscape visualization method**  It is worth emphasizing that loss landscape visualization is a subjective tool that provides a qualitative and holistic description of the landscape, rather than a quantitative one. As such, the notion of “correctness” is not the best vantage point from which this tool can be appreciated. Instead, one could approach the value of this tool through taking a more familiar example: Map projections. Earth map projections are a way of representing the three-dimensional surface of the Earth on a two-dimensional plane. Each projection method has its own advantages and limitations. For example, each method makes certain features or characteristics of the Earth more or less prominent. Thus, there are many valid projections, each useful for different purposes. One popular projection is the Mercator projection [141]. The Mercator projection is useful for navigation because it preserves angles and directions, but it distorts
the size and shape of objects near the poles. Another projection is the Robinson projection [140], which balances distortion of size and shape, making it a good all-purpose projection. However, it still distorts the sizes and shapes of landmasses, especially those near the poles. A third projection is the Winkel tripel projection as a compromise between the distortions of size and shape [141]. It accurately shows the relative sizes and shapes of landmasses, but it still distorts the shapes of some landmasses and oceans. Similarly, a non-linear loss landscape visualization will produce a non-linear manifold that gets distorted when visualized on a 2D planar grid. The user should be aware of these distortions and understand the visualization accordingly. Thus, despite these distortions, loss landscape visualization is still a valid and useful tool for understanding the properties of the loss surface. Another point to consider is that, for a set of points in the model parameter space, there are infinitely many manifolds that could contain these points. As such, it becomes all more important to select the manifold that exhibits the desired user-defined criteria, such as the scaling at different regions of the manifold.

5.3.2 Applications and Results

In this section, I use several applications in physics to demonstrate the power of Neuro-Visualizer and its advantages compared to the existing loss landscape visualization methodology.

**Comparison of Neuro-Visualizer against PCA**  First, to show the drastic improvement in loss landscape quality when using Neuro-Visualizer, I take CoPhy-PGNN in quantum mechanics as a use-case application. Figures 5.3 and 5.4 show and compare the PCA and Neuro-Visualizer Train-MSE loss landscapes for CoPhy-PGNN using different metrics. Note that the contours in all sub-figures have been scaled equally for fair comparison.
We make several observations in these figures:

1. **Neuro-Visualizer shows richer details:** In Fig. 5.3a, we notice that PCA shows quite the linear story where the model took a detour, due to optimizing multiple loss terms, and then descended into a terminal minima. The story of Neuro-Visualizer, however, is much richer. In Fig. 5.3b, while the detour is still clear, we can see that the “terminal” minima is not truly a simple minima, but rather a basin with a complex surface and many minima where the model bounces around during the final stages of its optimization. This observation becomes even clearer as we zoom into the convergence area using both methods (see bottom row). Being able to observe such complexity of the loss landscape is crucial for determining how well designed the model, the optimized loss terms, and the KGML method are.

2. **Neuro-Visualizer exhibits better consistency in loss values between the learned manifold and projected trajectories:** In Fig. 5.3, looking at the trajectory point color, which corresponds to the model loss, we can see that the model loss in the PCA plot does not always match that of the corresponding grid location (i.e., the points do not match in color with the contours at their respective locations). This is especially the case in the early stages of optimization. The reason underlying this phenomenon is that PCA is a linear method that only intersects with the trajectory at one point, which is the last model in the optimization trajectory by choice. This is unlike Neuro-Visualizer where most of the points match in color with their background because the learned 2D manifold approximately passes through all the trajectory points. This observation is further emphasized by looking at the first row of Fig. 5.4 where the absolute loss error (i.e., the error between model loss and the loss of its projection on the grid) is shown. In this figure, it is clear that the PCA trajectory has high error in terms of loss values. This is in contrast to the low error values in the
Table 5.1: A quantitative comparison of PCA and Neuro-Visualizer by calculating CoPhy-PGNN’s Train-MSE errors between the trajectory and the grid in terms of loss values and distances in the parameter space.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average relative loss error</th>
<th>Average projection error in the parameter space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuro-Visualizer</td>
<td>0.029</td>
<td>0.003</td>
</tr>
<tr>
<td>PCA</td>
<td>2.516</td>
<td>0.283</td>
</tr>
</tbody>
</table>

3. The manifold learned by Neuro-Visualizer fits trajectories better: Looking at the second row in Fig. 5.4, where the points are color-coded as the distance between the manifold and the trajectory points in the parameter space, one can see how trajectory models in the PCA view have “hot” colors, which means that those models are significantly far from the grid’s plane. This is in contrast to the cool colors in Neuro-Visualizer’s view since its manifold fits the trajectory well.

To further quantitatively assess Neuro-Visualizer’s advantages, In Tab. 5.1, I provide the average relative error in loss value between all models in the trajectory and their corresponding projections on the grid. Obviously, the smaller the error, the more consistent the plot is. Additionally, I provide the average distance in parameter space between trajectory models and their projections. Similarly, the smaller the distance, the more accurately the model lies on the grid. As can be seen, Neuro-Visualizer beats PCA by orders of magnitude, proving its supremacy.

To drive this point home on a larger scale, I plot the trajectories of CoPhy-PGNN and its baseline Black-box NN. Both trajectories start from the same initialization (marked with a thick border) and are displayed on the same landscape. Such a plot allows for an easy comparison between the two models in terms of optimization. Fig. 5.5 shows two columns, the left one is the PCA landscape visualizations of different losses, namely Test-MSE, S-Loss and C-Loss from top to bottom. The right column shows the corresponding landscapes for
Figure 5.3: A comparison of PCA and Neuro-Visualizer in terms of consistency w.r.t CoPhy-PGNN’s Train-MSE loss values between the trajectory and the grid. The bottom row is a zoomed-in view of the top row.
Figure 5.4: A comparison of PCA and Neuro-Visualizer, showing CoPhy-PGNN’s Train-MSE landscape visualization in terms of errors between the trajectory and the grid in loss values and distances in the parameter space.
Neuro-Visualizer. Here are some observations regarding the advantages of Neuro-Visualizer over PCA in a multi-trajectory setting:

1. **Neuro-Visualizer successfully captures all minima of interest**: Since its plane passes through the last model of CoPhy-PGNN’s trajectory, PCA fails completely at capturing Black-box NN’s minima for most of the losses. This is especially obvious in Fig. 5.5c where not only Black-box NN’s minima is not present, but also the loss values of Black-box NN’s trajectory and the corresponding grid locations are inconsistent. This is in contrast to Neuro-Visualizer, where both Black-box NN’s and CoPhy-PGNN’s minima are distinctly visualized and the consistency between the trajectory and the grid is not violated.

2. **Neuro-Visualizer successfully captures gradient descent**: PCA may not clearly show whether a model terminally reaches a minima. For example, Fig. 5.5a gives the false impression that Black-box NN ends up somewhere in a concavity but does not follow its gradient towards the minima at the final epochs of the optimization process, even though it is not influenced by any loss terms other than the mean-square-error. This contradicts the notion that optimizers such as Stochastic Gradient Descent (SGD) or ADAM roughly follow the direction of the gradient. On the other hand, the trajectory of Black-box NN in Fig. 5.5b using Neuro-Visualizer clearly shows that Black-box NN “descends” towards a plateau, where the gradient is weak. This visualization fits with the common conception about gradient-descent-based optimization.

3. **Neuro-Visualizer avoids telling inconsistent and contradictory stories**: Looking at Black-box NN’s trajectory in Fig. 5.5a, PCA shows that it crosses the contour 0.0228 twice, implying that the trajectory value descends and then ascends again. This, however, is false because looking at the trajectory loss values, they consistently
decrease as the final model is approached. Thus, there is an inconsistency in PCA’s visualization that leads to confusion. This inconsistency, however, is not present in Neuro-Visualizer’s visualization in Fig. 5.5b. Similarly, looking at Black-box NN’s trajectory in Fig. 5.5c, PCA shows that while the trajectory loss values decrease over late epochs, the corresponding grid loss values increase. This inconsistency is confusing and undrmines the tool’s usefulness. On the other hand, Neuro-Visualizer in Fig. 5.5d does not exhibit such an inconsistency, making it more effective and useful than PCA.

Investigating Different Loss Balancing Techniques in KGML Using Neuro-Visualizer

As has been clear throughout this chapter, balancing the different losses in the KGML framework can be a daunting task. Thus, the ability to compare different loss balancing techniques in terms of how well they harness the synergy of the different losses is considered an important research effort. Generally, different loss balancing techniques are compared in terms of the model’s final accuracy. However, this criterion only shows one side of the story, and does not convey whether there is a fundamental difference among the different balancing methods. For example, it is desired to know whether a certain loss balancing algorithm struggles with one type of problem or architecture while being suitable for another. Also, while some insight could be gained by looking at the loss per epoch plots, such a plot only shows the evolution of a single model instance, without necessarily describing the loss landscape more generally.

Expanding on the previous experiment to investigate the suitability of an KGML framework and comparing it to other baselines, I consider six different loss balancing methods that are commonly used in the literature. Three of these methods are selected from the multi-task learning (MTL) literature. In multi-task learning, an algorithm is devised such that the coefficient of each loss is adaptively updated each epoch based on a certain criterion, such
Figure 5.5: The loss landscapes of CoPhy-PGNN and Black-box NN for different loss terms using PCA (left) and Neuro-Visualizer (right)
Table 5.2: A list of the loss balancing algorithms considered in this section. More details on each algorithm can be found in [94]

as the gradient of the losses. Additionally, I consider a loss balancing algorithm that is more specific to PINNs. Namely, the Learning Rate Annealing method [166]. Finally, I also include two other naive baseline methods that do not involve dynamic coefficient updates. Tab. 5.2 gives a detailed account of the algorithms used in this section.

To compare these algorithms, I train different PINNs to solve the Convection problem with $\beta = 10$ (see Section 3.3 for more details) using the different loss balancing algorithms listed in Tab. 5.2. The loss terms that interplay in this framework are the residual loss $L_{\text{residual}}$, the initial condition loss $L_{\text{ic}}$, and the boundary condition loss $L_{\text{bc}}$. The total loss being optimize is:

$$L_{\text{total}} = c_{\text{ic}} \times L_{\text{residual}} + c_{\text{ic}} \times L_{\text{ic}} + c_{\text{bc}} \times L_{\text{bc}}.$$  \hspace{1cm} (5.13)

Starting from the same initial model, I train six different instances of the model using the different loss balancing methods. In Fig. 5.6, I inspect the landscapes of two loss terms:
5.3. Neuro-Visualizer: A New Non-linear Loss Landscape Visualization Method

$L_{\text{residual}}$ and $L_{\text{test}}$ (i.e., the prediction error at test domain points). For each loss term, two loss landscape visualizations are produced using Neuro-Visualizer and PCA.

Inspecting Fig. 5.6, we can make the following observations:

1. **Neuro-Visualizer detects model convergence more clearly:** Looking at Figs. 5.6d, it is easy to see, using Neuro-Visualizer, that all loss balancing methods, except for LRannealing, converge to some minima. This is in contrast to PCA’s landscape in Fig. 5.6c where it is unclear whether several trajectories (e.g., RLW, GradNorm, and DWA) converge at all because the grid does not show any minima where they terminate. Thus, Neuro-Visualizer is evidently more intuitive and useful for a qualitative assessment of these different methods.

2. **Neuro-Visualizer is more capable of distinguishing among different minima:** Looking at the residual loss (top row), it is unclear in the PCA plot (left) whether some of the loss balancing methods converge to the same minima, several minima in the same basin, or different basins altogether. This is due to the limited view and the unfavorable scale PCA’s linear projection provides. In contrast, the loss landscape plotted using Neuro-Visualizer shows a much more holistic view of the loss balancing methods and how their trajectories compare. In particular, it clearly shows that while GradNorm and EW take slightly different trajectories, they converge to the same minima. Additionally, Neuro-Visualizer shows that DWA converges to the same basin as GradNorm and EW, but not the same minima. This is in contrast to PCA’s view where all three models are lumped together. This analysis would not be possible without the unique non-linear manifold Neuro-Visualizer learns, which allows for different scaling factors at different parts of the space.

3. **Neuro-Visualizer helps discover novel insights:** Looking at 5.6d, it is clear that
Table 5.3: A quantitative comparison of PCA and Neuro-Visualizer by calculating $L_{test}$ errors between the trajectory and the grid in terms of loss values and distances in the parameter space.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average absolute loss error</th>
<th>Average projection error in the parameter space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuro-Visualizer</td>
<td>0.147</td>
<td>1.583</td>
</tr>
<tr>
<td>PCA</td>
<td>0.923</td>
<td>12.801</td>
</tr>
</tbody>
</table>

LRannealing’s trajectory is nowhere near a minima w.r.t $L_{test}$. This goes against the initial expectation that such a loss balancing method specifically designed for PINNs should perform better than the other methods. Thus, while LRannealing shows great success for solving the Helmholtz equation and the Klein Gordon equation as demonstrated in [167], it seems to fail at achieving good optimization for the Convection problem. Thanks to Neuro-Visualizer, it is easy to make this conclusion visually.

It is also worth noting that while Neuro-Visualizer’s manifold does exhibit some fitting error in Fig. 5.6, as evident from the difference in color between trajectory models and their corresponding grid background colors, it still fits the trajectories significantly better than that of PCAs. Tab. 5.3 demonstrates that quantitatively.

**Investigating The Different Constraints within Neuro-Visualizer’s Framework**

Next, I take the PINN application further to study the effects of applying the different constraints discussed in Section 5.3. Here, I use the same PINN to solve the Convection problem but with $\beta = 30$, thus making the PDE harder to solve. This should lead to a more non-convex loss landscape that is harder to optimize, making it an interesting candidate for landscape visualizations.

Fig. 5.7 shows a progression of different Neuro-Visualizers visualizing $L_{test}$. The first sub-figure is the visualization with no constraints other than $L_{rec}$. Then, in each consecutive sub-figure, I add an additional constraint, or a combination of constraint and comment on
5.3. Neuro-Visualizer: A New Non-linear Loss Landscape Visualization Method

Figure 5.6: Plotting the loss landscapes of multiple Convection PDE solving models using PCA (left) and Neuro-Visualizer (right)
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the resulting landscape visualization.

After the “vanilla” landscape shown in Fig. 5.7a, Fig. 5.7b shows the same trajectory constrained with \( L_{anch1} \). Notice that the constraint manifests almost perfectly and allows the trajectory to “stretch”. However, notice that the steps on the trajectory are not equi-distant in the grid space. Next, in Fig. 5.7c, another constraint is added, namely \( L_{traj} \). Now, the trajectory both stretches between the two corners and has equidistant steps in the grid space. Finally, to show the effect of \( L_{grid} \), I combine it with \( L_{anch2} \). A large \( L = 8 \) is chosen to impose high grid density around the trajectory’s models. Fig. 5.7d shows how the grid space around the last stage of model optimization (i.e., near the grid center) is expanded with much more details than the previous visualizations.

It is worth studying the effect of \( L_{grid} \) in more details. In particular, Fig. 5.8 demonstrates the effect of changing \( L \), the hyper-parameter that correlates with the grid density near trajectory models. Each sub-figure shows the density landscape at a different value of \( L \) where the color-coding indicates grid density. More precisely, at each grid point, a CKA-similarity-based density is calculated using the formula:

\[
\rho_{m \in \mathcal{M}_G} = \sum_{m' \in \mathcal{M}_G \setminus \{m\}} \text{CKA}(m', m)
\]  

(5.14)

where \( \text{CKA}(m', m) \) is the CKA similarity measure between two neural networks as defined in [83]. Thus, the more similar a grid point is to the other grid points in the parameter space, the higher the density is at that point in the grid space. As can be seen in Fig. 5.8, the density of the grid, especially near the trajectory points, increases as \( L \) increases. Also, while the density is generally highest near the trajectory models, it decreases for farther grid points. This demonstrates that \( L_{grid} \) can be a vital tool for engineering the manifold through the appropriate choice of \( L \).
5.3. Neuro-Visualizer: A New Non-linear Loss Landscape Visualization Method

Figure 5.7: A series of Neuro-Visualizer landscape visualizations of $L_{test}$ with different constraints
Figure 5.8: A progression of Neuro-Visualizer *density* landscape visualizations with different values of the $L$ hyper-parameter within the $L_{\text{grid}}$ constraint. As can be seen, higher $L$ values generally lead to higher grid densities.
Discussion of other potential applications  While previous applications in CoPhy-PGNN and PINNs have shown how powerful Neuro-Visualizer can be, one of its limitations is its lack of scalability for large model parameter space. For example, the PINNs trained in this section have a number of model parameters of the order $10,000$, which is relatively small. In contrast, computer vision applications generally use much larger models. For example, a ResNet-18 [55] has 11.2 million parameters, and a VQ-GAN [39] can have as much as 88 million parameters. Such a large input space would be prohibitively difficult for Neuro-Visualizer to encode directly. As such, I propose to use network pruning strategies to reduce the number of parameters that need to be visualized, which can be further pursued in future work.
Chapter 6

Summary

In this thesis, I have explored the emerging field of Knowledge-Guided Machine Learning (KGML) and its advantages and limitations through both the lenses of output space and loss landscape visualization.

While investigating the effect of KGML on the output space, including the latent space, I have demonstrated, by means of an application in biology, how machine learning models could benefit from applying the KGML framework, especially when dealing with noisy and limited data. I have also shown that KGML not only helps improve model generalization, but can also engineer feature spaces with properties and constraints desired by domain experts.

Investigating the effect of KGML on the loss landscape, I have emphasized on the importance of developing visualization tools that aid machine learning researchers and practitioners at evaluating and diagnosing their models. By proposing a novel landscape visualization technique, I was able to demonstrate the usefulness and effectiveness of such a tool at comparing different model designs and optimization methods.

By targeting both goals, I hope I have provided novel insight and exciting prospects of the applicability and viability of the KGML framework, along with the tools to develop it further in future work.
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Appendices
Appendix A

Electromagnetic Propagation and Maxwell Equation

In this application, electromagnetic waves propagate in periodically stratified layer stacks. This propagation can be described by Maxwell equations:

\[
\vec{\nabla} \times \vec{H} = \frac{1}{c} \epsilon \frac{\partial \vec{E}}{\partial t},
\]
\[\text{(A.1)}\]
\[
\vec{\nabla} \times \vec{E} = -\frac{1}{c} \frac{\partial \vec{H}}{\partial t},
\]
\[\text{(A.2)}\]

where \(\vec{E}, \vec{H}, \epsilon, c,\) and \(t\) represent electric and magnetic fields, permittivity of layered material, and speed of light in vacuum (in Gaussian units), and time, respectively. When the permittivity of layered array is a periodic function of \(x\): \(\epsilon(x + \Lambda) = \epsilon(x)\), propagation of monochromatic \((\vec{E}, \vec{H} \propto e^{-i\omega t})\) transverse-magnetic (TM) polarized waves \((\vec{H} \parallel \hat{y})\) can be reduced to the complex-valued eigen-value problem:

\[
\hat{A}h_m = k_z^m h_m
\]
\[\text{(A.3)}\]

where \(k_z\) represents the propagation constant of the electromagnetic modes along the layers \((\vec{E}, \vec{H} \propto e^{ik_z z})\), \(h_m\) represent coefficients of the Fourier transform of the spatial profile of \(\vec{H}(x)\), and the elements of the matrix \(\hat{A}\) is related to operating frequency \(\omega\), structure of
the electromagnetic waves in the direction normal to the layers (parameterized by quasi-wavenumber $k_x$), and spatial profile of permittivity $\epsilon(x)$ [104].
Appendix B

Quantum Mechanics and The Ising Chain Model

Quantum mechanics provides a theoretically rigorous framework to investigate physical properties of quantum materials by solving the Schrödinger’s equation—the fundamental law in quantum mechanics. The Schrödinger’s equation is essentially a PDE that can be easily transformed into an eigenvalue problem of the form: \( H \Psi = E \Psi \), where \( H \) is the Hamiltonian Matrix, \( \Psi \) is the wave-function, and \( E \) is the energy, a scalar quantity.

All information related to the dynamics of the quantum system is encoded in the eigenvectors of \( \hat{H} \), i.e., \( \Psi \). Among these eigenvectors, the ground state wave-function, \( \Psi_0 \), defined as the eigenvector with lowest energy, \( E_0 \), is a fundamental quantity for understanding the properties of quantum systems. Exploring how \( \Psi_0 \) evolves with controlling parameters, e.g., magnetic field and bias voltage, is an important subject of study in material science.

In this thesis, a quintessential model of the transverse field: Ising chain model [12], is targeted. The Ising chain model is a uni-dimensional spin chain model under the influence of a transverse magnetic field \( B_x \). Spin is the intrinsic angular momentum possessed by elementary particles including electrons, protons, and neutrons. The Ising spin chain model describes a system in which multiple spins are located along a chain and they interact only with their neighbors. By adding an external magnetic field (\( B_x \)), the ground state wave-function could change dramatically. This model and its derivatives have been used to study a number of
novel quantum materials [14, 181], and can also be used for quantum computing[152], since the qubit, the basic unit of quantum computing, can also be represented as a spin. However, the challenge in finding the ground-state wave-function of this model is that the dimension $d$ of the Hamiltonian $H$ grows exponentially as $d = 2^n$, where $n$ equals the number of spins.
Appendix C

CoPhy-PGNN Hyper-parameters

For both applications, a non-linearity of tanh and an optimizer of Adamax [80] were used.

<table>
<thead>
<tr>
<th></th>
<th>$N$</th>
<th>$\lambda_\alpha$</th>
<th>$\alpha_c$</th>
<th>$\lambda_c$</th>
<th>$I_c$</th>
<th>$I$</th>
<th>Architecture</th>
<th>input size</th>
<th>output size</th>
<th>number of epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ising Model</td>
<td>100,000</td>
<td>2.3</td>
<td>0.14</td>
<td>0.85</td>
<td>51</td>
<td>50</td>
<td>FCC($4 \times 100$)</td>
<td>$2^t \times 2^t$</td>
<td>$2^t + 1$</td>
<td>100</td>
</tr>
<tr>
<td>Electromagnetic Propag</td>
<td>2,000</td>
<td>1</td>
<td>0.05</td>
<td>0.01</td>
<td>2000</td>
<td>50</td>
<td>FCC($2 \times 100$)</td>
<td>$(400 \times 2) \times (400 \times 2)$</td>
<td>$(400 + 1) \times 2$</td>
<td>3000</td>
</tr>
</tbody>
</table>
Appendix D

Phylo-NN Hyper-parameters

In terms of hyper-parameter tuning, the following settings are selected for each of the trained models:

**Vanilla VQGAN:** A VQGAN is trained with a codebook of 1024 possible codes and an embedding sequence of 256 codes. The model is trained for 836 epochs with a learning rate of $4.5 \times 10^{-6}$. A batch size of 32 was used.

**Phylo-NN** Taking the base VQGAN model described above, a Phylo-NN that has $z^{Q}_{p}$ of dimensions $(n_l = 4, n_p = 8)$ is trained. $z^{Q}_{np}$ also has the same dimensionality. The dimensionality of the embedding itself is $d = 16$, and the size of the codebook $n_q = 64$. A batch size of 32 was used.
Appendix E

The Taxonomies Used in \textit{HGNN}

Table \textbf{E.1} lists the 24 genera from which species were examined in the study of \textit{HGNN}. Most of the genera (21) are monophyletic, and thus their taxonomy mirrors their evolutionary relationships. Three of the 24 genera, however, are not monophyletic (i.e., some of the species in the genus are more closely related to species from other genera, than they are to other species in the genus). Here the taxonomic hierarchy does not capture similarity due to common ancestry.
Table E.1: The monophyly of the genera used in studying HGNN.

<table>
<thead>
<tr>
<th>Genus</th>
<th>Reference supporting monophyly</th>
<th>Monophyly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carassius</td>
<td>[130]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Chrosomus</td>
<td>[131]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Cottus</td>
<td>82</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Cyprinella</td>
<td>[131]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Cyprinus</td>
<td>51</td>
<td>Monophyletic, tetraploidly</td>
</tr>
<tr>
<td>Enneacanthus</td>
<td>106</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Esoc</td>
<td>52</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Fundulus</td>
<td>[126]</td>
<td>Not Monophyletic</td>
</tr>
<tr>
<td>Gambusia</td>
<td>63</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Hybopsis</td>
<td>[131]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Lepisosteus</td>
<td>[112]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Lepomis</td>
<td>54</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Luxilus</td>
<td>131</td>
<td>Not monophyletic</td>
</tr>
<tr>
<td>Lythrurus</td>
<td>131</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Morone</td>
<td>[160]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Neogobius</td>
<td>108</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Notropis</td>
<td>[131]</td>
<td>Not monophyletic</td>
</tr>
<tr>
<td>Noturus</td>
<td>[97] and [50]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Oncorhynchus</td>
<td>15</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Opsopoeus</td>
<td>[131]</td>
<td>Monophyletic with Pimphales</td>
</tr>
<tr>
<td>Osmerus</td>
<td>[151]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Perca</td>
<td>[139]</td>
<td>Monophyletic</td>
</tr>
<tr>
<td>Phenacobius</td>
<td>[131]</td>
<td>Monophyletic</td>
</tr>
</tbody>
</table>

*Included species are members of monophyletic *Uranidea* *Clade*
Appendix F

Curating and Pre-processing of GLIN Dataset

For this work, and in an effort to create a diverse and statistically substantial dataset, 60,000 images of fish specimens from five ichthyological research collections were aggregated. These collections, which participated in the Great Lakes Invasives Network Project (GLIN)\(^1\) are Field Museum of Natural History [http://www.tubri.org/HDR/FMNH/](http://www.tubri.org/HDR/FMNH/), Illinois Natural History Survey [http://www.tubri.org/HDR/INHS/](http://www.tubri.org/HDR/INHS/), J. F. Bell Museum of Natural History ([http://www.tubri.org/HDR/JFBM/](http://www.tubri.org/HDR/JFBM/)), Ohio State University Museum of Biological Diversity ([http://www.tubri.org/HDR/OSUM/](http://www.tubri.org/HDR/OSUM/)), and the University of Wisconsin-Madison Zoological Museum ([http://www.tubri.org/HDR/UWZM/](http://www.tubri.org/HDR/UWZM/)). The GLIN project is digitizing 1.73 million historical biological specimens representing 2,550 species, including fishes, clams, snails, mussels, algae and plants that are potentially invasive to the Great Lakes Region of the U.S.

The GLIN dataset, as is typical for biological species images, is highly imbalanced; some species have only a few images, while others have thousands. To alleviate this problem, and for computational feasibility, a number of semi-balanced subsets were created for the purpose of training and evaluation. Specifically, there are two subsets that differ in terms of classification complexity (or difficulty). The first subset is called **Easy** and comes from

\(^1\)http://greatlakesinvasives.org/
a single museum (Illinois Natural History Survey). Therefore, its images are homogeneous in terms of lighting and camera conditions. The second is called Hard and its images are aggregated from across all museums, making it a larger, more diverse, and more complex dataset. Comparing results from these two datasets helps illustrate the effects of dataset complexity on classification performance. Furthermore, two subsets of the Easy dataset were created by capping the number of images per species in the Easy dataset to 50, 100, or 200. These different dataset sizes help illustrate how training data paucity impacts the model’s classification performance. Henceforth, the suffix of the dataset will refer to the number of images per species. For example, Easy/100 has 100 images per species. More information and statistics on the included species can be found in the Supporting Material published at [38]. Unless explicitly mentioned otherwise, for each of these subsets, 64% of the data is used for training, 16% for validation, and the remainder for testing.

The acquired fish images typically contained a ruler, specimen label(s), and species tags along with the fish specimen. To retain only the fish region in the images, a 2D Unet model [46] was trained using a small portion of our data in the ANTsRNet software [153]. The image was manually segmented into background, fish, scale bar, and field notes using 3D Slicer [79]. The model’s weights were used to automatically mask and crop the fish specimen portion of the remainder images. With the exception of rare cases where the fish overlapped the scale bar and/or the field notes, which were discarded, this pipeline resulted in successful generation of RGB fish-only images at the original resolution. The pipeline was implemented in R using ANTsR [7] and ANTsRNet.

Additionally, I performed data augmentation by randomly applying standard image transformations used in deep learning for computer vision, including translations of up to 0.25 of the image dimension, flips with a probability of 30%, rotations of up to 60°, and Gaussian random intensity variations using PCA with $\sigma = 0.1$ of the color channel value [86].
Data augmentation is critical when using ConvNets for image processing and is a common practice for fish classification [158, 159], especially when the available data is limited [135]. By training the model on variations of the same image, the model is deterred from learning nuanced patterns in the images that can lead to spurious performance, such as the intensity of the background, and encouraged to be robust under variable input conditions.

Finally, for the purposes of trait discovery and specimen image reconstruction, I further created a smaller subset of **Easy/200 dataset** that contains 200 images per species. We take 160 images for training and 40 for testing.
Appendix G

Phylogeny Preprocessing

The phylogeny tree corresponding to the dataset used for the Phylo-NN work was obtained using opentree (https://opentree.readthedocs.io/en/latest/) python package. Phylogeny processing and manipulation were done using ete3 (http://etetoolkit.org/) python package.

As mentioned in Section 4.3, I quantize the 38-species tree into $n_t = 4$ distinct phylogenetic levels. Each level groups the 38 species based on their common ancestry within that level. The thresholds at which the phylogeny tree was discretized were selected such that the number of nodes in each level are equal. Tables G.1 and G.2 outline each level with its corresponding species groupings.
Table G.1: Phylogenetic groupings of the species included in the *Phylo-NN* work

<table>
<thead>
<tr>
<th>Level</th>
<th>Species groupings</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Alosa chrysochloris, Carassius auratus, Cyprinus carpio, Notropis atherinoides, Notropis blemius, Notropis boops, Notropis buccatus, Notropis buchanani, Notropis dorsalis, Notropis hudsonius, Notropis leuciodus, Notropis nubilus, Notropis percobromus, Notropis stramineus, Notropis telescopus, Notropis texanus, Notropis volucellus, Notropis wickliffi, Noturus exilis, Noturus flavus, Noturus gyrinus, Noturus miurus, Noturus nocturnus, Phenacobius mirabilis</td>
</tr>
<tr>
<td></td>
<td>Esox americanus, Gambusia affinis, Lepomis auritus, Lepomis cyanellus, Lepomis gulosus, Lepomis humilis, Lepomis macrochirus, Lepomis megalotis, Lepomis microlophus, Morone chrysops, Morone mississippiensis, Lepisosteus osseus, Lepisosteus platostomus</td>
</tr>
<tr>
<td>1</td>
<td>Alosa chrysochloris</td>
</tr>
<tr>
<td></td>
<td>Carassius auratus, Cyprinus carpio, Notropis atherinoides, Notropis blemius, Notropis boops, Notropis buccatus, Notropis buchanani, Notropis dorsalis, Notropis hudsonius, Notropis leuciodus, Notropis nubilus, Notropis percobromus, Notropis stramineus, Notropis telescopus, Notropis texanus, Notropis volucellus, Notropis wickliffi, Phenacobius mirabilis</td>
</tr>
<tr>
<td></td>
<td>Esox americanus</td>
</tr>
<tr>
<td></td>
<td>Gambusia affinis, Lepomis auritus, Lepomis cyanellus, Lepomis gulosus, Lepomis humilis, Lepomis macrochirus, Lepomis megalotis, Lepomis microlophus, Morone chrysops, Morone mississippiensis, Lepisosteus osseus, Lepisosteus platostomus</td>
</tr>
<tr>
<td></td>
<td>Noturus exilis, Noturus flavus, Noturus gyrinus, Noturus miurus, Noturus nocturnus</td>
</tr>
</tbody>
</table>
Table G.2: Phylogenetic groupings of the species included in this study at different ancestral levels (continued)

<table>
<thead>
<tr>
<th>Level</th>
<th>Species groupings</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Alosa chrysochloris</td>
</tr>
<tr>
<td></td>
<td>Carassius auratus, Cyprinus carpi</td>
</tr>
<tr>
<td></td>
<td>Esox americanus</td>
</tr>
<tr>
<td></td>
<td>Gambusia affinis</td>
</tr>
<tr>
<td></td>
<td>Lepisosteus osseus, Lepisosteus platostomus</td>
</tr>
<tr>
<td></td>
<td>Lepomis auritus, Lepomis cyanellus, Lepomis gibbosus, Lepomis gulosus, Lepomis humilis, Lepomis macrochirus, Lepomis megalotis, Lepomis microlophus</td>
</tr>
<tr>
<td></td>
<td>Morone chrysops, Morone mississippiensis</td>
</tr>
<tr>
<td></td>
<td>Notropis atherinoides, Notropis blennius, Notropis boops, Notropis buccatus, Notropis buchanani, Notropis dorsalis, Notropis hudsonius, Notropis leuciodus, Notropis nubilus’, Notropis percobromus, Notropis stramineus, Notropis telescopus, Notropis texanus, Notropis volucellus, Notropis wickliffi, Phenacobius mirabilis</td>
</tr>
<tr>
<td></td>
<td>Noturus exilis, Noturus flavus, Noturus gyrinus, Noturus miurus, Noturus nocturnus</td>
</tr>
</tbody>
</table>
Appendix H

FishShapes Dataset

FishShapes v1.0 dataset [117] contains expert-measured traits that are known to carry evolutionary signals, defined and collected using traditional methods that are subjective and labor-intensive. In this thesis, 8 functionally relevant traits from the FishShapes dataset for every fish species are used. Some species were not available in the FishShapes dataset, so when possible, the closest relative was substituted. (*Notropis percobromus* was replaced with *Notropis rubellus*, and *Carassius auratus* was replaced with *Carassius carassius*). Also, two species of *Lepisosteus* had no close relatives and were thus removed.

The 8 functionally relevant traits that were used from the FishShapes dataset include: standard length, maximum body depth, maximum fish width, lower jaw length, mouth width, head depth, minimum caudal peduncle depth, and minimum caudal peduncle.

To correct for overall size and allometry, each measurement was log transformed and regressed against Standard Length (SL) using a phylogenetic regression in the R package *phylolm*, with the residuals from the regression being the inputs into phylogenetically-aligned components analysis (PACA, [26]). Distances in the principal components of PACA were measured as the Mahalonobis distance between the multivariate means using a covariance matrix proportional to the evolutionary rate matrix from the multivariate Brownian Motion fit in the R package mvMORPH [24].
Appendix I

Examples of Phylo Histograms

In Section 4.3.3, by means of calculating the average JS-divergence of sequence histograms, I investigated how well the Phylo-sequences match for species that share a common ancestor, as opposed to those that don’t. In this appendix, I show some of these histogram plots to illustrate their value and the insight they provide.

In Figures I.1, I.2, and I.3, each histogram represents a code location in the phylogenetic sequence. Each column represents one of the \( n_l = 4 \) phylogenetic levels into which the phylogeny tree was quantized, starting with the species level from right and climbing the phylogenetic tree all the way to the earliest ancestral level on the left. Each column has \( n_p = 8 \) codes. Each histogram shows the relative frequency of each code of the learned \( n_q = 64 \) codes for its corresponding sequence location. The lower a histogram’s entropy (i.e., when there is only one or a couple of codes that dominate the histogram’s frequency spectrum), the more important that code location hypothetically is for characterizing the species at its corresponding phylogenetic level.

As can be seen, both *Notropis* species share many codes at many sequence locations up to, but not including, the species level. This is because these species share an immediate ancestor. In contrast, we can see that the *Lepomis* species has a distinct histogram signature and does share almost no codes with the *Notropis* species, except for the earlier ancestral level (i.e., the left column).
APPENDIX I. EXAMPLES OF PHYLO HISTOGRAMS

Figure I.1: *Notropis nubilus*
Figure I.2: Notropis percobromus
Figure I.3: *Lepomis macrochirus*