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(ABSTRACT)

In recent years, rapid advancements in computer science, including increased capabilities of machine learning models like Large Language Models (LLMs) and the accessibility of large datasets, have facilitated the widespread adoption of AI technology, such as ChatGPT, underscoring the need to design and evaluate these technologies with ethical considerations for their impact on students and teachers. Specifically, the rise of Automated Essay Scoring (AES) platforms have made it possible to provide real-time feedback and grades for student essays. Despite the increasing development and use of AES platforms, limited research has specifically focused on AI explainability and algorithm transparency and their influence on the usability of these platforms. To address this gap, we conducted a qualitative study on an AI-based essay writing and grading platform, with a primary focus to explore the experiences of students and graders. The study aimed to explore the usability aspects related to explainability and transparency and their implications for computer science education. Participants took part in surveys, semi-structured interviews, and a focus group. The findings reveal important considerations for evaluating AES systems, including the clarity of feedback and explanations, impact and actionability of feedback and explanations, user understanding of the system, trust in AI, major issues and user concerns, system strengths, user interface, and areas of improvement. These proposed key considerations can help guide the development of effective essay feedback and grading tools that prioritize explainability and transparency to improve usability in computer science education.
A User-Centered Design Approach to Evaluating the Usability of Automated Essay Scoring Systems

Erin E. Hall

(GENERAL AUDIENCE ABSTRACT)

In recent years, rapid advancements in computer science have facilitated the widespread adoption of AI technology across various educational applications, highlighting the need to design and evaluate these technologies with ethical considerations for their impact on students and teachers. Nowadays, there are Automated Essay Scoring (AES) platforms that can instantly provide feedback and grades for student essays. AES platforms are computer programs that use artificial intelligence to automatically assess and score essays written by students. However, not much research has looked into how these platforms work and how understandable they are for users. Specifically, AI explainability refers to the ability of AES platforms to provide clear and coherent explanations of how they arrive at their assessments. Algorithm transparency, on the other hand, refers to the degree to which the inner workings of these AI algorithms are open and understandable to users. To fill this gap, we conducted a qualitative study on an AI-based essay writing and grading platform, aiming to understand the experiences of students and graders. We wanted to explore how clear and transparent the platform’s feedback and explanations were. Participants shared their thoughts through surveys, interviews, and a focus group. The study uncovered important factors to consider when evaluating AES systems. These factors include the clarity of the feedback and explanations provided by the platform, the impact and actionality of the feedback, how well users understand the system, their level of trust in AI, the main issues and concerns they have, the strengths of the system, the user interface’s effectiveness, and areas that need improvement.
By considering these findings, developers can create better essay feedback and grading tools that are easier to understand and use.
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Chapter 1

Introduction

1.1 Motivation

In recent years, there have been rapid advancements in computer science including, but not limited to increased capabilities of machine learning models like Large Language Models and the accessibility of large datasets. These advancements have resulted in the widespread adoption of artificial intelligence (AI) technology, such as ChatGPT, across a variety of applications. In the educational sector, as AI has become increasingly adopted, it is imperative to design and evaluate this technology with concern for both ethics and its impact on students and teachers.

In computer science education, technical writing skills and effective communication play a pivotal role in improving students’ professionalism. As computer science curricula increasingly incorporate writing assignments, Automated Essay Scoring, and other AI-driven systems have gained significance as valuable tools for grading and providing feedback. These systems offer real-time feedback and grades, enhancing the learning experience for computer science students while helping students to adhere to a set of foundational writing conventions and promoting a higher quality floor.

Despite the growing adoption of AES platforms, limited research has specifically focused on AI explainability and algorithm transparency and their influence on usability within
the context of computer science education. Understanding the impact of AI explainability and algorithm transparency on the usability of AES platforms is crucial for their successful integration into computer science education. Exploring these factors not only enhances transparency and trust but also facilitates informed decision-making for both instructors and students, ultimately improving their learning and teaching experiences.

1.2 Research Questions

In order to address this research gap, our study aims to investigate the characteristics of an effective AI-driven platform and develop a set of key evaluation considerations to assess the usability of such tools. We conducted a literature review to analyze the current state of research in this area and collected data on user experiences and perceptions using Packback Deep Dives, an automated essay grading and feedback platform. The primary focus of this study is to examine the usability aspects related to AI explainability and algorithm transparency and their implications for computer science education. The following research questions guide this study:

1. How do explainability and algorithm transparency techniques affect the overall usability and user experience of an AI-based essay feedback system?

2. How do graders perceive the integration of an AI-based essay feedback system into their grading process, and what are factors influencing their acceptance or resistance of automated feedback?

3. What are the key components that constitute an effective automated essay scoring system, and how can they inform the development and assessment of reliable grading and feedback tools?
1.3 Contributions

This paper presents a number of different contributions to the fields of computer science, artificial intelligence, HCI, and usability. The contributions of this paper can be summarized as follows:

- **Synthesis of AI Explainability and Algorithm Transparency:** This work provides a synthesis of prior work in the field of AI explainability and algorithm transparency and identifies gaps in prior research. This paper also details the complex relationship between AI explainability, algorithm transparency, and usability.

- **Usability Evaluation for Packback Deep Dives:** A usability evaluation was conducted on Packback Deep Dives through a qualitative study in relation to AI explainability and algorithm transparency, and the System Usability Scale.

- **Identifying Usability Challenges in AI-driven Essay Feedback Platforms:** This paper identifies a set of usability problems in the context of AI-driven essay feedback platforms and uncovers the complexities of integrating artificial intelligence and automation into writing-based educational contexts.

- **Considerations for AI-driven Platform Development and Evaluation:** Finally, this paper presents a list of key components to consider when designing and evaluating AI-driven platforms that prioritize AI explainability and algorithm transparency to improve usability.
Chapter 2

Related Work

This chapter outlines areas of prior research that are necessary to address before describing the research methods of this paper. This includes behavioral design, machine learning (ML) feedback, explainable AI, AI literacy, algorithm transparency, AI in education, usability in AI-driven systems, and Packback Deep Dives.

2.1 Behavioral Design

Looking at the relationship between human behavior and technology, previous design principles have focused on the effectiveness of designing technology to meet the needs of the user [1]. While this approach still has its applications, advancements in technology and the way developers approach design has given an alternate design principle an opportunity to manifest itself in many modern day websites and applications. Behavioral or persuasive design explores how design can be used to shift or alter human behavior [2] [3], compelling users to align their actions with the needs of the technology. By leveraging persuasive design techniques, automated essay scoring platforms can encourage students to engage in the writing process, adhere to writing conventions, and produce high-quality essays. However, it is crucial to consider ethical implications and ensure that behavioral design principles are used responsibly, avoiding manipulative practices [4, 5]. By aligning user behavior with the goals of the system, these platforms have the potential to improve writing skills, facilitate efficient
grading, and promote a positive learning experience for both students and instructors. That being said, behavioral design can be both intentional and unintentional. One way designers often unintentionally alter user behavior is through poor design [6]. Failing to provide the user with sufficient information on the platform they are interacting with can prevent them from making informed decisions, ultimately impacting the usability and quality of their user experience. This is an important consideration in educational-based platforms, as different user groups have different values and interests, including designers, instructors, graders, and students. Understanding these diverse perspectives is vital, as the goal of such platforms is to promote learning and optimize feedback efficiency and effectiveness. Considering the influence of design on user behavior and mitigating any negative impacts of design becomes essential in helping these platforms achieve their goals.

Because algorithms have the capability to influence user behavior, there is a growing need to inform users on how ML is altering their perception of reality [7]. Increasing user’s AI literacy, which can be partially achieved through algorithm transparency, can help them to engage with these systems in an informed and effective manner. The following sections will provide more comprehensive overviews of both topics.

2.2 Machine Learning Feedback

Machine learning is a subset of artificial intelligence that has the ability to make predictions based on input data and “learn” over time while increasing in accuracy as new data is fed into the algorithm [8]. Machine learning is a key component of many automated essay scoring systems, enabling the generation of real-time feedback and grades for student essays. Understanding the underlying technical aspects of ML algorithms and feedback generation can help effectively evaluate the usability and effectiveness of these automated platforms.
ML algorithms, such as deep learning models, utilize statistical methods and pattern recognition to make predictions based on input data [8, 9]. These algorithms learn from large datasets and improve their accuracy over time, mimicking human intelligence in decision-making processes [8]. However, the complexity of ML algorithms can result in “black box” models, where it becomes challenging to understand how the algorithm arrives at its conclusions [10].

For example, one specific ML algorithm commonly used in AES systems is BERT (Bidirectional Encoder Representations from Transformers). BERT is a deep learning model that utilizes transformer architectures to understand the contextual relationships within text [11]. BERT-based models, with their multiple layers of hidden units and intricate computations, pose challenges in interpreting their decision-making process due to the high dimensionality of the representations, complex interactions between layers, and non-linear activation functions used in their architecture, limiting their explainability and interpretability [11]. This lack of interpretability poses a challenge to improving the explainability and transparency of AES platforms, and is common across a variety of different ML models.

2.2.1 Black Boxes

More complex ML algorithms can reach a point where even their designers cannot conceptualize how the algorithm is reaching its conclusion. These algorithms are called “black box” models [10]. A common factor that contributes to the complexity of an ML algorithm is the use of large amounts of input data, known as “big data” [12]. This, coupled with an algorithm’s ability to find intricate relationships between data points and improve their predictions at extremely fast rates, prohibits humans from being able to easily interpret the algorithm’s decision making process [12].
This presents a tradeoff between accuracy and explainability. In applications where feedback is important and accuracy is less critical, complex algorithms like these can still be beneficial. However, in applications where high accuracy is necessary, there is more value in prioritizing explainable, consistent, and transparent models. Using black box algorithms in contexts where there are high stakes, such as in the criminal justice system [13] or in contexts where a student’s grade can be influenced, introduce major social and ethical implications that must be considered.

More specifically, in the context of automated essay scoring systems, black boxed models can score essays with a reasonable level of accuracy when compared to previously scored datasets. However, they present issues when it comes to score interpretability. In instances where these models cannot provide justifications for their scoring decisions, users may face difficulties in trusting the system, potentially leading to missed opportunities for learning and growth. These models also raise ethical concerns, including the potential introduction of undetected bias [14].

2.3 Explainable AI

To address the challenge of AI explainability, research is focused on developing techniques for opening black box models and providing insights into their decision-making processes [15, 16]. XAI techniques aim to uncover the inner workings of ML algorithms and provide explanations for their predictions, bridging the gap between the technical complexity of AI models and the users’ understanding [15, 17]. In the context of AI-based essay scoring systems, XAI can help students and instructors understand how the system evaluates their writing, fostering improved writing skills and building a deeper understanding of AI. It can also benefit users by giving them the “right to explanation” [18].
That being said, achieving explainability in AES platforms is particularly challenging when ML algorithms, such as BERT, operate as black box models that output highly accurate predictions but pose limitations when it comes to attempting to trace the decision-making process [12]. [15]. The complex internal mechanisms of these models make it difficult to directly interpret their decisions. Researchers are actively investigating methods to open the black box and extract meaningful explanations from such algorithms, ensuring that the feedback provided by AES systems is understandable and useful to users [15].

### 2.4 AI Literacy

AI literacy involves a general understanding of how artificial intelligence works and what an algorithm is doing. It is defined to be “a set of competencies that enables individuals to critically evaluate AI technologies; communicate and collaborate effectively with AI; and use AI as a tool online, at home, and in the workplace” [19]. This oftentimes involves building an understanding of AI outside of specific instances and applications the user may encounter in the real world. The main goal of AI literacy is to help users understand AI, so even if no information is provided on how a specific system’s algorithm works, the user has a general understanding of what they are interacting with. This helps bridge the gap between the mathematical principles that drive AI system and the user’s mental model of how the system actually works.

AI literacy is a broad concept—this understanding of AI doesn’t necessarily have to be specific to any one system, but it can be. It is a combination of a general understanding of AI that can be used to make sense of systems that are not offering explanations and a more specific understanding of how certain systems work.

Beyond helping users collaborate more effectively with AI systems and increasing the us-
ability of the system, AI literacy can also help build trust between a user and a system [19]. Knowing how a system works, where it performs well and poorly, and what its limitations are help users interact with these platforms more confidently and informatively [20].

To improve AI literacy, there is increasing research on what competencies are needed to effectively interact with AI and how technologies themselves can help users understand AI. [19]. Additionally, repeated interactions with a system contribute to AI literacy [21]. Developers can help increase their users’ AI literacy by providing users with feedback that indicates how the algorithm is producing its output. This practice is called algorithmic transparency and is outlined in the following section.

2.5 Algorithm Transparency

One approach in harnessing XAI techniques is to provide simple and understandable pieces of feedback that cater to users’ limited attention spans and potential lack of interest in technical details [15]. By translating the mathematical concepts and prediction-making techniques of ML into human-like narratives, users can gain insights into the decision-making process of the AES system [15]. This approach is referred to as algorithmic transparency, and its value lies in its ability to empower users to make informed choices and judge the potential consequences of the system’s outputs [21]. Like user-centered explainable AI, algorithmic transparency does not necessarily need to be detailed and technical, but it needs to convey just enough about the algorithm to keep the user informed and interested [22].

These explanations can help users evaluate the accuracy of an algorithm, as contextual information can help users understand the rationale behind certain algorithmic decisions. This can help reduce the likelihood of a user jumping to the conclusion that an algorithm is “flawed” or “ineffective”. Humans are generally skeptical of AI due to a lack of confidence in
themselves and lack of trust in the system, so algorithmic transparency has the potential to help mitigate these doubts in the system [20]. It should be noted, however, that too much algorithmic transparency can have the opposite effect by uncovering system errors that leave users skeptical about the accuracy of the model. Therefore, it has been suggested that “users may benefit from initially simplified feedback that hides potential system errors and assists users in building working heuristics about system operation” [23].

An example of algorithmic transparency in the context of AES is in the Criterion automated essay scoring model. Criterion scores, evaluates, and offers feedback on essays [24]. One type of feedback offered by Criterion’s advisory component suggests that a student’s essay might be off-topic. The system offers a level of algorithmic transparency by indicating that the essay might be off topic due to the fact that it “does not resemble other essays written about the topic” [24]. This simple piece of feedback uncovers an essential component of the algorithm’s decision making process: that it compares submissions to other essays written about that topic. This can very subtly help build a user’s AI literacy by uncovering certain aspects about how an AI system works.

There are two parts to effectively convey the output of an ML algorithm: the feedback and the explanation. In the context of AES, feedback consists of a score or value assigned to the quality of writing. An explanation of this feedback describes how the algorithm determined that score. Both components are essential to helping users effectively interact with AES systems, as feedback without explanations lack the context needed to help users learn from their scores and critically evaluate the output of the algorithm [25].

That being said, achieving algorithmic transparency in AES systems can be challenging, particularly when utilizing complex machine learning algorithms. The challenge of algorithmic transparency lies in the fact that many ML algorithms are black boxed. While Explainable AI attempts to mitigate some of these obstacles, black boxed algorithms present a barrier
to algorithmic transparency that can negatively impact the usability of a system. There are currently various research efforts that are exploring methods to incorporate user-centered explanations, simplifying technical concepts and presenting them in a manner that is accessible to users with varying levels of AI literacy [15, 19].
2.6 AI in Education

When it comes to education, there are many new research efforts on how to automate parts of the learning and grading processes. Explainable AI plays an essential role in the domain of AI in education, as it ensures students have access to a transparent grading system that will help them learn and improve upon receiving feedback. Additionally, instructors can benefit from explainable models as they can help them understand the reasoning behind AI predictions and use this to override any evaluation principles that might not align with their personal teaching styles [26].

2.6.1 The Role of AI in Education

Summative Assessment vs. Formative Feedback

Human evaluation of writing that is particularly concerned with content is a subjective practice. Therefore, even an AI algorithm that could perform with perfect accuracy on the set of principles it was trained on might conflict with alternate teaching and evaluation styles. Humans are also particularly hesitant to fully trust AI generated output due to unfamiliarity and skepticism of accuracy [20]. On top of this, these algorithms can introduce bias based on the demographics and backgrounds of the students they are evaluating [14]. Thus, the practice of using AI for summative assessment is not an approach that is widely adopted, as its value lies in formative assessment and to provide added guidance to assist in learning.

2.6.2 Automated Essay Scoring

Automated Essay Scoring (AES) is a technique used to evaluate and grade written essays [24]. AES systems started out being powered by statistical models, but have evolved to use
natural language processing (NLP) and Bayesian text classification, among others [24, 27]. These advancements have helped offer timely and personalized feedback to students, fostering continuous improvement and enhancing learning outcomes [28].

AES systems have the potential to be of great assistance to teachers as well, as they are able to provide feedback on essays at a rate much faster than humans are capable of. AES, when paired with effective formative feedback that includes sufficient explanations can help students simultaneously grow their writing skills and knowledge of AI [28]. However, AES has been critiqued by its accuracy, potential to introduce demographic-related bias, and the absence of a human in the process [14]. Thus, teachers still present immense value in the classroom, as they can help mitigate some of these drawbacks. Thus, the value of AES lies not in its ability to replace teachers as graders, but to be used as a supplement to help speed up certain processes where there is no added benefit having a human in the process, thus leaving instructors with more time to devote to teaching [28].

2.7 Usability in AI-Driven Systems

The usability of automated essay scoring systems focuses on creating user-friendly interfaces that enhance the effectiveness, efficiency, and user satisfaction in assessing and providing feedback on student essays [29]. While there is no one size fits all definition of usability, as its success depends on the goals of the system and the needs of the users, usability evaluation is a key factor in determining the effectiveness of the users' interaction with the system [30]. The System Usability Scale (SUS) is a widely accepted simple tool for measuring usability [31]. By collecting user feedback and assessing user perceptions through tools like the SUS, developers can pinpoint areas for improvement and tailor their systems to better serve the needs of instructors and students. Despite several advancements in improving and
evaluating the usability of automated essay scoring systems, several challenges persist, such as addressing the need for transparency and explainability in the algorithms that drive these systems.

2.8 Deep Dives

This section provides an overview of Packback Deep Dives, the platform employed in the study, highlighting its features and its role in supporting instructors and students in the grading and learning process.

Deep Dives is designed to facilitate the assessment and feedback process for written assignments and is designed for two primary user groups: students and instructors. While Deep Dives offers features for both groups, this paper is focused on its role as a grading assistant for instructors, and thus is concerned with the feedback provided to instructors to help assist with generating grades. However, to gain insights into how instructors use the platform effectively, it is essential to also consider student perspectives.

For students, Deep Dives provides instant feedback as suggestions on how to improve their essays. This platform offers two primary features for students to help ensure that their essays are submission-ready: a writing assistant and a research assistant. The writing assistant provides feedback on six categories, including grammar & mechanics, wordcount & depth, flow & structure, repetitiveness, research quality, and formatting. The research assistant offers automatic citation generation and provides credibility feedback on all cited sources.

For instructors, Deep Dives automates tedious aspects of the grading process to allow graders to focus on evaluating the content and ideas presented by students. In contrast to other AES tools that focus on generating scores for essays, Deep Dives follows a human-machine
teaming approach where instructors work with a semi-automated tool to produce grades. With Deep Dives, the automated feedback is supposed to be used as a tool to assist with assigning scores, rather than the sole determinant of the final grade. Deep Dives does not replace human graders; rather, it leverages the complementary strengths of both humans and machines to produce more efficient and accurate grading results. Deep Dives provides auto-suggested scores for six different mechanics-related categories and offers customizable rubrics, which graders can accept or override. Additionally, Deep Dives flags certain components of students’ writing, including profanity and repetitiveness. Deep Dives also offers Smart Highlighting, which helps indicate where students have addressed the required “guiding questions” from the prompt.

2.8.1 Overview of Capabilities and UI

Instructors

To create a Deep Dives assignment, instructors must first add a prompt with optional details such as guiding questions and recommended resources. The instructor is then responsible for creating a smart rubric, where they can set a total number of points allotted for the assignment. This includes two types of grades: content & ideas, which are entirely manual grades, and requirements, which include the AI-generated grades. Instructors are able to choose assignment open and deadline dates, and can choose to allow late submissions.

When configuring the assignment, there are five automated categories that instructors can choose to include in the grading rubric. These include word count & depth, grammar & mechanics, flow & structure research & citations, and formatting. Instructors can set a minimum and maximum word count, as well as a minimum number of citations. The UI for creating a new Deep Dives assignment can be found in Figure 2.1 below.
Currently, Deep Dives does not offer any features for suggesting scores for content and ideas, and the generation of those grades are entirely manual. However, Deep Dives does offer Smart Highlighting, which helps indicate where students might have answered the prompt’s “guiding questions”. This can help speed the grading process for content by making it easier for an instructor to quickly read and get a high level understanding of the submissions’ alignment to key content requirements. Instructors can choose whether or not to include content & ideas in the grades and can assign point values to this section. A four-point scale ranging from “beginning” to “exemplary” is used to grade content & ideas, and instructors can define the criteria for each score. The UI for the content & ideas rubric setup process can be seen in Figure 2.2 below.

Once essays have been submitted, instructors are able to review the automated scores and submit their final grades. Deep Dives displays whether or not the student has met the word
count, minimum number of citations, and due date. It then displays the suggested scores, which instructors can edit if necessary. For each section, there is a “see why” button which provides more detailed explanations of automated grades. Lastly, instructors are able to select a score ranging from 1 to 4 for the ideas and content portion of the grade and assign a corresponding point value. The instructor assessment grading view can be seen in Figure 2.3 below.

**Students**

Deep Dives provides students with a comprehensive writing experience where they can outline, compose, and receive feedback on their essays. The essay writing view includes three tabs: research notes, drafts, and works cited. The research notes tab offers a text editor for outlining and note-taking. The draft tab serves as the main writing area for students to compose their essays, while the works cited tab generates citations for sources added by
Figure 2.3: Instructor Assessment View
the students. In addition, the platform provides a research assistant and a writing assistant, both accessible from the right side of the essay writing view. This UI can be seen in Figure 2.4 below.

![Essay Writing View](image)

**Figure 2.4: Essay Writing View**

The research assistant lists all sources added by the student in the works cited tab. It gives each source a credibility ranking and offers the option to include or exclude the citation in references. To get a more detailed description of the credibility of the source, students can click on the credibility ranking. Deep Dives also alerts students if any necessary components of their citations are missing, such as author or publication date. Figures 2.5 and 2.6 provide examples of the credibility check screen and citation alerts, respectively.

The writing assistant tool provides feedback on areas where the essay has the most room for improvement, followed by an option to view all current suggestions. Beneath this, students can see the five automated rubric categories, each with alerts, suggestions, and praises. Under each rubric category, students can see a list of errors, with a button to review and fix those errors. The tool also provides descriptions on how to fix issues, as well as praises for well-done areas. While each rubric category shows only two pieces of feedback at a time,
Figure 2.5: Credibility Check

Figure 2.6: Citation Alerts
students can access all pieces of feedback by clicking a button. Although students cannot see exact point values for their grades, they can track their progress with a progress bar that shows if they are close to satisfying all the requirements of a section. An example of feedback given in this section can be seen in Figures 2.7, 2.8, and 2.9 below.

Figure 2.7: Writing Assistant

### 2.8.2 Automated Scoring Methodology

In the context of Packback’s automated essay scoring system, the calculation of the 5 rubric categories, “Grammar & Mechanics,” “Word Count & Depth,” “Flow & Structure,” “Research & Citations,” and “Formatting & Presentation”, reflects a unique blend of different types of algorithms. Unlike traditional automated essay grading systems, Packback’s approach prioritizes real-time, actionable feedback over a singular overall score.

Deep Dive’s architecture is primarily programmatic, where the rubrics, structure of how feedback is presented, and highlighting is all “hard-coded”. It leverages a variety of different models to deliver each type of feedback, including ML-based, LLM-based, and programmatic Python algorithms. This blend of techniques is strategic, serving the dual purpose of
Figure 2.8: Flow and Structure Feedback Overview

Flow & Structure
Category Value: 20 Points

- 0 Alerts
- 1 Suggestion
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maintaining explainability and mitigating the potential for bias that is inherent in black box LLMs.

For instance, the “Flow & Structure” category score uses an ML-based model adapted from an open-source source model for “Local Coherence.” The “Grammar & Mechanics” feedback, on the other hand, employs a combination of programmatic and rule-based systems in addition to an open-sourced ML model. A key decision in this category was to prioritize rule-based feedback over ML-based feedback, a choice driven by the desire to provide users with more explainable feedback that offers comprehensive context.

A key feature of Deep Dive’s system is its structured feedback presentation, which enables precise scores to be associated with individual rubric components and the ability to set different automated procedures for assigning these scores.

### 2.8.3 Addressing ChatGPT in Deep Dives

In contrast to BERT, which is typically used for text interpretation, generative text LLMs raise concerns in the context of essay writing, as they can potentially lead to originality and authenticity issues in student essays. In November 2022, ChatGPT was released, quickly amplifying these concerns.

ChatGPT is an application that leverages GPT3’s advanced generative language model to create a chatbot, allowing human users to interact with the model by asking it questions. ChatGPT can summarize, rewrite text, search, cluster, classify, and generate text. It can produce essays that sound convincing and human-like, in a matter of seconds and in various lengths [32].

That being said, when it comes to essay generation, ChatGPT has some limitations. The model may misrepresent specific details or present statements as facts when they are in-
accurate. Additionally, feeding the same prompts to ChatGPT leads to identical essays, as the model is trained on existing content found on the internet, thus limiting its ability to generate original and novel content. ChatGPT may also include inaccurate or made-up citations that weaken the credibility of the essays it generates.

There is some concern that if enough information is given to ChatGPT, it can generate essays that can get full marks on automated portions of Deep Dives. On top of this, these essays would go undetected by plagiarism checkers since the text is being generated and not copied. Currently, there are many efforts that are attempting to leverage these limitations to help detect AI-generated text.

Deep Dives specifically has come out with automated essay writing detection techniques that were released into the instructor experience in January 2023. “Teach with GPT” utilizes AI to detect AI-generated content [33]. ChatGPT was made publicly available towards the end of the semester during which this study was conducted, so there was no automated essay detection in place at that time. It is important to note that these features were not present when this study was conducted.

Despite the limitations of AI-generated essays, there are still identifiable characteristics that humans can detect. Human reviewers are therefore essential in detecting signs of AI-generated content, ensuring that essays meet academic integrity standards, even when they pass automated checks. Collaboratively, both human reviewers and automated systems can effectively combat the threat posed by AI-generated student essays.

To address these issues, Packback has also developed an AI ethics policy that emphasizes the well-being of students and the value of human-machine teaming [34]. The policy underscores the importance of transparency, explainability, and accountability, ensuring that AI decisions can be understood and challenged by humans, and it prioritizes the role of educators in
complementing AI’s capabilities rather than seeking to replace them. Through these ethical commitments, Packback works to harness AI’s potential while maintaining responsible and effective educational technology. The policy also places a strong emphasis on minimizing bias in AI feedback and actively making efforts to prevent harm.
Chapter 3

Methods

3.1 Approach

This section outlines the methodology employed to address the three driving research questions presented in this paper. A study was conducted in the Fall of 2022 at a large public university in the United States. Several courses at this university utilized an AI-based essay feedback and grading platform to assist with their writing assignments. All participants were part of a course that used this platform, and data on their experiences and perceptions of using this platform were collected during a three phased study over the course of the Fall 2022 semester.

The first phase involved gathering background data on the participants and their relevant experiences through a survey. The second phase aimed to collect the participants’ initial impressions of using the AI grading tool, also through a survey. The third phase, conducted after the semester’s conclusion, aimed to obtain a more in depth understanding of the participants’ experiences using the tool through a survey, individual Zoom interviews, and a focus group. The surveys were intended to be brief and straightforward, allowing for the collection of quantitative data, while the bulk of the qualitative data was gathered from the interviews. The three-phased approach was designed to provide a comprehensive evaluation of the effectiveness of the platform throughout a single semester-long course, and to gather valuable insights into the participants’ experiences while they were using this tool.
3.2 Participants and Courses

Participants were recruited to provide a broad range of perspectives across different roles within the academic context. Participants in this study consisted of nine individuals, including five teaching assistants (TA’s) for a CS course, one instructor of a non-CS course, and three CS students, all who were currently using the essay grading platform at the time of the study.

The CS course utilized in the study was aimed to help students explore the social, ethical, and professional side of computing. This course required in-depth essay writing as part of the curriculum to help students develop their critical thinking skills and ability to effectively articulate their ideas.

To ensure a diverse range of perspectives, the study also included one participant from a humanities course where essay writing played a key role in the curriculum. While the context of this course deviates from the main scope of the study, their inclusion offers valuable insights into the tool’s application in a non-CS academic setting.

All nine participants took part in the individual interviews, but only the six graders completed the surveys, as they were geared towards the instructor-view of the tool. All participants consented to take part in the study, and no compensation was provided for their participation. Participants were asked for consent to have their interviews recorded and transcribed for analysis.

3.2.1 Objectives

The objectives and lists of sample questions for each phase of the study can be seen in Tables 3.1 and 3.2 below:
### Table 3.1: Objectives and Sample Questions (Part 1)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Objectives</th>
<th>Sample Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prelim. Survey</td>
<td>1. To obtain information on participants' prior knowledge and experience with grading, automated systems, and AI.</td>
<td>1. Have you graded writing assignments before?</td>
</tr>
<tr>
<td></td>
<td>2. To understand user expectations and gauge their needs.</td>
<td>2. Rate your knowledge of AI and ML algorithms.</td>
</tr>
<tr>
<td></td>
<td>3. To establish a baseline by exploring participants' past manual grading experiences.</td>
<td>3. What are your expected advantages of this tool? Disadvantages?</td>
</tr>
<tr>
<td>Midpoint Survey</td>
<td>1. To capture participants’ initial impressions of the platform.</td>
<td>1. Describe your initial impressions of the platform.</td>
</tr>
<tr>
<td></td>
<td>2. To assess grading efficiency and speed compared to prior experiences.</td>
<td>2. How much do you trust the automated grades?</td>
</tr>
<tr>
<td></td>
<td>3. To evaluate participants’ trust in automated scores.</td>
<td>3. Briefly explain how you understand the grades are generated.</td>
</tr>
<tr>
<td></td>
<td>4. To gather insights into participants’ mental models of the grading algorithm.</td>
<td></td>
</tr>
<tr>
<td>Final Survey</td>
<td>1. To obtain quantitative data on platform usability using the System Usability Scale [31].</td>
<td>1. How confident are you in grading consistently and fairly throughout the course?</td>
</tr>
<tr>
<td></td>
<td>2. To investigate changes in responses between traditional grading and using the tool.</td>
<td>2. What is the average time it takes you to grade a single writing assignment?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Did the automated grader grade higher, lower, or the same as you would have?</td>
</tr>
</tbody>
</table>
### Table 3.2: Objectives and Sample Questions (Part 2)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Objectives</th>
<th>Sample Questions</th>
</tr>
</thead>
</table>
| **Grader Interviews** | 1. To clarify responses from previous surveys, including background and specific experiences.  
2. To address the system’s usability.  
3. To understand participants’ mental models of the grading algorithm.  
4. To assess participants’ trust in automated scores. | 1. How did using the AI grading platform change your grading process?  
2. How well did you understand how certain grades were determined?  
3. Explain how you think scores were generated for each rubric category. |
| **Student Interviews** | 1. To explore students’ experiences with writing essays using the platform.  
2. To understand their mental models of the grading algorithm.  
3. To gain insights into system generated feedback and its impact on their writing process. | 1. What was your overall experience with the platform?  
2. How well did you understand how certain grades were determined?  
3. Can you provide examples of feedback that prompted changes in your writing? |
| **Focus Group** | 1. To reveal additional experiences and perceptions.  
2. To validate the findings from other evaluation methods.  
3. To compare mental models of different user types. | 1. Was the automated feedback clear to you?  
2. Did you understand how the automated system graded you? Why or why not?  
3. Can the graders describe how the system works? Do students agree? |
3.3 Preliminary Survey

The preliminary survey was sent out prior to the first writing assignment of the semester and prior to any engagement with the platform. Each participant was required to answer a minimum of 10 questions. Additionally, there were 4 optional questions only presented to users with experience grading writing assignments, and 5 other questions presented exclusively to participants with prior experience using automated grading systems. The participants were told that the survey would take around 10-15 minutes to complete.

The survey questions can be found in A.1

3.4 Midpoint Survey

The second survey was sent out after each participant had a chance to become acclimated with the platform, after about half of the semester’s writing assignments had been turned in and graded. This survey was used mainly to gauge initial impressions of using the platform and to obtain some preliminary data that would be addressed more in depth in the following interviews. There were 16 questions, and participants were told the survey would take around 10-15 minutes to complete.

The survey questions can be found in A.2

3.5 Final Survey

The final survey was sent out after the conclusion of the semester, but before the focus group and individual interviews with each participant. The first 10 questions of the survey were part of the System Usability Scale [31], while the following questions included questions
repeated from the preliminary survey to examine changes in participants’ responses when
describing traditional grading vs. grading with the automated tool. The survey had 17
questions and participants were told it would take around 10 minutes to complete.

The survey questions can be found in A.3

3.6 Individual Interviews with TAs and Instructors

Following the end of the semester and completion of the final survey, hour-long semi-
structured interviews were conducted with the six participants that used the instructor
version of the platform. These interviews took place over Zoom and lasted about an hour.

The interview was conducted more like a conversation than by following a structured guide,
however, a list of interview questions was used as a guide to lead the conversation to cover
certain topics.

The interview questions can be found in A.4

3.7 Individual Interviews with Students

Similarly, after the conclusion of the semester, semi-structured interviews were conducted
with the three participants that used the student version of the tool. These interviews took
place over Zoom and lasted about 45 minutes.

These interviews were also conducted more like a conversation to encourage the participants
to openly express their opinions and experiences with using the AI-based grading tool. A list
of interview questions was used as a guide to lead the conversation towards specific topics.
The main goal of these interviews was to get an understanding of student impressions of how
the tool works in order to compare their experiences and perceptions of the tool with those of the TA’s and Instructors.

The interview questions can be found in A.5

3.8 Focus Group

The final methodology employed to collect quantitative data after the conclusion of the semester was a focus group. The focus group consisted of three participants from the previous interviews: one student, one Instructor, and one TA. The participants were chosen based on their varying backgrounds and different uses of the platform. The focus group was conducted over Zoom and lasted about an hour.

A discussion guide with a list of questions was used to guide the conversation of the focus group, but participants were still encouraged to converse with each other and share their experiences and thoughts freely.

The focus group questions can be found in A.6

3.9 Data Analysis and Evaluation

The background data obtained in the preliminary survey was collected in order to understand how each participant’s past experiences affected how they use Deep Dives and contributed to any bias going into the study.

The system usability scale was used as the primary way to obtain quantitative data on the usability of the system. The System Usability Scale (SUS) is a survey designed to measure the usability of a system throughout a variety of contexts [35]. The survey consists
of ten questions that alternate between statements of positive and negative connotations. Participants were asked to rank each statement on a five point scale ranging from “Strongly Disagree” (0), to “Strongly Agree” (4). The values were then scaled to produce a score out of 100. A score “above a 68 would be considered above average and anything below 68 is below average” [31].

The audio recordings and transcripts of the individual interviews and focus group were evaluated using reflexive thematic analysis conducted by a single researcher [36, 37]. The raw data from interview transcripts were thoroughly reviewed and familiarized to develop a comprehensive understanding of the content and context. An inductive approach was employed to create the codes, allowing for the emergence of patterns and concepts directly from the data itself. The researcher conducted a line-by-line analysis of the transcripts and extracted significant quotes from participants. These quotes were then assigned unique labels as codes that consisted of descriptive keywords or short phrases that encapsulated the key concepts and ideas expressed in the data.

To ensure consistency and rigor in the coding process, a systematic and iterative approach was followed. The researcher repeated this process three times, constantly comparing and refining the codes as new insights emerged. Codes were iteratively reviewed, condensed, reworded, and refined. Finally, each of these codes were organized into broader themes.
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Results

4.1 Participants’ Backgrounds and Expectations

The first survey asked several questions to gain a better understanding of the background of the participants in this study. It was administered exclusively to the six instructors and TAs involved in the study.

The survey found that five participants had experience grading writing assignments, some of which were for the same course in which they were currently using Deep Dives. The participants exhibited a range of confidence levels, varying from neutral to very confident, in their ability to grade consistently and fairly, as well as to grade consistently with other graders. The participants had varied responses for which sections of the rubric they prioritized while scoring papers, however, several stated that they focused most on content and original thought. Five of the participants had recognized that they had interacted with AI systems before, although their levels of knowledge of artificial intelligence and machine learning algorithms varied. One respondent had used an automated grading tool, specifically SAGrader, in the past. Four of the respondents were familiar with Packback prior to this study, having used Packback Questions before.

Participants had different expectations for what the advantages of using Deep Dives in essay grading would be. Some stated that they felt it would cut back on time checking grammar,
while others expected it to raise the overall writing quality of essays turned in by students.

In addition to their expectations, participants expressed concerns about utilizing an AI system for grading. Several of the concerns mentioned in the survey are presented below:

*I believe that style and artistry of writing contribute greatly to the quality of an essay; I am unsure how well an automated system can evaluate style choices and worry some suggestions it returns may even discourage intentional stylistic choices on the students part.*

*Students might try to "hack" the system.*

*I think one worry that I have with Deep Dives is its ability to be consistent between students.*

4.2 Themes

Following the completion of the study, 174 initial codes were extracted from the survey responses, interview, and focus group transcripts. These codes were then analyzed for similarities and condensed into a smaller list. 8 broader themes emerged that captured the main findings of the data. Each coded piece of data was organized into one of these 8 themes. The themes are outlined in Table 4.1 below and the number of codes that contributed to each theme are listed in Table 4.2 below. The full list of codes for each theme can be found in Appendix B.
Table 4.1: Overview of Themes

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarity of Feedback and Explanations</td>
<td>Both instructors and students highlighted the importance of clearer expectations, informative explanations, and specific examples to improve the system’s clarity.</td>
</tr>
<tr>
<td>Impact and Actionability of Feedback and Explanations</td>
<td>Instructors valued time-saving benefits, but double-checked automated grades due to occasional errors, while students emphasized the importance of clearer and more actionable feedback to prompt effective changes in their writing practices.</td>
</tr>
<tr>
<td>Understanding of System</td>
<td>Graders had varying levels of understanding of how the grading algorithm worked.</td>
</tr>
<tr>
<td>Trust in AI</td>
<td>Graders had varying levels of trust in the grading algorithm and their trust changed over time.</td>
</tr>
<tr>
<td>Issues and Concerns</td>
<td>Instructors questioned the fairness of enforcing a specific writing style, while students expressed frustration with contradictory feedback and desire for more comprehensive guidance and engagement with the AI.</td>
</tr>
<tr>
<td>Strengths</td>
<td>Instructors and students both appreciated the automated writing assessment system’s efficiency, assistance in refining writing skills, and provision of helpful feedback.</td>
</tr>
<tr>
<td>User Interface</td>
<td>Graders found the UI easy to use.</td>
</tr>
<tr>
<td>Areas of Improvement</td>
<td>Graders had suggestions for areas of improvement in terms of feedback and added UI features.</td>
</tr>
</tbody>
</table>

Table 4.2: Number of Codes that Contributed to Each Theme

<table>
<thead>
<tr>
<th>Theme</th>
<th>Instructor Codes</th>
<th>Student Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarity of Feedback and Explanations</td>
<td>15</td>
<td>23</td>
</tr>
<tr>
<td>Impact and Actionability of Feedback and Explanations</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Understanding of System</td>
<td>19</td>
<td>16</td>
</tr>
<tr>
<td>Trust in AI</td>
<td>27</td>
<td>5</td>
</tr>
<tr>
<td>Issues and Concerns</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>Strengths</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>User Interface</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Areas of Improvement</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Totals</td>
<td>94</td>
<td>80</td>
</tr>
</tbody>
</table>
4.2 Themes

4.2.1 Clarity of Feedback and Explanations

Instructors expressed concerns about the algorithm’s grading decisions and inadequate explanations, and emphasized the need for better understanding of expectations. They called for more specific examples and clear definitions to improve feedback clarity. Students, on the other hand, complained about vague feedback, confusing suggestions, and a lack of specific guidance in addressing writing issues. They desired more informative explanations and targeted feedback. Both groups emphasized the importance of enhancing the system’s clarity by providing specific examples, clearer expectations, and more informative explanations.

The following quotes from participants highlight some of these concerns:

\[\text{If I had to associate a word with Deep Dives overall, it's probably vagueness.}\]
\[\text{In this situation more information is almost certainly better.}\]

\[\text{The feedback is pretty broad. It's not necessarily a fine-grained, detailed feedback.}\]

Additionally, below is a sample of codes from reflexive thematic analysis that contributed to this theme, categorized based on whether they were stated by a grader or a student.

- Grader Codes:
  - Sometimes students got full credit/didn’t and it wasn’t clear why.
  - Wishes there was more feedback and that they could see specific examples of what was wrong like the students could.
  - Didn’t always know what the algorithm was looking for.

- Student Codes:
Sometimes feedback was contradictory.

Broad and vague feedback about your writing as a whole was confusing and hard to fix because it wasn’t specific enough.

Word count, number of sources, grammar issues, and credibility were all clear pieces of feedback.

4.2.2 Impact and Actionability of Feedback and Explanations

Instructors acknowledged the system’s ability to alleviate tedious tasks such as word count and plagiarism checks, thus helping reduce the amount of time they spent checking those categories. Many of them noted that after encountering errors in the grading logic, they felt the need to always double check automated grades to ensure accuracy. Students reported varied responses to feedback, with some disregarding the feedback when they were unable to understand how to address it effectively. While certain pieces of feedback prompted immediate changes in their writing, feedback requiring more effort was often left unaddressed. Both instructors and students identified instances where the feedback seemed unreasonable or confusing, leading to its dismissal. Findings suggest that improving the actionability and clarity of feedback would enhance its impact on students’ writing practices.

The following quotes from participants highlight some of these concerns:

*If the scores were aligned with what I expected, I would be fine with it, but if the scores were off to me, then I would go back and double check it.*

*When I thought the feedback mattered, I did act on it.*

Additionally, below is a sample of codes from reflexive thematic analysis that contributed to
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this theme.

- Grader Codes:
  - Would adjust unclear points.
  - Double-checked first few times and found errors, so felt they always needed to double-check.
  - Completely stopped looking at reference grades because they were always wrong.

- Student Codes:
  - Would ignore AI feedback when they couldn’t figure out how to fix it.
  - Low effort changes where feedback was specific would make them change their writing.
  - Sometimes feedback was difficult to act on.

4.2.3 Understanding of System

Instructors highlighted the influence of their prior experience with similar tools in comprehending the system’s functionality. They recognized the system’s capability to analyze grammar and mechanics using Natural Language Processing (NLP), as well as the presence of specific grammar and structure rules. However, several graders had misconceptions related to students’ visibility of concrete scores and what type of feedback students were receiving. While instructors sought a deeper understanding of the algorithm to enhance their grading and ability to expand on feedback, there were still uncertainties about how different rubric categories, specifically formatting & presentation, were calculating grades. Students, meanwhile, relied on trial and error, discussions with peers and professors, and guesswork to
decipher how the system operated. They made assumptions about the algorithm based on feedback and patterns, noting certain qualities of sources that were deemed highly credible and that the grammar algorithm followed a set of rules. Misconceptions regarding how the flow & structure category and credibility assessments were calculated were also apparent. Students expressed a desire for a clearer understanding of the algorithm to aid their writing process and navigate grading outcomes more effectively. Below is a quote from a participant that highlights these concerns.

*If I had a deeper understanding of exactly how the algorithm works for each subcategory, I could sort of click around each paper, figure out which subcategories I trusted and which ones I don’t, and what to look for for each one.*

Additionally, below is a sample of codes from reflexive thematic analysis that contributed to this theme.

- **Grader Codes:**
  
  - Previous experience with similar tools helped them figure out how the system worked.
  
  - Having a deeper understanding would help them determine which categories they trusted more.
  
  - Understood how the system worked based on a little information Packback gave, reading, and picking up patterns.

- **Student Codes:**

  - Knew how algorithm worked from guesses, trial and error, and discussing with professors and other students.
– Noticed that scores would naturally improve as they wrote more.

– No idea how flow & structure was calculated, played around with it a lot and best guess is it has to do with the amount of words in a sentence.

Lastly, Table 4.3 provides an overview of the rubric categories and paraphrased quotes from participants describing their perceptions of how scores were calculated. It is worth noting that there were diverse mental models among participants regarding the functioning of the system.

4.2.4 Trust in AI

Instructors expressed varying degrees of trust in the system, which increased over time as they became more familiar with its workings. They acknowledged the importance of double-checking scores for fairness and exhibited greater trust in the system’s grammar and mechanics evaluation compared to its assessment of flow and structure. While some instructors had disagreements with the system’s grading decisions, they generally recognized its consistency with their own evaluation approach. Students, on the other hand, tended to trust the AI without questioning it extensively. They often received higher grades than the tool initially gave them, learning to understand not to rely solely on the automated system’s scores, as graders have the ability to override. Overall, different perceptions of fairness and trustworthiness were associated with different individual grading categories and specific grades. Instructors occasionally overrode grades, whereas students believed the AI was generally fair. These findings highlight the complexity of trust dynamics between instructors, students, and the automated writing assessment system, emphasizing the importance of transparency and a clear understanding of the system’s capabilities to foster trust. The following quotes from participants highlight these concerns:
Table 4.3: Perceptions of how the Algorithm Works

<table>
<thead>
<tr>
<th>Rubric Category</th>
<th>Participant Mental Models</th>
</tr>
</thead>
</table>
| Wordcount and Depth | • Score is half word count, half length of paragraphs.  
• Word count looks at white spaces to determine words and counts "tokens". Not sure what depth was doing.  
• Gave higher scores to five sizeable paragraphs, opposed to smaller paragraphs.  
• Looked for spaces or groups of words and how many words were in the text.  
• Students lost points if they repeated themselves.  
• Packback would take off points if they went way over the word limit.  
• Scores were calculated by number of words divided by wordcount, times the number of points association to that section. |
| Grammar and Mechanics | • Scores were related to Kaplan scores and also used something like Grammarly with set rules.  
• Used Natural Language Processing (NLP) by feeding a dataset into the algorithm so it could learn words and grammar given rules.  
• Graded based on what it was trained on; commonalities between good papers and grammar rules.  
• Wasn’t sure, thinks there were certain subcategories. |
| Flow and Structure | • Flow focused on transitional phrases. Wasn’t sure about structure.  
• Structure looks for 5 paragraph essays. Flow looks for how well sentences lead into each other and if they have transitional words.  
• Looked for concrete details like how many sentences per paragraph or the presence of transition words.  
• Looks at how long paragraphs are, flow between topic sentences, and connections between one paragraph to the next.  
• Looks at words per sentence and words per paragraph. |
| Research and Citations | • Deducted points if citation was missing date. Quality was calculated into grade and in text citations didn’t count.  
• Deducted points if certain things were missing in citations. Had hard-coded rules that determined grades  
• Flags citations if they are not reliable sources  
• If source was missing a title or author, points were deducted.  
• Determined if a source was credible by a hard coded list.  
• More sources did not improve grades if the credibility wasn’t high. |
| Formatting and Presentation | • Not sure how this was calculated, never saw low scores.  
• Thinks that instructors could have presets for how they wanted papers formatted.  
• Similar to word count and depth where it pulls concrete details out of the text.  
• Student essays that contained a header with the course and instructor received better scores. |
My trust grew over time. Since this was my first time using it, I was trying to read the papers carefully and evaluate what I could trust it on and what I couldn’t trust it on. So building trust took time.

In my mind I think of writing as such a human activity and communication is so nuanced, so I definitely had that bias going in of not being sure how well this is going to capture those elements.

When it was introduced we were told you can fully trust it, it was a trial of using it, but it was also described as something really great and really accurate. I think if I knew then what I know now, I would have been more cautious with using it.

I just kind of trusted whatever the system was doing. I generally don’t spend a whole lot of time taking points away or providing too much feedback in terms of writing just basic writing stuff.

I didn’t inherently trust it, but I also didn’t inherently think it was wrong. I felt that it needed to be checked, but not necessarily that it was giving back the wrong scores.

Additionally, below is a sample of codes from reflexive thematic analysis that contributed to this theme.

- Grader Codes:
  - Got more comfortable with the algorithm as time went on.
– Trusted grammar & mechanics scores the most.

– Didn’t trust it less over time but assigned it a different role—to assist grading and not replace it.

• Student Codes:

– Usually didn’t question the AI.

– Learned not to take Deep Dives scores at face value.

– Usually got better grades than Deep Dives made it seem like.

4.2.5 Issues and Concerns

Instructors questioned the fairness of forcing students into a specific writing style, particularly in relation to the subjective nature of evaluating flow and structure. They occasionally disagreed with the system’s assessment and faced dilemmas regarding whether to override scores. Students expressed frustration with contradictory feedback, a desire for a comprehensive view of feedback, and a wish for deeper engagement with the AI. They often found the guidance provided by the system to be restrictive and limiting to their own writing process. Additionally, concerns were raised about the system’s assessment of source credibility, exceptions to grammar rules, and contradictory feedback on paragraph length. These findings underscore the need for improved clarity, consistency, and flexibility within the automated writing assessment system to address the identified issues and alleviate concerns of both instructors and students.

The following quote from a participant describes one such concern:

*It kind of seems like it’s kind of trying to pigeonhole different styles of writing into a more straightforward and basic style of writing, which sometimes is a good
Below is a sample of codes from reflexive thematic analysis that contributed to this theme.

- **Grader Codes:**
  - Questions if it is fair to put students in a box and force them to write in a certain way.
  - Flow & structure is pretty subjective.
  - More boring papers were more likely to get full credit.

- **Student Codes:**
  - Deep Dives weren’t necessarily difficult but they were extraneous in that the way that the software guided their writing prohibited her own writing process and her wanting to expand on certain thoughts.
  - Wishes they could see all pieces of feedback at once so they could fix the easier ones first.
  - Didn’t like how it essentially made you dumb down your writing.

### 4.2.6 Strengths

Instructors acknowledged the system’s ability to expedite the grading process, providing a second opinion that could potentially save effort. They appreciated features that checked for repetitiveness and toned down flowery writing that bordered on being unreadable. Students also recognized the system’s strengths, including the small checks that aided them in refining their writing. They found value in the word count objective and the visibility of required
citations. Additionally, they appreciated the dynamic feedback provided during the writing process. These findings highlight the strengths of the automated writing assessment system in terms of efficiency, assistance in improving writing skills, and the provision of useful feedback. Understanding and leveraging these strengths can contribute to the effective use of the system in supporting student learning and enhancing the writing assessment experience.

The following quote from a grader highlights one example of these strengths:

*I kind of second guess myself a lot when I’m grading so just having that reassurance of the Packback score agreeing with me was nice.*

Below is a sample of codes from reflexive thematic analysis that contributed to this theme.

- **Grader Codes:**
  
  - Made grading faster.
  
  - Liked having a second opinion.
  
  - Sometimes it was nice to have AI tone down flowery writing that was borderline unreadable.

- **Student Codes:**
  
  - Likes the small checks Deep Dives has.
  
  - Helps lower kids more—students who already write well will continue to write well.
  
  - Likes the dynamic feedback while writing.
4.2.7 User Interface

Instructors generally found the UI to be easy to use and navigate, with feedback readily accessible. However, they noted that the feedback could be somewhat hidden and required multiple clicks to access the flagged elements. Some instructors encountered challenges in finding explanations and found it time consuming that they had to manually transfer grades to the gradebook. Conversely, students reported finding everything within the UI to be easily accessible. They often left their writing unchanged due to difficulties in addressing confusing feedback errors. While the UI was generally user-friendly, students noted occasional issues such as small font size and difficulties in viewing more than two pieces of feedback. These findings shed light on the strengths and limitations of the system’s user interface, emphasizing the importance of clear and intuitive design to enhance the user experience for both instructors and students.

The following lists a few bugs and issues that were brought up in interviews:

- Sometimes the page would resize and be unresponsive for a second.
- If you enter a grade into a field and then scroll without exiting the field, it changes the number.

Below is a sample of codes from reflexive thematic analysis that contributed to this theme.

- Grader Codes:
  - UI was easy to use.
  - Sometimes couldn’t find the explanations.
  - Took 3 or 4 clicks to see what was being flagged.
• Student Codes:
  
  – Everything was easy to find within the UI.
  
  – Couldn’t figure out how to see more than two pieces of feedback.
  
  – Usually left their writing as is because they couldn’t figure out how to get the confusing feedback errors to go away.

### 4.2.8 Areas of Improvement

Instructors expressed the desire for inline comments, allowing them to provide more specific and contextualized feedback. They also raised concerns about the system flagging grammar issues that were not actual errors and called for an enhanced plagiarism check. Additionally, instructors wished for clearer visibility into the system’s prompts and instructions provided to students. Students, on the other hand, expressed the need to view all feedback at once to prioritize easier revisions. They also wished for deeper engagement with the system, with a desire for more informative feedback. These findings indicate the need to address these areas of improvement to enhance the functionality and effectiveness of the automated writing assessment system.

Below is a sample of codes from reflexive thematic analysis that contributed to this theme.

• Grader Codes:
  
  – Wants inline comments.
  
  – Wants a better plagiarism check.
  
  – Wishes they could see what the AI was asking the students to do.

• Student Codes:
4.3 Usability of Deep Dives

- Wishes they could see all pieces of feedback at once so they could fix the easier ones first.

- Wishes Deep Dives gave more information because they can’t have a discussion with AI like she could with a professor.

4.3 Usability of Deep Dives

Based on the interview data and survey responses, it seems that the majority of participants found the system easy to use and thought that most people would learn to use it quickly. However, there were some participants who found the system unnecessarily complex or very cumbersome to use. The majority of participants were pleased with the UI.

The SUS scores, as obtained from the final survey, can be seen in Table 4.4. To calculate the total SUS score, we used a formula where for the odd-numbered questions, we subtracted 1 from the scale position, and for the even-numbered questions, we subtracted the scale position from 5. The scores were summed and multiplied by 2.5 to obtain the total score of 68.33[35]. This indicates an average usability rating, as defined by Jeff Sauro [31].

Table 4.4: SUS Scores of Deep Dives

<table>
<thead>
<tr>
<th>Question</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3.33</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>2.83</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3.83</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3.33</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2.67</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2.17</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3.83</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1.83</td>
</tr>
<tr>
<td>Totals</td>
<td>75</td>
<td>77.5</td>
<td>40</td>
<td>80</td>
<td>70</td>
<td>67.5</td>
<td>68.33</td>
</tr>
</tbody>
</table>
Chapter 5

Discussion

The results presented in this study reveal that there are several areas where the usability of AI-based writing and grading systems can be improved. As computer science education increasingly places value on technical writing skills, the use of automated systems has become more important to assist with grading and providing feedback that will help students expand their skills. The development of effective and user-friendly automated essay scoring systems can improve the learning experience for computer science students by providing them with more timely and consistent feedback on their writing assignments. Additionally, the incorporation of explainability and transparency techniques in these systems can help students understand how their writing is being evaluated and graded, which can lead to an improved understanding of artificial intelligence and increased AI literacy, all while improving their technical writing skills. These topics are important to be considered before adopting an AI-based grading tool, and this set of key considerations can be used to help develop more effective grading tools.

It is also important to note that different AI tools are more effective for different jobs, and there is a trade-off when deciding which type of tool to use. In educational contexts, several considerations come into play, ranging from the depth of feedback and complexity to the level of explainability of the algorithm.

On one end of the spectrum, when high accuracy is required, those systems prioritize solutions that are straightforward, clear, and explainable, as they have a larger impact on human
well-being. These solutions must offer a high degree of consistency and reliability, making them simpler to comprehend and manage.

On the opposite end of the spectrum, there are cases when accuracy is less important, such as when providing formative feedback. Those systems may prioritize solutions that are intricate, multifaceted, and exhibit variability, making them less straightforward to explain. These solutions, while potentially more powerful and versatile, may lack the simplicity and predictability associated with explainable systems.

Within the Deep Dives platform, the incorporation of instructor review as an obligatory step in the workflow allows for the adoption of slightly less explainable models. This strategic decision relies on the inclusion of human oversight within the process.

Overall, this spectrum represents a decision making process where choices are made based on the desired level of complexity, consistency, and explainability, with trade-offs considered depending on the specific context and objectives of the system.

5.0.1 RQ1: How do explainability and algorithm transparency techniques affect the overall usability and user experience of an AI-based essay feedback system?

The findings from reflexive thematic analysis and the System Usability Scale (SUS) scores provide insights into the impact of explainability and algorithm transparency techniques on the overall usability and user experience of the AI-based essay feedback platform.

Based on the theme of “Clarity of Feedback and Explanations”, participants, including both graders and students, highlighted the importance of clear and specific feedback that helps them understand how essays are being evaluated. In some instances, the AI system’s feedback
was considered vague or contradictory, leading to confusion among students. This suggests that improvements in the clarity and specificity of feedback and explanations could enhance the overall usability and user experience of the system.

The theme of “Impact and Actionability of Feedback” was influenced by participants’ trust in the AI system. Gradual familiarity with the system and understanding its underlying algorithms led to increased trust over time. However, some participants expressed concerns about certain aspects of the feedback and grading criteria, which were perceived as subjective or not aligned with their own grading criteria. This indicates that further transparency and explainability of the AI system’s evaluation process could enhance users’ trust and increase their willingness to act upon the provided feedback.

In terms of usability, participants’ feedback highlights the importance of clear and accessible information regarding the system’s features, evaluation criteria, and expectations. The need for better organization of feedback, ease of finding explanations, and the inclusion of inline comments demonstrates a desire for more transparency in how the AI system operates and provides feedback. By addressing these usability concerns, the system can enhance transparency and explainability. Clear organization and accessibility of feedback help users understand how their essays are being evaluated and what specific areas they need to focus on for improvement. Inline comments can provide additional context and explanations, fostering the human-machine teaming approach by making the feedback more informative and actionable. More comprehensive information about the AI’s expectations contribute to a clearer understanding of how the system operates, and helps users learn AI-decision making processes along the way.

Therefore, incorporating these enhancements in the system’s usability not only addresses users’ practical needs but also promotes transparency and explainability. Users can have a better grasp of the system’s inner workings, the factors influencing their scores, and the
rationale behind the provided feedback, thus improving their AI literacy. This fosters a sense of trust and understanding, ultimately improving the overall user experience and the effectiveness of the system.

5.0.2 RQ2: How do graders perceive the integration of an automated essay feedback system into their grading process, and what are factors influencing their acceptance or resistance of automated feedback?

The survey results suggest that the incorporation of explainability and transparency techniques in an automated essay scoring system has an influence on the way graders used the system, as revealed by the findings from the reflexive thematic analysis and the System Usability Scale (SUS) scores.

Thematic analysis identified several themes related to the impact of explainability and transparency on human grading behavior. One theme that emerged was the influence of system explanations on graders’ decision-making process. Clear and detailed explanations regarding the AI’s assessment criteria and the factors contributing to the assigned scores helped align human graders’ evaluations with the automated system. Gradual understanding of the algorithms and familiarity with the system’s functioning empowered graders to make informed judgments, increasing their confidence in the automated scores. One SUS question assessed how confident participants felt using the system. The average score for this question was 3.83 out of 5, indicating a moderately high level of confidence and leaving room open for improvement.

Another theme that emerged from the thematic analysis was the influence of prior experiences
and expertise on human grading behavior. Graders with previous experience in automated essay scoring systems or a writing background demonstrated a deeper understanding of how the algorithm worked. Their expertise allowed them to critically evaluate the AI-generated scores, identify system strengths and limitations, and make informed decisions when overriding scores or providing additional feedback, thus highlighting the importance of improving users’ AI literacy to increase their user experience with tools of this nature.

5.0.3 RQ3: What are the key components that constitute an effective automated essay scoring system, and how can they inform the development and assessment of reliable grading and feedback tools?

The SUS scores and thematic analysis provided insights into the system’s usability and where its strengths and room for improvements lie. For example, participants highly appreciated the presence of small checks for specific aspects, such as word count objectives, which contributed to a user-friendly experience. The SUS question related to the system’s ease of use received an average score of 4.6 out of 5, indicating a high level of satisfaction. This demonstrates that user-friendly features play a crucial role in enhancing the overall usability of the system.

The qualitative analysis revealed specific components that influenced user experience, such as clarity of feedback and explanations. Both graders and students expressed the need for more explicit and informative feedback. Participants desired clearer definitions, more examples, and a better understanding of how the system calculated scores for different rubric categories. This highlights the importance of providing comprehensive explanations and specific guidance to enhance the effectiveness of the feedback and grading process.
Furthermore, thematic analysis revealed the theme of trust in the automated scores. Participants gradually developed trust in the system through familiarity and understanding of its functioning. However, concerns were raised regarding certain components which were perceived as subjective or contradictory at times. This emphasizes the importance of algorithm transparency and continuous evaluation to enhance the system’s reliability and foster trust among users.

In conclusion, an effective automated essay scoring system comprises key components such as clear and informative feedback, user-friendly features, transparent algorithms, and trust between users and the system. Enhancing the clarity of feedback, addressing user concerns, ensuring algorithm transparency, and refining user-friendly features are vital steps in developing reliable grading and feedback tools that enhance the overall usability and user experience of automated essay scoring systems. To help advance computer science education, attempts to build users’ AI literacy by revealing certain decision making processes of the AI-algorithm is a highly rewarding and impactful practice. Continuous evaluation and user feedback are essential for iterative refinement and the development of effective tools in educational settings. During the evaluation process, specific questions should be asked about the ability to provide feedback to users, the transparency and explainability of the system, and the impact of the system on user learning and understanding.

5.1 Ethical Considerations

In order to protect the participants’ rights and privacy, a number of ethical considerations were taken into account throughout the study. Before participating in the study, participants were sent an email that served as an informed consent form that explained the purpose of the study, the procedures involved, and potential risks and benefits of participating. The
recruitment email is available in A.7. In order to protect participants’ privacy, their names and courses were not disclosed in any part of the study. Participants were told that their responses would be kept anonymous, although given the small and established group, it is possible that their identities could be revealed incidentally in the process. After each phase of the study, participants were given an opportunity to review and redact their comments before they were included in the findings of this study.

5.2 Limitations

This study is subject to a number of limitations that are necessary to address. First, due to the small selection of classes that utilized Deep Dives this semester, there were only a limited number of participants that were willing to participate, and thus their experiences may not be generalizable to a larger population. Furthermore, eight out of the nine participants were using Deep Dives in a computer science course, so this study does not fully address the use of this platform in a non-technical setting. This study only took place at one institution, which may limit the applicability of the findings to other settings. The results of this study were obtained over the course of a single semester. Thus, the long term impacts of using Deep Dives as a grading assistant is unknown. It is important to note that there have since been updates to Deep Dives that were not available when the study took place. The findings presented in this study may not be reflective of the latest version of the Deep Dives platform.

Additionally, throughout our study, we predominantly treated Deep Dives as a unified platform, overlooking the fact that it comprises a diverse array of underlying algorithms and functionalities. Our approach centered on evaluating the overarching impact and usability of Deep Dives as a grading assistant, considering the platform holistically. However, it is important to recognize that Deep Dives is a complex system, with various components working
5.2. LIMITATIONS

together to perform specific tasks, such as automated essay grading, plagiarism detection, and feedback generation.

Despite these limitations, the results of this study can still serve as valuable starting points for researchers and educators interested in considering and developing AI-driven essay grading systems in their own contexts. The study’s findings offer valuable initial perspectives and considerations for further exploration and can provide a foundation for future research in this domain.
Chapter 6

Conclusions and Future Works

In conclusion, this paper has presented a set of key considerations for evaluating the usability of AI-based essay grading tools. These considerations include, but are not limited to, clarity of feedback and explanations, impact and actionability of feedback and explanations, user understanding of system, trust in AI, issues and concerns, strengths of system, and the user interface.

Future research in this domain could delve into a more individualized analysis, dissecting each individual algorithm and piece of functionality that Deep Dives is composed of. By doing so, researchers could gain deeper insights into the strengths and weaknesses of each component, potentially uncovering opportunities for refinement and enhancement to optimize the overall performance of Deep Dives. Additionally, the key evaluation considerations proposed in this study hold significant potential for informing future research in the field of AI-based essay feedback systems and promoting design choices that improve users’ technical writing while developing their knowledge of AI-driven systems. These considerations can serve as a valuable tool for researchers seeking to evaluate the usability and user experience of similar systems, as well as investigate the impact of explainability and transparency techniques on grading behavior and the development of reliable grading and feedback tools. Additionally, the list of considerations can be adapted and expanded to encompass other dimensions and variables specific to different contexts and target users. By applying this approach in future research, scholars can gain a deeper understanding of the effectiveness and limitations of AI-
based essay feedback systems, ultimately contributing to the improvement of these systems and enhancing their usability and educational value.
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Appendices
Appendix A

User Study Documents

A.1 Pre-Study Survey Questions

1. For what other courses have you served as a TA?

2. How would you rate your level of confidence in your ability to consistently grade with the same level of harshness?

3. How would you rate your level of confidence in grading consistently with other graders of the same course?

4. Have you graded writing assignments before?

5. If so, was this from a past course or this one?

6. Estimate how long it takes you to grade a one page paper

7. What part of grading writing assignments takes the longest and why?

8. What parts of grading rubrics do you typically put the most effort into?

9. What other AI systems have you interacted with before?

10. Please rate your level of knowledge of artificial intelligence and machine learning algorithms on a scale from 1 to 5
11. Have you ever used an automated grading tool before?

12. If so, please state the name of the tool, if known.

13. What positive experiences do you remember having when using the tool?

14. Were there any issues or confusions you experienced when using this tool? Please explain

15. What was the automated system doing that was obvious and what was the system doing that was difficult to interpret?

16. Have you used Packback Deep Dives before?

17. What do you expect to be the advantages of Deep Dives?

18. What worries do you have about using Deep Dives to assist with grading?
A.2 Midpoint Survey Questions

1. Roughly how many individual Deep Dives responses have you graded so far?

2. How many different Deep Dives assignments have you been a part of grading?

3. Please describe your initial impressions of using Deep Dives

4. Have you encountered any problems or issues with the platform?

5. If so, please describe the issues you have faced

6. Is there anything that you are still confused about when using the tool?

7. If so, please describe

8. What have you found to be the advantages of using the tool so far?

9. What have you found to be the disadvantages?

10. So far, how does your grading efficiency when using Deep Dives compare to grading without the assistance of an automated tool?

11. So far, how does the time it takes to grade an assignment using Deep Dives compare to grading without the assistance of an automated tool?

12. How much do you trust the accuracy of the automated grades Deep Dives provides?

13. Do you typically go back and double check to see if the system generated grades seem fair?

14. How often have you had to override the scores provided by Deep Dives?

15. How strong of an understanding do you think you have of how the automated grading system works?
A.2. Midpoint Survey Questions

16. Please briefly describe how you understand the grades are generated
A.3 Post-Survey Questions

System Usability Scale (from 1 to 5)

1. I think that I would like to use this system frequently.

2. I found the system unnecessarily complex.

3. I thought the system was easy to use.

4. I think that I would need the support of a technical person to be able to use this system.

5. I found the various functions in this system were well integrated.

6. I thought there was too much inconsistency in this system.

7. I would imagine that most people would learn to use this system very quickly.

8. I found the system very cumbersome to use.

9. I felt very confident using the system.

10. I needed to learn a lot of things before I could get going with this system.

11. How would you rate your level of confidence in grading consistently and with the same level of fairness throughout this course?

12. How would you rate your level of confidence in grading consistently with the other graders of this course during this semester?

13. On average, how long was an individual Deep Dives response?
14. On average, how long did it take you to grade a single Deep Dives assignment?

15. What part of grading Deep Dives assignments took you the longest and why?

16. What part of the Deep Dives rubric did you typically put the most effort into when grading?

17. How much feedback did you typically give for a single Deep Dives response?
A.4 TA/Instructor Interview Questions

1. Clarify background with AI, experience with automated grading, etc. (specific to each participant)

2. Grading experience

3. Knowledge of AI

4. Previous interactions with AI systems

5. Clarify anything from Pre and Midpoint survey that needs to be clarified (specific to each participant)

6. What was your overall experience with using the platform?

7. What did you find to be the advantages of using the tool?

8. Disadvantages?

9. Was there anything that was difficult to understand about the tool?

10. Was there anything that you wanted to be able to do that the system couldn’t provide or didn’t support?

11. How did the use of Deep Dives change the way you grade writing assignments?

12. Is there anything you would change about the system?

13. Would you prefer to use this product over the way you traditionally graded

14. Why?

15. How much time, if any, do you feel you saved with grading?
16. Did using this tool save you effort? Why or why not?

17. Do you feel using this tool made grading more efficient? Why?

18. Did you have an easy time finding explanations for automated grades?

19. How easy was it to override grades?

20. (For professor) how easy was it to adjust the grading rubric and weight of each category?

21. How well did you understand how certain grades were made?

22. Can you describe to me how you think the algorithm works?

23. How did you come to that conclusion?

24. What was the system doing that was obvious/easy to interpret?

25. What was the system doing that was confusing/difficult to interpret?

26. Did you ever have questions about the automated grades? Were you able to easily find the answers?

27. Explain how you think each of these scores were generated

   • Wordcount and depth
   • Grammar and mechanics
   • Flow and structure
   • Research quality
   • Formatting

28. Did students ever question the scores they were given?
29. If so, which ones?

30. Did you trust the automated scores? Or did you feel like you had to go through and check its work?

31. How often did you choose to override scores?

32. Why did you choose to override those scores?

33. Did the automated grader typically grade higher, lower, or the same as you would have?
A.5 Student Interview Questions

1. What was your overall experience with using the platform?

2. What do you think are the advantages of Deep Dives?

3. Disadvantages?

4. Would you prefer to write using Deep Dives over other alternatives (write in Word Doc, submit through Canvas)? Why?

5. Did you have an easy time finding Deep Dives provided feedback?

6. Explain how you think each of these scores were generated

   (a) Wordcount and depth

   (b) Grammar and mechanics

   (c) Grammar and mechanics

   (d) Flow and structure

   (e) Research Quality

   (f) Formatting

7. How did you come to that conclusion?

8. What feedback did you receive that was clear to you? Why was it clear? What did you do in response? Did you change your writing in any way?

9. What feedback did you receive that was difficult to interpret? Why was it confusing? What, if anything, did you do in response to that feedback?
10. Can you give me specific examples of feedback that made you go back and change what you wrote?

11. Can you give me specific examples of feedback that didn’t make you go back and change your writing?

12. Was there a difference in the automated feedback you received while writing vs. after it was graded? If so, what was different about it?

13. Was it always clear to you what you had to fix in order to improve your automated scores? If there were times where it wasn’t, what would you do in response?

14. After receiving grades back, did you ever have questions about the automated scores? If so, were you able to easily find the answers? How?

15. Did you typically go back and look at the score breakdown after your papers were graded?

16. If so, was it clear to you which grades came from the automated system and which grades came from the professor/TAs? How did you know/guess where the grade was coming from?
A.6 Focus Group Questions

1. What were your expectations of Deep Dives prior to using the product?

2. What were your overall impressions of Deep Dives?

3. What did you like about Deep Dives and why?

4. What didn’t you like about Deep Dives and why?

5. How easy was it to give and understand feedback? Was the AI generated feedback sufficient for you? - Why?

6. Was it clear to you what AI feedback the students/instructors were seeing? - Why?

7. Did you encounter any problems with the UI? - What?

8. Were there any major learning curves you had to get over when first using the product? Explain?

9. Were you able to easily find explanations for the automated grades?

10. Were some rubric categories more clear in how they calculated the grades than others? If so, which ones? - Why?

11. Do you feel you had a good understanding of how the automated system was grading/how you were being graded? Why or why not?

12. Starting with TAs/Instructors, could you all briefly describe how you understood how the automated system was grading?

13. Students, do you agree or disagree with these descriptions? Why or why not?

14. Did you trust the automated grades? Why or why not?
15. Would you all prefer to use this product over the way you traditionally graded/wrote papers? - Why?
Hi,

My name is Erin Hall, and I am currently pursuing my master’s degree in computer science, with a focus in HCI, usability engineering, and AI. I am working with Dr. Mohammed Seyam and Dr. Dan Dunlap to conduct a usability study of Packback Deep Dives this semester. As part of our effort to evaluate Packback Deep Dives, I am hoping you will be able to participate in a few surveys and an interview to get your perspectives and experiences with using the platform. As a Instructor/GTA of a course using Packback Deep Dives this semester, your views are extremely important and will contribute to academic research related to the evaluation of similar AI-based educational platforms. I hope you might have about an hour to answer some questions about your experiences with the platform, and about 10-15 minutes to complete 3 related surveys. Please let me know as soon as possible if you would be willing to participate.

Here are a few points to be aware of:

1. You will be sent out three digital surveys throughout the course of the Fall 2022 semester. The surveys will be conducted through Google Forms and sent over email. The surveys should take about 10-15 minutes each to complete.

2. The interview portion of the study will last for about an hour. The interview will be held over Zoom and will take place towards the end of the semester, after all Packback-related assignments have been completed.

3. With this in mind, it would be valuable to document your impressions of using the platform along the way to help remember your experiences from earlier in the semester.
4. I (Erin Hall erinehall@vt.edu) will be conducting the interview. I am not connected to the Packback in any way outside of this research.

5. The interview will be more like a conversation than asking questions on a structured guide. Prior to the interview, you will receive an informed consent form with details about your decision to consent or not, and I will be happy to answer any and all questions about the questions and collection of this information.

6. Participation in this interview is your choice, and I will not share your decision with others. You will have an opportunity to redact your comments and to consider your answers before any of your comments are shared with other researchers and/or employees of Packback.

7. I will do my best to keep all comments anonymous, but because of the nature of the small and established group, it is possible that your identity could be obvious to some and/or revealed incidentally in the process. You should keep that in mind when you agree to participate and as you answer questions. This will be explained if and when I discuss the informed consent prior to the interview.

With best regards,

Erin Hall
Appendix B

Reflexive Thematic Analysis Results

B.1 Clarity of Feedback and Explanations

Table B.1: Clarity of Feedback and Explanations

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Sometimes students did/didn’t get full credit and it wasn’t clear why</td>
<td>- Would complain early on for readability when only a few sentences were written</td>
</tr>
<tr>
<td>- Didn’t always know what it was looking for</td>
<td>- Some feedback was vague</td>
</tr>
<tr>
<td>- Wanted a better understanding, especially of flow and structure</td>
<td>- AI complaining about minor things wasn’t a big deal because TAs helped reduce the point loss on ridiculous things</td>
</tr>
<tr>
<td>- Didn’t always understand the “see why” blurb</td>
<td>- Likes the word count objective</td>
</tr>
<tr>
<td>- Didn’t always understand how those subcategory numbers were calculated</td>
<td>- Clear feedback: Easy solutions like adding something or taking something away</td>
</tr>
<tr>
<td>- Explanations didn’t always give enough information</td>
<td>- Confusing feedback: Hedge words, Flesch Kincaid score</td>
</tr>
<tr>
<td>- Hedge words wouldn’t say which specific words and where they were located in the essay</td>
<td>- Sometimes feedback was contradictory</td>
</tr>
<tr>
<td></td>
<td>- Would get dinged for Flesch Kincaid score, which didn’t make sense because it was a college course</td>
</tr>
<tr>
<td></td>
<td>- Likes the small checks Deep Dives has</td>
</tr>
<tr>
<td></td>
<td>- Liked the dynamic feedback while writing</td>
</tr>
<tr>
<td></td>
<td>- Deep Dives would give feedback but wouldn’t tell you how to fix it</td>
</tr>
<tr>
<td></td>
<td>- Didn’t know where the issues were happening</td>
</tr>
</tbody>
</table>
Table B.2: Clarity of Feedback and Explanations (Continued)

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Didn’t have examples of what flow and structure category was looking for</td>
<td>• Broad and vague feedback about your writing as a whole was confusing and hard to fix because it wasn’t specific enough</td>
</tr>
<tr>
<td>• Didn’t know what the AI was looking for but knows what they would’ve looked for</td>
<td>• Formatting and saying their paragraphs were too long were confusing feedback because it complained even when paragraphs were a sentence long</td>
</tr>
<tr>
<td>• Wishes there were more clear definitions of what they were looking for</td>
<td>• Realized the comments were always the same—it would just hide the ones that didn’t apply</td>
</tr>
<tr>
<td>• Deep Dives was vague, and more information would be better</td>
<td>• Usually it was clear what to fix to improve scores</td>
</tr>
<tr>
<td>• Sometimes point deductions were obvious because of students writing</td>
<td>• Sometimes feedback was contradictory</td>
</tr>
<tr>
<td>• Pretty clear where grades were coming from</td>
<td>• Deep Dives would give feedback but wouldn’t tell you how to fix it</td>
</tr>
<tr>
<td>• Wishes there was more feedback and that they could see specific examples of what was wrong like the students could</td>
<td>• Word count, number of sources, grammar issues, and credibility were all clear pieces of feedback</td>
</tr>
<tr>
<td>• Couldn’t always answer student questions when they reached out</td>
<td>• Clearest feedback was most basic—either you have it or you don’t</td>
</tr>
<tr>
<td></td>
<td>• Broad and vague feedback about your writing as a whole was confusing and hard to fix because it wasn’t specific enough</td>
</tr>
<tr>
<td></td>
<td>• Realized certain cheats after writing a few essays</td>
</tr>
<tr>
<td></td>
<td>• Could see a progress circle but not the number of points they had</td>
</tr>
</tbody>
</table>
B.2 Impact and Actionability of Feedback and Explanations

Table B.3: Impact and Actionability of Feedback and Explanations

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Would adjust unclear points</td>
<td>• Would ignore AI feedback when they couldn’t figure out how to fix it</td>
</tr>
<tr>
<td>• Took away a lot of tedious aspects—word count, plagiarism, etc.</td>
<td>• Sometimes feedback was difficult to act on</td>
</tr>
<tr>
<td>• Would just glance at everything to make sure it was accurate</td>
<td>• Feedback that required more effort they would typically leave alone</td>
</tr>
<tr>
<td>• Double-checked first few times and found errors, so felt always needed to double-check</td>
<td>• Certain things the AI complained about weren’t reasonable enough for them to pay attention to</td>
</tr>
<tr>
<td>• Completely stopped looking at reference grades because they were always wrong</td>
<td>• Usually it was clear what to fix to improve scores</td>
</tr>
<tr>
<td>• Usually left their writing as is because they couldn’t figure out how to get the confusing feedback errors to go away</td>
<td>• Would sometimes change writing in response to feedback</td>
</tr>
<tr>
<td>• Realized certain cheats after writing a few essays</td>
<td>• Low effort changes where feedback was specific would make them change their writing</td>
</tr>
<tr>
<td>• When they thought something was weird, would just ignore the AI</td>
<td>• Feedback that required more effort they would typically leave alone</td>
</tr>
<tr>
<td>• When they thought the standard was too high, would ignore the AI</td>
<td>• Realized certain cheats after writing a few essays</td>
</tr>
</tbody>
</table>
B.3 Understanding of System

Table B.4: Understanding of System

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Previous experience with similar tools helped them figure out how the system worked</td>
<td>• Helped them figure out how close they were to being done</td>
</tr>
<tr>
<td>• Grammar and mechanics use NLP, recognizes grammatical mistakes</td>
<td>• Score would naturally improve as they wrote more</td>
</tr>
<tr>
<td>• Structure has specific rules like words per paragraph, number of paragraphs, etc.</td>
<td>• Flow and structure was most confusing to understand</td>
</tr>
<tr>
<td>• AI grader usually graded the same as they would’ve</td>
<td>• Knew how algorithm worked from guesses, trial and error, and discussing with professors and other students</td>
</tr>
<tr>
<td>• Deeper understanding would help determine which categories they trusted more</td>
<td>• Thinks depth uses AI that goes through published articles and bases its parameters on what it reads</td>
</tr>
<tr>
<td>• Would be easier if students couldn’t see concrete numbers</td>
<td>• Grammar algorithm is a parser with a checklist of grammar rules</td>
</tr>
<tr>
<td>• AI and writing background helped them understand how the algorithm worked</td>
<td>• No idea how flow and structure was calculated, played around with it a lot and best guess is it has to do with the amount of words in a sentence</td>
</tr>
<tr>
<td>• Understood scores but didn’t always agree with them</td>
<td></td>
</tr>
<tr>
<td>• There wasn’t information available to figure out how scores were calculated</td>
<td></td>
</tr>
<tr>
<td>• Better understanding of the algorithm would help ensure they were doing a good job as a grader</td>
<td></td>
</tr>
</tbody>
</table>
Table B.5: Understanding of System (Continued)

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Not sure how formatting and presentation was calculated</td>
<td>• Sources with more foot traffic were counted as more credible</td>
</tr>
<tr>
<td>• Research and citations would deduct points if they were missing author, date, etc.</td>
<td>• Knew how the algorithm worked because some pieces of feedback were clear, and also a lot from assumptions, playing around with it, and talking to people</td>
</tr>
<tr>
<td>• Assumes algorithm is based on reading papers and noticing patterns</td>
<td>• AI was helpful since Deep Dives flags websites as unreliable if they are too partisan</td>
</tr>
<tr>
<td>• AI and writing background helped understand how the algorithm worked</td>
<td>• Usually, sources with DOI numbers were highly credible</td>
</tr>
<tr>
<td>• Understood how it worked based on a little information Packback gave and reading and picking up patterns</td>
<td>• Thinks there might have been a rubric for each Deep Dives evaluation on the canvas page</td>
</tr>
<tr>
<td>• Having a better understanding of how auto grades were generated would be constructive</td>
<td>• Thinks for the highly credible ones, they have a static list of specific domain names</td>
</tr>
<tr>
<td>• Didn’t know what the students could see</td>
<td>• Wasn’t always obvious when TAs overrode grades</td>
</tr>
<tr>
<td>• Assumed students saw the same feedback they did</td>
<td>• Just assumed when professors overrode grades</td>
</tr>
<tr>
<td>• Low scores indicated an error</td>
<td></td>
</tr>
</tbody>
</table>
## B.4 Trust in AI

Table B.6: Trust in AI

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Got more comfortable with the algorithm as time went on</td>
<td>• Usually didn’t question the AI</td>
</tr>
<tr>
<td>• Didn’t put too much faith in the AI</td>
<td>• Usually got better grades than Deep Dives made it seem like</td>
</tr>
<tr>
<td>• Double-checked scores to make sure they were fair</td>
<td>• Figured out Deep Dives’ quirks over time</td>
</tr>
<tr>
<td>• Trusted grammar and mechanics the most</td>
<td></td>
</tr>
<tr>
<td>• Trusted flow and structure the least</td>
<td></td>
</tr>
<tr>
<td>• AI grader usually graded the same as they would’ve</td>
<td></td>
</tr>
<tr>
<td>• Trusted it more and less over time because they could see how it worked, but didn’t always agree with how it graded</td>
<td></td>
</tr>
<tr>
<td>• Always had to go back and check</td>
<td></td>
</tr>
<tr>
<td>• Got more comfortable with the algorithm as time went on</td>
<td></td>
</tr>
<tr>
<td>• Trusted it more as time went on because they learned what they could trust</td>
<td></td>
</tr>
<tr>
<td>• Knew what to expect over time</td>
<td></td>
</tr>
</tbody>
</table>
Table B.7: Trust in AI (Continued)

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Biggest learning curve was getting used to the AI</td>
<td>• Learned not to take Deep Dives scores at face value</td>
</tr>
<tr>
<td>• Had to tailor expectations to what AI would actually offer</td>
<td>• Thinks the AI was generally fair</td>
</tr>
<tr>
<td>• Never bumped down on AI grades</td>
<td></td>
</tr>
<tr>
<td>• Didn’t think it was overly harsh</td>
<td></td>
</tr>
<tr>
<td>• Would flag grammar things that weren’t actually issues</td>
<td></td>
</tr>
<tr>
<td>• Trust depends on category and grade—didn’t trust low grades</td>
<td></td>
</tr>
<tr>
<td>• Overrode grades for almost every student</td>
<td></td>
</tr>
<tr>
<td>• Didn’t trust it less over time but assigned it a different role—to assist grading and not replace it</td>
<td></td>
</tr>
<tr>
<td>• Didn’t override scores often</td>
<td></td>
</tr>
<tr>
<td>• Trust depends on category and grade—didn’t trust low grades</td>
<td></td>
</tr>
<tr>
<td>• Sometimes it graded too harsh, sometimes not harsh enough</td>
<td></td>
</tr>
<tr>
<td>• Felt like it was harsh</td>
<td></td>
</tr>
<tr>
<td>• Didn’t think it was overly harsh</td>
<td></td>
</tr>
<tr>
<td>• Trusted it more once they noticed it graded like they would</td>
<td></td>
</tr>
<tr>
<td>• Would override scores when they didn’t trust grades and didn’t know what was going on</td>
<td></td>
</tr>
<tr>
<td>• Didn’t override scores often</td>
<td></td>
</tr>
</tbody>
</table>
### B.5 Issues and Concerns

#### Table B.8: Issues and Concerns

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Questions if it is fair to put students in a box and force them to write in a certain way</td>
<td>• People had different experiences because Deep Dives are telling you one thing, but TAs are grading for another</td>
</tr>
<tr>
<td>• Flow and structure is pretty subjective</td>
<td>• Realized there were certain cheats</td>
</tr>
<tr>
<td>• Would bump up flow and structure scores when students got deducted points for flowery writing</td>
<td>• Sometimes feedback was contradictory</td>
</tr>
<tr>
<td>• Students questioned flow the most</td>
<td>• Wants to see all pieces of feedback at once</td>
</tr>
<tr>
<td>• Forced students to write unnaturally</td>
<td>• They can’t have a discussion with AI like they could with a professor; wished for more information</td>
</tr>
<tr>
<td>• Sometimes had a differing opinion with AI, so didn’t know if they should change it</td>
<td>• The software prohibited their own writing process and wanting to expand on certain thoughts</td>
</tr>
<tr>
<td>• Would override when they didn’t agree with score</td>
<td>• AI marks some sources as somewhat credible that they thinks should be highly credible</td>
</tr>
<tr>
<td>• Hesitant to override because didn’t want their own bias to bleed in</td>
<td>• Realized that the way it rates credible sources is dubious at best, so wouldn’t pay as much attention to it</td>
</tr>
<tr>
<td>• More boring papers were more likely to get full credit</td>
<td>• Issues come when there are grammar rules that have exceptions</td>
</tr>
<tr>
<td></td>
<td>• It made you dumb it down</td>
</tr>
<tr>
<td></td>
<td>• There were a lot of errors</td>
</tr>
<tr>
<td></td>
<td>• Didn’t know where issues were</td>
</tr>
<tr>
<td></td>
<td>• Said paper looks choppy when it was only two sentences long</td>
</tr>
<tr>
<td></td>
<td>• 300-word paragraph with 10 sentences was too short, but 4-sentence paragraph was too long</td>
</tr>
</tbody>
</table>
B.6 User Interface

Table B.9: User Interface

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• UI was easy to use</td>
<td>• Everything was easy to find within the UI</td>
</tr>
<tr>
<td>• Finding feedback was easy</td>
<td>• Usually left their writing as is because they couldn’t figure out how to get the confusing feedback errors to go away</td>
</tr>
<tr>
<td>• Feedback was somewhat hidden</td>
<td>• Font was sometimes a bit small</td>
</tr>
<tr>
<td>• 3 or 4 clicks to see what was being flagged</td>
<td>• Couldn’t figure out how to see more than two pieces of feedback</td>
</tr>
<tr>
<td>• UI was sometimes weird</td>
<td></td>
</tr>
<tr>
<td>• Sometimes couldn’t find the explanations</td>
<td></td>
</tr>
<tr>
<td>• Had to manually transfer grades to gradebook</td>
<td></td>
</tr>
<tr>
<td>• Feedback isn’t all on one page</td>
<td></td>
</tr>
<tr>
<td>• Easy to provide feedback</td>
<td></td>
</tr>
</tbody>
</table>

B.7 Areas of Improvement

Table B.10: Areas of Improvement

<table>
<thead>
<tr>
<th>Graders</th>
<th>Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Wants inline comments</td>
<td>• Wishes they could see all pieces of feedback at once so they could fix the easier ones first</td>
</tr>
<tr>
<td>• Would flag grammar things that weren’t actually issues</td>
<td>• Wishes Deep Dives gave more information because they can’t have a discussion with AI like they could with a professor</td>
</tr>
<tr>
<td>• Wants a better plagiarism check</td>
<td></td>
</tr>
<tr>
<td>• Wishes they could see what the AI was asking the students to do</td>
<td></td>
</tr>
</tbody>
</table>