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Empirical Investigations of More Practical Fault Localization Ap-
proaches

Tung Dao

(ABSTRACT)

Developers often spend much of their valuable development time on software debugging and

bug finding. In addition, software defects cost software industry as a whole hundreds or even

a trillion of US dollars. As a result, many fault localization (FL) techniques for localizing

bugs automatically, have been proposed. Despite its popularity, adopting FL in industrial en-

vironments has been impractical due to its undesirable accuracy and high runtime overhead

cost. Motivated by the real-world challenges of FL applicability, this dissertation addresses

these issues by proposing two main enhancements to the existing FL. First, it explores dif-

ferent strategies to combine a variety of program execution information with Information

Retrieval-based fault localization (IRFL) techniques to increase FL’s accuracy. Second, this

dissertation research invents and experiments with the unconventional techniques of Instant

Fault Localization (IFL) using the innovative concept of triggering modes. Our empirical

evaluations of the proposed approaches on various types of bugs in a real software devel-

opment environment shows that both FL’s accuracy is increased and runtime is reduced

significantly. We find that execution information helps increase IRFL’s Top-10 by 17–33%

at the class level, and 62–100% at the method level. Another finding is that IFL achieves

as much as 100% runtime cost reduction while gaining comparable or better accuracy. For

example, on single-location bugs, IFL scores 73% MAP, compared with 56% of the conven-

tional approach. For multi-location bugs, IFL’s Top-1 performance on real bugs is 22%, just

right below 24% that of the existing FL approaches. We hope the results and findings from



this dissertation help make the adaptation of FL in the real-world industry more practical

and prevalent.



Empirical Investigations of More Practical Fault Localization Ap-
proaches

Tung Dao

(GENERAL AUDIENCE ABSTRACT)

In software engineering, fault localization (FL) is a popular technique to automatically find

software bugs, which cost a huge loss of hundreds of billions of US dollars on the software

industry. Despite its high demanding and popularity, adopting FL in industrial software

companies remains impractical. To help resolve this applicability problem, this dissertation

proposed enhanced techniques to localize bugs more accurately and with less overhead run-

time expenses. As a result, FL becomes more practical and efficient for software companies.
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Chapter 1

Introduction

Software bugs (defects and faults are used interchangeably) are prevalence and remains

expensive and time-consuming to tackle. Software debugging (i.e., localizing and fixing

bugs) takes an estimate of 50% of developers’ work time and costs the whole economy more

than $300 billion to $1 trillion annually [3, 63]. Before bugs are fixed, they must be accurately

and quickly localized. The software defect localization itself is often the more difficult and

time-consuming part of the two [18, 19, 20, 24, 34, 116, 121]. No matter how skillful and

careful a developer is, he or she is always prone to introduce bugs at some point of a time

during their software development. Thus, well-designed, continuous and thorough software

testing is still the main hope to catch bugs. Unfortunately, however, in reality, a significant

number of bugs are often leaked and uncovered into production. Therefore, the damage and

consequences are far costlier and detrimental.

The major challenges for current fault localization (FL) techniques and tools in the real-

world software development include:

(1) Undesirable Accuracy Performance: An enterprise-typed software application

may well contain millions of lines of code (LoC), and tens of thousands of testcases.

Test execution against the application generates a large amount of profiling data for

FL to analyze and identify fault locations (e.g., line, method, class or file), when failing

testcases happen. In addition to the dynamic execution information, static resources,

1



2 Chapter 1. Introduction

such as, bug reports, textual representation of application code and testcases should

also be taken into consideration to localize faults for a better performance. Existing

fault localization techniques often utilize either execution profiling information (i.e.,

spectrum), or static bug reports. Techniques that rely on spectrum to localize faults

are called spectrum-based fault localization (SBFL) [18, 21, 50, 55, 56, 69, 77, 81, 105,

109]. Ones use the later are called information retrieval (IR-based) fault localization

(IRFL) [25, 53, 62, 64, 65, 71, 78, 80, 83, 100, 121]. Analyzing either of the two

spectrum or textual representation will cause a localization technique to search in a

much larger searching space, resulting in lower performance in terms of accuracy.

(2) Impractical Applicability in Industry: SBFL techniques require all tests are ex-

ecuted before bugs are localized. It is common that a real-world application contains

thousands of complex tests (e.g., unit tests, integration tests), whose execution often

takes much time to complete (i.e., hours or days). In a highly agile software develop-

ment environment, this expensive runtime overhead cost spent to execute all the tests

so SBFL can be applied, is impractical if not unacceptable.

In this dissertation, we present our research to improve the state-of-the-art of FL by ad-

dressing the two aforementioned challenges with the following approaches:

Integration between IR-based techniques with execution information: To cope

with the challenge 1, we propose to facilitate IR techniques with runtime execution infor-

mation. In this research, we study and develop techniques that combine both spectrum

(coverage and slicing profiling data) and textual representation information. We then con-

duct empirical studies to find out the best strategies for the combination, and how much

accuracy improvement the proposed combination techniques achieve compared with the ex-
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isting approaches. Our results show that our combining strategies increase, for example,

Top-10 by 17–33% at the class level, and 62–100% at the method level.

Instant Spectrum-based Fault Localization (IFL) with triggering modes: To ad-

dress the challenge 2, we study how to shorten fault localizing time, while achieving the

same or better accuracy, for SBFL. In particular, we propose the novel concept of trigger-

ing modes, to instantly rank and output faulty locations based on a partial coverage spec-

trum data. We then integrated these proposed triggering mode-based SBFL techniques in a

real-world software development environment using a continuous integration and continuous

delivery (CI/CD) pipeline. Our empirical evaluation of this approach on both open-sourced

and real-world close-sourced bug datasets shows that IFL achieves as much as 100% runtime

cost reduction while gaining comparable or better accuracy. For example, on single-location

bugs, IFL achieved 73% MAP, compared with 56% of the conventional approach. For multi-

location bugs, IFL’s Top-1 performance on real bugs is 22%, just right below 24% that of

the existing SBFL approaches.

The rest of the dissertation is organized as follows. Chapter §2 introduces relevant back-

ground for our research in this dissertation. Chapter §3 gives more formal definition of

related concepts used in the dissertation. Chapter §4 discusses our research on improving

IRFL using execution information. Chapter §5 presents our proposed IFL and Triggering

Modes for single-location bugs fault localization. Chapter §6 describes our proposed IFL

and Triggering Modes for multi-location bugs fault localization. Chapter §7 reviews related

work. Chapter §8 discusses our future work to improve SBFL in cloud-based applications.

Finally, chapter §9 summarizes and concludes the dissertation.



Chapter 2

Background

In this section (Section 4.3.1), we first present the background of IR-based fault localization,

and then discuss different execution information and how we collected them. Finally, we

explain our four ways of combining execution information with IR-based techniques.

2.1 IR-Based Fault Localization (IRFL)

Given a bug report, IRFL treats the report as a query, and considers source code elements

as a document collection. It ranks elements according to their textual similarity with the

report [65, 70, 70, 72, 78, 82, 83, 89, 99, 100, 121]. In this section, we summarize the baseline

IR-based technique, two widely used IR-based tools (BugLocator [121] and BLUiR [82]),

and AML—a hybrid approach combining an IR-based technique with spectrum execution

information.

2.1.1 The baseline technique

applies the IR framework Indri [92] directly without any optimization. Given a bug report

and a buggy program, it preprocesses the data in three steps. First, it extracts all words

except for stop words (e.g., “a”, “at”, and “which”), and programming language keywords

(e.g., while, for). Second, it applies camel case splitting (IsSigned → {“Is”, “Signed”}) and

4



2.1. IR-Based Fault Localization (IRFL) 5

stemming [54] (“Signed” → “sign”) to split and stem code identifiers. Third, it indexes

all documents (i.e., classes or methods) by terms, and computes the term frequency (TF)

for individual documents. After the preprocessing, Indri takes in the bug report query and

document corpus, retrieves query-relevant documents, and ranks the documents by relevance.

For our study, we used the default VSM (i.e., TF-IDF) model of Indri to do experiments.

2.1.2 The state-of-the-art techniques

BugLocator

BugLocator [121] improves the baseline with two specializations. First, instead of using the

default VSM, BugLocator builds a revised VSM (rVSM) to calculate the query-document

similarity differently. The specialization is based on the tool builders’ observation that

longer files are more likely to be buggy than shorter ones. Second, when ranking documents,

BugLocator also considers bug history. Hypothetically, similar bug reports may indicate

similar bug locations. If a new report is similar to some reports whose bugs are already

located, then BugLocator highly ranks those bug locations. According to the evaluation with

more than 3000 real bugs in prior work [121], these two customizations enabled BugLocator

to outperform the known baseline techniques [73, 80].

BLUiR

BLUiR [82] improves the baseline by considering structure information. Different from prior

approaches, BLUiR observes document structures and program structures. Given a bug

report, it assigns more weight to terms in titles than those in summaries, because report

titles usually provide more relevant information. Given a program, BLUiR assigns more

weight to names of classes and methods, but less to variable names and comments, because
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it assumes class and method names are more important.

Prior work [82] showed that BLUiR outperformed BugLocator and BugScout [78].

AML

AML [66] is a hybrid approach to combine spectrum execution information (see Section 2.2)

with an IR-based technique. It consists of three components: AMLText (the IR-based tool),

AMLSpectra (the spectrum information), and AMLSuspWord. These components independently

calculate suspiciousness scores of every program element, and AMLdfdfd then computes a

weighted sum of the scores to rank program elements. Although AML outperforms the

state-of-the-art IR-based technique, it is still unclear whether the outperformance is due to

the approach design or extra dynamic information.

2.2 Execution Information and Its Collection

In this section, we overview the three most widely used types of execution information:

coverage, slicing, and spectrum. We also explain why they may help FL, and how we

collected them.

2.2.1 Coverage information and its collection

Coverage describes all entities (i.e., classes or methods) covered by a program execution.

This information can help FL because if a test fails, the failure run should cover some buggy

entities. To collect the information, we used ASM bytecode manipulation framework [1] to

instrument the entry and exit of each method. This allows us to record which methods are

executed at runtime, and to identify the executed classes that own the executed methods.
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We used Java Agent to insert code instrumentation on-the-fly during class loading time.

2.2.2 Slicing information and its collection

Slicing [101] describes all classes or methods that may affect the state of a program point.

This information can be helpful because when a test fails, only statements responsible for

the failure can be buggy. In other words, given a failure witness statement (i.e., the failed

assertion or the statement that threw an uncaught exception), only statements on which it

is transitively control or data dependent are responsible for the failure. Slicing information

can be collected statically or dynamically [41, 95, 101]. We used JavaSlicer [2], a dynamic

slicing tool, to instrument every instruction for trace collection, and to perform backward

slicing from the failure witness statement in each trace [95].

We chose the tool for two reasons. First, we prefer dynamic slicing to static slicing, because

dynamic slicing identifies all code elements that actually affect the failure state. Second,

unlike other dynamic slicing tools, JavaSlicer is publicly available and widely used [107,

119]. Although it outputs all instructions responsible for a failure state, in our study, we

mapped them to their owner methods or classes for method-level or class-level slices, be-

cause IRFL ranks buggy methods or classes. Specifically, if one method or class has at least

one instruction in the failure-relevant slice, we include the entity into the method-level or

class-level slice.

2.2.3 Spectrum information and its collection

Spectrum (formally defined in ??) can be used to formulate how suspicious a program element

is when the program fails. The higher suspiciousness score a code element gets, the more

likely it is buggy. Intuitively, if a code element is executed solely by failed tests but never
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by passed tests, the element may be buggy. Spectrum information can help IRFL, because

it provides a complementary approach to localize faults.

In our study, with the ASM bytecode instrumentation mentioned above, we got both method-

level and class-level coverage information by passed tests and failed tests. Then we tried

four widely-used formulae to separately compute the spectrum information: Tarantula [56],

Ochiai [20], Jaccard [19], and Ample [33]. Formally, given a buggy program and a set of

tests, we use nf and np to represent the total number of failed and passed tests. For each

program element e, whether it is a class or a method, we use ef and ep to denote the number

of failed and passed tests executing e.

All four formulae are shown below:

Tarantula =

ef
ef+nf

ef
ef+nf

+ ep
ep+np

(2.1)

Ochiai =
ef√

(ef + ep)(ef + nf )
(2.2)

Jaccard =
ef

ef + ep + nf

(2.3)

Ample = | ef
ef + nf

− ep
ep + np

| (2.4)
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2.3 Spectrum-Based Fault Localization (SBFL)

SBFL automatically identifies and ranks potential buggy locations when a program P fails

the execution of its test suite T [57]. To use a typical SBFL approach, developers usually

take three steps.

1. Given a buggy program P and its test suite T , developers instrument either the source

code or compiled code (e.g., Java byte code) to monitor which program element (e.g.,

Java class, method, or statement) is covered by the execution of which test case.

2. Developers execute P with T , so that the instrumented code can dynamically gather

and log the execution coverage of each passed/failed test. We use nf and np to denote

the total number of failed and passed tests by P . For each program element e, we use

ef and ep to represent the number of failed/passed tests executing e.

3. Based on the logged data, an SBFL formula is used to compute the suspiciousness

score of each program element, and to rank all elements in the descending order of

those scores.
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Definition

3.1 Fault Classification

Listings 1 and 2 use two simplified real bug examples from Cvent to demonstrate single-

and multi-location bugs. Lines marked with minus (-) in red represent buggy locations, and

their corresponding fixes are marked with plus (+) in green.

3.1.1 Single-Location Bugs

A single-location bug has only one single line of code responsible for the bug. Listing 1 is a

single-location bug (incorrect predicate to check cache expiry).

1 private final long validDays = 7L;
2 - private final Predicate<LocaDate> expired = cachedAt ->

cachedAt.plusDays(validDays). isAfter (LocaDate.now());↪→

3 + private final Predicate<LocaDate> expired = cachedAt ->
cachedAt.plusDays(validDays). isBefore (LocaDate.now());↪→

Listing 1: Single-location Bug Example

10
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1 Response<DatasetResolvedForTestUse> response =
2 - client.getDatasetForTestUse (datasetId, env) .execute();
3 + client.getDatasetForTestUse (datasetId, env, false) .execute();// don't increment usage

count↪→

4 //...
5 public Object getOrCreateDatasetMinimalBlocking(String datasetId, String env,

DatasetReusePolicy policy, List<DatasetDependency> dependencies,
BiFunction<ResolvedDependencyCollection, DatasetHelper, List<Object>
datasetCreationFunction) throws IOException, InterruptedException {

↪→

↪→

↪→

6 Reponse<DatasetResolvedForTestUse> response =
7 - client.getDatasetForTestUse (datasetId, env) .execute();
8 + client.getDatasetForTestUse (datasetId, env, true) .execute(); // do increment usage

count↪→

9 //...
10 }

Listing 2: Multi-location Bug Example

3.1.2 Multi-Location Bugs

A multi-location bug contains more than one buggy location, compared with a single-location

bug that has only one single line of code responsible for the bug. Listing 2 shows a multi-

location bug involving in two buggy locations, i.e., lines 2 and 7 (faulty in tracking dataset

usage).

In theory, SBFL is designed to work for both cases, though finding multi-location bugs is

more challenging because SBFL needs to find those locations equally well. In the example,

the two buggy locations should be ranked as first and second, in which case the accuracy of

SBFL is 100%. However, if SBFL ranks them as second and fifth, then its accuracy would

be reduced to 45% (see §3.3 for definitions of accuracy metrics).
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3.2 SBFL and Triggering Modes

3.2.1 Program and its Spectra

SBFL aims to identify bug locations or entities (e.g., statement, method, class) of a buggy

program using coverage information (spectra). Let the program under investigation P =

{e|e = entity} be represented as a set of its entities. Let P ’s test set, T = Tf ∪ Tp, and

nf = |Tf |, np = |Tp|, where Tf and Tp are the set of failed and passed tests, respectively. For

an entity e ∈ P , let ef and ep be the numbers of distinct failed tests ∈ Tf and passed tests

∈ Tp that cover e, respectively. Then, e’s spectrum is defined as espectrum = (ef , ep, nf , np).

P ’s spectra, Pspectra, is {espectrum}, a set of all e’s spectrum for all e ∈ P .

3.2.2 Fault Localization Workflow

SBFL uses the four steps below to identify and rank buggy locations:

Instrumentation: P and T are instrumented by techniques that modify the source code

directly or indirectly via their compiled code (e.g., Java byte code), so that Pspectra can be

recorded and collected. Tools such as SonarQube [16], Clover [5], Jacoco [13], Corbetura [11]

are often used in industry for this purpose. We use Clover in this dissertation.

Test Execution: T is run against the instrumented P using automated test runner or

framewor, such as Maven [15], TestNG [10], JUnit [14]. Once the test execution is finished,

Pspectra is all recorded.
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Suspiciousness Score Calculation: For each entity e ∈ P , its buggy suspiciousness

score, escore, is calculated using espectrum, (ef , ep, nf , np). There are numerous spectrum-

based formulae proposed to compute escore, such as, Dice =
2∗ef

ef+ep+nf
, Goodman =

2∗ef−nf−ep
2∗ef+nf+ep

,

Hamann =
ef+np−ep−nf

ef+ep+nf+np
, and Euclid =

√
ef + np. In this dissertation we used 25 popular

formulae shown in Tab. 3.1.

Ranking: Entities in P are ranked based on their suspiciousness scores in decreasing order,

where the most likely buggy locations are on top. The ranked list of P ’s entities are the final

result of the bug localization process.

3.2.3 Ranking Formulae

The 25 SBFL common ranking formulae used in this dissertation are defined below:

3.2.4 Triggering Modes

A triggering mode is a temporal concept defined as the moment during a program’s test

execution at which SBFL is invoked. This dissertation defines and explores the five following

triggering modes:

First-Failure Triggering (IFLS1) invokes SBFL right after the first test failure. This is

the minimal requirement for SBFL to work as it requires at least 1 failed test. While this

mode uses minimal time and computing resources, it also collect fewer coverage (spectrum)

information.
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Table 3.1: The investigated 25 SBFL formulas

Name Formula Name Formula

Ample | ef
ef + nf

− ep
ep + np

| Anderberg ef
ef + 2 ∗ ep + 2 ∗ nf

Dice 2 ∗ ef
ef + ep + nf

Euclid √
ef + np

Goodman 2 ∗ ef − nf − ep
2 ∗ ef + nf + ep

Hamann ef + np − ep − nf

ef + ep + nf + np

Hamming ef + np Jaccard ef
ef + ep + nf

Kulczynski1 ef
nf + ep

Kulczynski2 1

2
∗ ( ef

ef + nf

+
ef

ef + ep
)

M1 ef + np

nf + ep
M2 ef

ef + np + 2 ∗ nf + 2 ∗ ep
Ochiai ef√

(ef + ep) ∗ (ef + nf )
Ochiai2 ef ∗ np√

(ef + ep) ∗ (nf + np) ∗ (ef + np) ∗ (ep + nf )

Overlap ef
min(ef , ep, nf )

RogersTanimoto ef + np

ef + np + 2 ∗ nf + 2 ∗ ep
RussellRao ef

ef + ep + nf + np

SimpleMatching ef + np

ef + ep + nf + np

Sokal 2 ∗ ef + 2 ∗ np

2 ∗ ef + 2 ∗ np + nf + ep
SφrensenDice 2 ∗ ef

2 ∗ ef + ep + nf

Tarantula

ef
ef + nf

ef
ef + nf

+
ep

ep + np

Wong1 ef

Wong2 ef − ep Zoltar ef

ef + ep + nf + 10000 ∗ nf ∗
ep
ef

Wong3 ef − h, where h =


2 + 0.1 ∗ (ep − 2) if 2 < ep <= 10

2.8 + 0.01 ∗ (ep − 10) if ep > 10

ep otherwise
Note: nf and np separately represent the total number of failed and
passed tests by a program. For any executed program element e, ef and
ep separately represent the number of failed and passed tests covering e.

Multi-Failure Triggering (IFLSk
f) initiates SBFL after every kth (k=1–5) test failures.

As k increases, more spectrum information was collected. However, this mode requires more

time and computing resources.

Failure-Pass Triggering (IFLSk
p) activates SBFL after the first test failure, and subse-

quently k extra passed tests (k = 1–10). Compared to IFLS1, IFLSk
p spends more time and
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resources to collect coverage data. Here we can study the trade-off between gained accuracy

and time and resources required for executing more tests.

Frequency-Based Triggering (IFLSk
t ) IFLSk

t periodically calls SBFL to localizes faults

at a predefined interval (e.g., every 2 minutes). With such periodic updates, we can observe

how ranking is adjusted as more coverage data is available. One possible limitation is that

when few failures happen, IFLSk
t may waste time to unnecessarily rerank locations.

Complete Execution Triggering (IFLSA) is the conventional SBFL, which ranks bug

locations after executing all available tests. IFLSA is thus expensive and might not be ap-

plicable in the real world, e.g., at Cvent with many tests.

In its essence, each triggering mode corresponds to a different approach for selecting a subset

of tests from the complete test set. Our goal is to collect a partial set of spectrum data that is

sufficient for SBFL to function effectively. By experimenting with these different triggering

modes, we explore the trade-offs between effectiveness of SBFL and its runtime cost. Note

in our study that all tests were executed sequentially in a fixed order, determined by the test

executor (Maven-Clover plugin). This fixed ordering ensures deterministic results throughout

our study. In addition, all triggering modes use instrumented tests. While instrumentation

adds overhead, it is generally not a concern in practice, as companies (e.g., Cvent) often run

instrumented tests to at least measure code coverage metrics, as part of code quality control

procedure.
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3.3 Effectiveness Metrics

3.3.1 Recall at Top N (Top-N)

This measures the percentage of buggy entities that are included in the top N ranked loca-

tions. For example, if an entity is ranked third, its Top-1 recall rate would be 0% (as it is

not ranked first) and its Top-5 recall rate would be 100% (as it is within the top five ranks).

In general, a higher Top-N recall means better performance.

3.3.2 Mean Average Precision (MAP)

This measures the accuracy and ranking quality of FL in identifying the (faulty) entities.

Higher MAP value is better. The Average Precision (AP) of an FL task is:

AP =
M∑
k=1

P (k)× pos(k)

number of positive instances
× 100% (3.1)

Suppose that FL ranked M statements and one of them is positive (i.e., buggy), then the

number of positive instances is equal to 1. For each value of k, where k varies from 1 to

M , P (k) is the percentage of positive instances among the top k instances, and pos(k) is a

binary indicator of whether or not the kth statement is positive. Namely, pos(k) = 1 if the

kth statement is positive, otherwise pos(k) = 0. For example, if four statements are ranked,

and the 3rd and 4th are positive, then AP is (1
3
+ 2

4
)/2 × 100% = 42%. On the other hand,

if the 1st and 2nd of the ranked list are buggy, then AP = (1
1
+ 2

2
)/2× 100% = 100%.
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3.3.3 Mean Reciprocal Rank (MRR)

This measures precision in a different way. Given a set of fault localization tasks, it calculates

the mean of reciprocal rank values for all tasks. Overall, higher MRR value indicates better

the precision. The Reciprocal Rank (RR) of a single task is defined as:

RR =
1

rankbest
× 100% (3.2)

where rankbest is the rank of the first actual bug located. For example, for 4 ranked state-

ments with the 3rd and 4th being buggy, RR is 1
3
× 100% = 33%.

3.4 Adopting SBFL at Cvent

3.4.1 Continuous Integration/Continuous Delivery (CI/CD)

A CI/CD build pipeline to manage its software development and operations, including build,

test, and deploy stages. This reduces human effort and allows for easy and automated tasks to

handle changes, integration, implementation, and delivery of software features. For example,

when code changes are committed, a CI/CD script is invoked to automate tasks including

compiling, running tests, packaging, and deploying. Fig. 3.1 outlines the CI/CD workflow

at Cvent.

3.4.2 Integrating SBFL with CI/CD

Without SBFL, test failures require manual inspection to find bugs. However, with SBFL

integration, bugs are automatically localized using code coverage profiling data. This ac-
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Figure 3.1: CI/CD and SBFL Integration Outline.
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Figure 3.2: Collecting coverage profiling data with Clover.

celerates the debugging process for developers as manually localizing bugs, especially multi-

location ones, is highly time-consuming and difficult.

However, with thousands of CPU hours spent daily running tests and an average failure

rate of around 7%, waiting for all test executions to finish before applying SBFL becomes

impractical. In this scenario, IFLS appears to be a more suitable alternative to SBFL for

scaling to our level of operations.

3.4.3 Collecting Code Coverage in CI/CD

The CI/CD build pipeline at Cvent uses the open-source Clover tool [5] to collect profiling

data.
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Code coverage is the percentage of code that is covered by test execution. Code coverage

measurement reflects which program elements are executed through a test run, and which

elements are not [4].

Clover is an open-source code profiling tool, to gather coverage data. To collect the cov-

erage information, Clover injects profiling logic to Java source code, and compiles the code

with normal compilers to produce instrumented .class files. When instrumented code is

executed, the profiling data (e.g., executed statements) is saved to Clover’s database.

Fig. 3.2 illustrates how Clover collects code coverage from profiling data of a Java-based

microservice application. Activities related to the application (under investigation) are rep-

resented by green boxes: (1) configuring the app’s pom.xml, (2) instrumenting application

code to enable code coverage tracking, (3) packaging the instrumented application into a

deployable and executable file, and (4) deploying the application.

Activities related to testing are marked in red: (5) configuring the test’s pom.xml file, (6)

instrumenting the test code, (7) executing the tests, (8) running the application in a cloud-

based environment, (9) shutting down the application JVM once tests are completed, (10)

merging coverage databases generated by the application and the tests into a shared coverage

data, and (11) finally, obtaining per-test coverage profiling data for both of the tests and

the application. Of course, in the CI/CD build pipeline this is achieved automatically with

build scripts (using Groovy at Cvent).
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Improving Fault Localization with

Information-Retrieval and Execution

Information

4.1 Motivation

Given a bug report and a buggy program, developers may spend tremendous time and effort

understanding the bug description and code to locate faults. To facilitate fault compre-

hension and accelerate fault finding, researchers have proposed various information retrieval

(IR) based fault localization (IRFL) techniques [78, 80, 82, 121]. By treating the bug report

as a query, and the source code files as plain documents, these techniques rank software

entities (i.e., classes or methods) based on their relevance or similarity to the query. The

more relevant a program entity is, the higher it is ranked as a potential bug location.

These IR-based techniques can facilitate fault localization and program comprehension, be-

cause they help developers focus effort on fault-relevant code elements. In particular, Zhou

et al. proposed BugLocator to use a specialized Vector Space Model (VSM), called rVSM, by

considering file lengths and bug history [121]. They demonstrated that rVSM outperformed

other IR models on real bugs from four open-source projects. Saha et al. further proposed

21
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BLUiR [82] to use another revised VSM by considering code constructs, such as class and

method names. Their experiments showed that BLUiR even outperformed BugLocator.

In spite of an enormous number of various IRFL techniques, their application and accuracy

are inadequate. We hypothesize that the execution information of buggy programs can

further help fault localization and program comprehension. Le et al. proposed the first tool,

AML, to combine IRFL with spectrum execution information [66]. They used a hybrid

model to encode both spectrum and textual information into a specialized VSM. They

found that AML outperforms Learning-to-rank [108] (a state-of-the-art IRFL technique), and

MULTRIC [106] (a state-of-the-art spectrum-based fault localization technique). However,

it is still unknown how various types of execution information can generally help with IRFL.

To systematically investigate the impact of various execution information on IRFL tech-

niques, we performed an extensive study on three kinds of execution information, and three

state-of-the-art IRFL techniques, using an existing dataset of 157 real bugs. More specif-

ically, we investigated the following three types of information: (1) coverage—the classes

or methods covered by failed tests, (2) slicing—the classes or methods in the dynamic

slice [101] of each failure witness statement (i.e., a failure assertion or an exception-throwing

statement), and (3) spectrum—the suspiciousness score of each executed class or method,

which describes the coverage ratio between passed and failed tests [56]. Hypothetically, cov-

erage and slicing may help with IRFL techniques by refining the search space. The reason

is if an entity (i.e., class or method) is not covered by a failed test or does not occur in the

slice of a failure witness statement, it is unlikely to be buggy. Spectrum information may

further help by ranking program entities purely based on suspiciousness scores. Its ranking

can complement the ranking by IRFL techniques.

In this study, we experimented with three existing IRFL techniques: the baseline, Bu-

gLocator [121], and BLUiR [82]. To assess the impact of different execution information
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on IRFL techniques, we combined IRFL techniques and execution information in four ways:

• IRc: coverage and IR

• IRs: slicing and IR

• IRcp: coverage and spectrum and IR

• IRsp: slicing and spectrum and IR

Our experiments revealed a number of interesting findings. First, we observed that cov-

erage information can effectively reduce the search space of IR-based techniques, and thus

significantly improve fault localization at both class and method levels. In particular, for

all three IRFL techniques, the number of actual bug locations ranked within Top 10 was

increased by 17–33% at class level, and by 62–100% at method level. This combination strat-

egy even outperformed state-of-the-art hybrid technique AML [66] in most cases. Second,

slicing information can further improve fault localization. Compared with coverage, slicing

further increased the number of actual bug locations among Top 10 by 1–43% at class level,

and by 9–30% at method level. Third, the additional usage of spectrum information further

improved fault localization at method level. Our study shows that dynamic execution in-

formation can generally bring considerable improvement to IRFL. Some future approaches

that delicately combine various execution information with IRFL techniques may further

facilitate fault localization and program comprehension.

4.2 Contributions

This research makes the following contributions:
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• We investigated four ways to combine execution information with IRFL by exploring

three kinds of information, and three IRFL techniques.

• Our quantitative analysis shows that coverage and slicing information effectively helps

with IRFL at both the class and method levels, while spectrum information further

helps at method level.

• This empirical study shows for the first time that execution information can generally

bring considerable improvement to IRFL, even when the combination strategies are

simple and easy to understand.

4.3 Approach

4.3.1 Combining Execution Information with IRFL

Given a bug report, a buggy program, the program’s passed tests and failed tests, we aim

to improve IRFL with execution information using two heuristics: search space reduction

and rank tuning. We systematically investigated four approaches to combine the two types

of information. Intuitively, the combination approaches should always lead to considerable

improvement, since both static and dynamic information is used. However, we do not know

how effectively execution information can help improve IR-based techniques.

4.3.2 Search Space Reduction

According to the Propagation, Infection, and Execution (PIE) model [98], faults are triggered

when a buggy element is executed. Given a buggy program and failed tests, we use coverage

information of the failed tests to reduce the search space of IR-based techniques. If an element
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is not covered by any failure run, it is always irrelevant to failures, and gets excluded from

the scope.

Similarly, slicing information can also be used to refine the search space of IR-based tech-

niques, because only elements affecting the runtime state of a fault witness statement may

be buggy. If an element is not in any failure-relevant slice, it is unrelated to the reported

bug.

4.3.3 Rank Tuning

Given a ranked list by an IR-based technique, coverage or slicing information always shortens

the list, but does not change the relative ranking among covered or sliced elements. If

two failure-relevant elements A and B are ranked in a wrong order, neither coverage nor

slicing can correct the mistake. In comparison, spectrum information maps each element

to a suspiciousness score based on execution coverage. According to the suspiciousness

scores, spectrum may rank code elements very differently from IR-based techniques. When

combining the two ranked lists together, we may correct the ordering mistake mentioned

above in an IR-based list. Formally, given a class or method whose source code is represented

as d, if its IR-based score is denoted as Score(d, q), and spectrum-based score is Susp(d),

we define a combination factor α to control their separate weights when synthesizing an

adjusted score Score′(d, q) as follows:

Score′(d, q) = (1− α) ∗ Score(d, q) + α ∗ Susp(d) (4.1)

where α is configured to vary from 0 to 1, with 0.1 increment. In this way, we are able to

experiment with different configurations to identify the optimal combination.
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4.3.4 Four Combination Variants

We experimented four ways of combining dynamic execution information with IR-based

techniques.

IRc: Coverage information is used to refine the search space of IR-based techniques by fil-

tering out un-executed entities (i.e., classes or methods). Ideally, the filtering can be

applied either before or after IR-based techniques, namely (1) Filter-then-IR or (2) IR-

then-Filter. If filtering is applied first, IR-based techniques only focus on documents

covered by failed tests. Otherwise, IR-based techniques are applied to the whole code-

base, and then coverage is used to remove entities from the ranked lists of IR-based

techniques. Intuitively, both approaches should work equally well. However, accord-

ing to our experiments (Chapter §4.6.1), approach (2) is generally better, so we used

IR-then-Filter by default.

IRs: Similar to IRc, slicing information is used to refine the search space of IRFL.

IRcp: Coverage information is first used to refine an IR-based list. Spectrum information is

then applied to synthesize a tuned ranked list.

IRsp: Slicing information is first used to refine an IR-based list. Spectrum information is

then used to tune the ranked list.

To systematically compare different combination approaches, we evaluated their effectiveness

at both class and method levels. For class-level evaluation, we check whether an approach

localizes the buggy class(es). For method-level evaluation, we verify whether an approach

identifies the buggy method(s). Note that since IRFL suggests buggy classes and methods,

our investigated combinations also rank class- or method-level bug locations.



4.4. Research Questions 27

4.4 Research Questions

In this empirical study, we aim to answer the following research questions:

RQ1: How does coverage information help with IRFL? Intuitively, by refining search space,

coverage information should help. However, it is unclear how effectively coverage

information achieves improvement.

RQ2: How does slicing information help with IRFL? We are curious how slicing information

helps with IRFL by reducing the search space.

RQ3: How does spectrum information further improve FL over IRc and IRs? Hypothetically,

by integrating spectrum with IRc and IRs, we should localize faults more effectively.

The reason is coverage and slice only focus on the execution of failed tests, but spectrum

also takes passed tests into consideration. With more execution information included,

we may achieve improvement in FL effectiveness. However, it is unclear how much

improvement we can get.

RQ4: How do our simple combinations compare with AML? We are curious how well our

combination approaches work in comparison with the state-of-the-art hybrid technique.

If our approaches work equally well or even better, it means that dynamic information

generally helps IR-based techniques, no matter how simply the combination is done.

4.5 Evaluation

We experimented with the existing benchmark suite published by Le et al. [66]. As shown

in Tab. 4.1, the dataset consists of 157 real bugs extracted from 4 open source Java projects:

AspectJ, Ant, Lucene,and Rhino. For each bug, the dataset includes a bug report, a set
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Table 4.1: Dataset

Class Method
Project #Bug #Total #Buggy #Total #Buggy
AspectJ 41 4,157 67 14,218 88

Ant 53 1,063 96 9,624 197
Lucene 37 2,737 158 10,220 311
Rhino 26 191 58 4,839 145

Overall 157 8,148 379 38,901 741

of test cases including passed and failed tests, a buggy program,and a fixed version of the

program. The bug report is used by IR-based techniques to locate bugs. The test cases

are used for execution information collection. The actual bug fix, which is the textual diff

between the buggy program and its revised version, serves as the ground truth to evaluate

whether a bug is located correctly. As a bug fix may involve changes to a single or multiple

classes or methods, if we consider all modified code elements as buggy locations, we have

157 bugs mapped to 379 buggy classes, or 741 buggy methods.

4.6 Results and Analysis

In this section, we first show how effectively coverage and slicing can improve IR-based tech-

niques (Chapter §4.6.1 and §4.6.2). Then we describe the effectiveness of spectrum (Chap-

ter §4.6.3). Finally, we compare our combination approaches with AML (Chapter §4.6.4).

4.6.1 RQ1: How does coverage information help with IRFL?

We compared IRc with the original IR-based techniques at both class and method levels.

Since coverage can be used to refine the search space either before or after IR-based tech-

niques, we first investigated which order always produces better results.
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Filter-then-IR (F-I) vs. IR-then-Filter (I-F). The former one first uses coverage infor-

mation to scope a list of entities (i.e. classes or methods) executed by failed tests, and then

applies IR-based techniques to rank entities relevant to a given bug report. The latter one

takes the two steps in a reverse order. To understand which option is better, we tried both

options to localize faults at class and method levels, and observed that I-F performed better

in most cases. Due to the space limit, we only show the class-level results in Tab. 4.2. One

possible reason is that I-F leverages the whole codebase to build corpus for IR techniques,

while F-I only uses the executed classes or methods. With a larger document corpus, I-F

better identifies both important and unimportant words, and thus ranks executed docu-

ments more precisely. Therefore, by default, we used I-F to integrate coverage or slicing

with IR-based techniques.

Finding 2.1: Compared with Filter-then-IR, IRFL-then-Filter worked better to refine

the search space of IRFL with execution information.

Class-level FL identifies buggy classes. Tab. 4.3 (a) shows the comparison between IR-

only and IRc for class-level fault localization. Under each IR-based technique (Baseline,

BugLocator, or BLUiR), there are two columns: IR and IRc. Each column “IR” shows the

original technique’s results, while column “IRc” presents the results of the hybrid approach.

Surprisingly, coverage information alone greatly boosted the overall effectiveness for all IR-

based techniques. In particular, the MAP value of BugLocator was significantly improved

from 0.28 to 0.49, while the MRR value was improved from 0.34 to 0.54. Among the three

techniques, BLUiR had the best effectiveness, which conformed with the findings in prior

work [82]. When augmented with coverage information, BLUiR outperformed others for all

metrics except for Top 1.

However, the effectiveness improvement by coverage did not evenly distribute among dif-
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ferent projects. For example, compared with Baseline, IRc improved the Top-1 metric of

AspectJ from 4 to 6 with 50% improvement, but did not improve the metric for Rhino. We

examined Rhino’s source code, and found that the actual buggy classes were usually ranked

very low (e.g., below Top 100). Therefore, even though coverage could effectively shorten

ranked lists, it was not capable of removing hundreds of unexecuted classes to promote any

buggy class to Top 1.

Finding 2.2: At class level, coverage consistently improved all studied IR-based tech-

niques. On average, MAP was increased from 0.34 to 0.49 with 44% increment, and

MRR was increased from 0.40 to 0.53 with 33% increment.

Method-level FL isolates buggy methods for developers to examine. Compared with class-

level FL, this approach can save more manual effort, because it does not leave a whole class

body for developers to delve into [66]. Tab. 4.3 (b) presents the results. Compared with

class level, all three original techniques worked more poorly at method level, meaning that

locating buggy methods is generally harder than locating classes. Two reasons can explain

the difficulty. First, each method contains fewer terms to index, and may become less

relevant to random queries. Second, there are many more methods to rank than classes,

which makes it harder to rank the actual buggy methods high.

Compared with class level, the improvement by coverage was more significant at method

level. For BLUiR, the overall MAP and MRR improvements were 114% (from 0.14 to 0.30)

and 84% (from 0.19 to 0.35), while the class-level improvements in Tab. 4.3 (a) were 30%

(from 0.40 to 0.52) and 24% (from 0.45 to 0.56). Across all subjects, coverage effectively

improved IR-based techniques in most cases.

As shown in Tab. 4.3 (b), among different techniques, BLUiR performed the worst without
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coverage information. This observation complements the findings in prior work [82], be-

cause Saha et al. only evaluated BLUiR’s performance at class level. The reason why the

observations at class level and method level do not match may be that BLUiR puts more

emphasis on referred program entity names than ordinary description in bug reports. If a

bug report refers to multiple bug-irrelevant methods, BLUiR is misguided to rank methods

wrongly. However, once augmented with coverage, BLUiR achieved the highest MAP and

MRR values, meaning that coverage improved BLUiR’s effectiveness the most significantly.

Finding 2.3: Coverage improved IRFL more significantly at method level than at

class level. The average method-level MAP and MRR improvements were 107% and

79%.

4.6.2 RQ2: How does slicing information help with IRFL?
We experimented with IRs, and compared their results with those of IRc. Although JavaSlicer [2]

is the best dynamic slicing tool we can use, it has not been maintained for several years. It

may not work well for programs requiring features newly introduced in recent JDK versions.

Among all the 157 bug fixes, JavaSlicer [2] only ran successfully with 64 examples. For

the other examples, JavaSlicer failed for three reasons. First, it threw an out-of-memory

exception even though we allocated 8GB memory to JVM. Second, it generated huge traces

without termination, violating our 100GB space limit for each subject. Third, the slicing

result did not include the actual buggy element due to the tool’s limitation when tracing

native methods, standard library classes, and multithreaded applications1.

Therefore, we compared IRs and IRc on those 64 bugs for fairness.

Tab. 4.4 (a) and (b) show the comparison between IRc and IRs at both class and method

1The limitations are also listed on JavaSlicer homepage [2].
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levels. Slicing was more powerful than coverage when improving IRFL. The reason is slicing

removed more irrelevant entities from the IR-based list, and further upgraded ranks of the

relevant ones. Similar to the observations in Chapter §4.6.1, we found that the improvement

at method level was more significant than that at class level. For BLUiR, the average MAP

and MRR improvements of IRs over IRc at method level were 42% and 35%, while the im-

provements at class level were both 22%. Again, BLUiR achieved the best MAP and MRR

when augmented with slicing.

Finding 2.4: Slicing was more helpful than coverage in improving IR-based techniques.

The average MAP and MRR improvements of IRs over IRc were both 15% at class

level, with 40% and 30% at method level.

4.6.3 RQ3: How does spectrum information further improve FL over

IRc and IRs?

To evaluate the impact of spectrum on IRc and IRs, we enumerated all possible combinations

between the four kinds of spectrum information (Chapter §2.2) andIRc or IRs. All three basic

IR-based techniques were explored for complete comparison. We changed the combination

factor α from 0 to 1, with 0.1 increment, to investigate how FL effectiveness varies with α.

For IRcp, as shown in Fig. 4.1, we leveraged both coverage and spectrum to improve IR-

based techniques. We evaluated MAP and MRR at both class and method levels. X-axis

represents α. Y-axis represents MAP in Fig. 4.1 (a-c) and (g-i), and represents MRR in

Fig. 4.1 (d-f) and (j-l). Both MAP and MRR vary within [0, 1]. Intuitively, when α = 0,
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Figure 4.1: Effectiveness of IRcp at the class level (a-f) and method level (g-l). The x-axis
represents α. The y-axis of (a)-(c) and (g)-(i) represents MAP, while the y-axis in (d)-(f)
and (j)-(l) is MRR.

the values are reported for IRc. When α = 1, the reported values are purely from spectrum

information. We observed that IRc always worked better than spectrum, because IRc utilized

both static and dynamic information, while spectrum was only dynamic information. The

optimal combination between IRc and spectrum always worked better than either component.

Tarantula worked better than other spectrum information.
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Figure 4.2: The MAP of IRsp with the baseline IR technique

At class-level, IRcp at most worked slightly better than IRc. The reason may be that the

class-level spectrum describes execution too coarsely: A class can contain many methods.

Whenever a method is executed by a test, the whole class is considered covered. Such

class-level spectrum makes suspiciousness scores less helpful.

When using Tarantula with α = 0.7 for method-level FL, IRcp significantly outperformed

IRc. As shown in Fig. 4.1(g-i) and Fig. 4.1(j-l), MAP was increased by 14–22%, while

MRR was increased by16–211%. In particular, RHINO-519692 and its corresponding buggy

method only shared one word in common: transformNewExpr(), so IRc ranked the buggy

method as 12th, with a low score of 0.28. However, Tarantula considered the method as

the most suspicious one, because both of the two tests executing it failed. Therefore, IRcp

effectively improved the method’s rank as Top 1 by properly combining IRc with Tarantula

spectrum.

We also experimented with IRsp, and made similar observations. With the baseline IR-based

technique, IRsp did not improve over IRs at class level (on the left), but achieved noticeable

improvement at method level (on the right) (Fig. 4.2).
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Finding 2.5: Spectrum information was effective to improve IRFL at method level

instead of at class level. With Tarantula and α = 0.7, IRcp and IRsp almost always

achieved the best effectiveness.

4.6.4 RQ4: How do our simple combinations compare with the

state-of-the-art hybrid technique AML?

We directly took the AML results in prior work [66], and did similar experiments using our

hybrid approaches IRc and IRcp. We experimented with the same dataset of 157 examples

as AML for fair comparison. Since BLUiR always outperformed other tools when combined

with execution information, it was used as the basic IR-based technique in the compari-

son. IRcp was configured to use Tarantula spectrum with α = 0.7, because the setting was

demonstrated the best in Chapter §4.6.3.

As shown in Tab. 4.5, we found that AML ranked more Top-1 entities correctly than IRc (31

vs. 29). Other than that, IRc worked better in terms of Top-5, Top-10, and MAP metrics.

The overall values of IRcp were better than AML for all metrics. Although we did not

compare IRs and IRsp directly with AML due to the JavaSlicer limitation, it is reasonable to

expect both of them to perform better than AML. The reason is compared with coverage,

slicing always identifies failure-relevant entities more precisely, and refines IR-based ranked

lists more effectively. Our experiments with a subset of the data did demonstrate that IRs

worked better than IRc, and IRsp worked better than IRcp.

The fact that our simple combination approaches worked better than AML reveals two

things. First, all kinds of dynamic information can effectively improve IRFL. Second, a

complex combination approach is not always necessary to better localize faults.
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Finding 2.6: IRc outperformed AML in all metrics but one, while IRcp outperformed

AML. Our simple approaches worked better than AML’s more complicated approach,

showing that various execution information can effectively help with IRFL.

4.7 Discussion

Our empirical study demonstrates that various kinds of execution information can effectively

improve IRFL, as long as the information usage is proper, but not necessarily complex. In the

study, there are still bug reports whose bugs are not located by any investigated approach.

We further examined these reports and their bugs.

Among the 157 bug reports, 18 reports contain no clue about where the bug is, 77 reports

mention bug-relevant code elements, such as fields or methods inside the buggy classes, and

62 reports have the exact buggy class names explicitly mentioned. For those reports without

any clue of bug locations, a bug reporter usually describes the bug-triggering input(s) or bug

symptoms, and the execution information does not help reveal bugs, either. Although such

bugs do not count much in our dataset, they may be prevalent in reality, and require more

advanced novel solutions.

For some reports with either buggy classes explicitly mentioned, or bug-relevant information

(i.e., fields or methods in buggy classes) included, the investigated approaches failed for

two reasons. First, some mentioned buggy entity names are so widely used that they are

not distinctive, such as “set” and “method”. Second, when test cases or call stacks include

many entities to describe the problems, the noisy location information confuses IR-based

techniques.
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In the future, we will integrate static analysis-based fault prediction [48] techniques to better

localize faults. For example, when a buggy method has a popular name like “set”, and is

covered by both passed and failed tests, neither the bug report nor execution information

is helpful. We can use fault prediction to calculate various metrics (e.g., fan-in/fan-out2)

to measure how likely each method is buggy. By ranking methods based on their fault

prediction scores, we will obtain a ranked list, which can be further combined with the list

produced by a hybrid approach of IRFL and execution information.

4.8 Threads to Validity

We reused an existing dataset of 157 real bugs from 4 open source projects to evaluate dif-

ferent fault localization techniques. The evaluation results may not generalize to other bugs

or other open source projects. The collected execution information also strongly depends on

the quality and availability of test cases.

We collected slicing information with JavaSlicer [2], because the tool is the only publicly

available dynamic slicing tool based on our knowledge. The limitation of the tool may affect

the generalizability of our observations. Besides, we used four most popular formulae to

calculate spectrum, and used three IRFL techniques. The limited number of investigated

formulae and IR-based techniques may also affect the generalizability.

2Fan-in denotes the number of methods invoking the method, while fan-out denotes the number of meth-
ods invoked by the method.
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4.9 Summary

It is challenging to locate bugs given bug reports. In this empirical study, we investigated how

various dynamic execution information (e.g., coverage, slicing, and spectrum information)

can help with IRFL. We found that through refining the ranked list of suspicious locations

produced by IR-based techniques, coverage and slicing information can effectively help im-

prove fault localization. Spectrum information can further improve method-level FL by

merging its suspicious location list with the coverage-refined or slicing-refined IR-based list.

Our investigation with the three types of execution information demonstrates that dynamic

information can effectively improve IRFL, even though the information is integrated in simple

ways. By comparing our combination approaches with a state-of-the-art hybrid technique

of IRFL and spectrum, we observed that our simple approaches almost always worked better.

It means that a combination approach does not have to be complicated for effective fault

localization. When examining bugs that none of the investigated techniques can handle, we

found it promising to conduct and combine static analysis-based fault prediction to further

better fault localization.
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Table 4.2: F-I vs. I-F at class level

Metric Project Baseline BugLocator BLUiR
F-I I-F F-I I-F F-I I-F

Top 1

AspectJ 7 6 4 6 4 5
Ant 29 32 31 33 27 31

Lucene 14 14 12 15 11 14
Rhino 3 4 3 9 8 11

Overall 53 56 50 63 50 61

Top 5

AspectJ 18 18 16 16 17 19
Ant 54 59 54 55 59 60

Lucene 45 47 50 48 53 51
Rhino 16 18 20 19 19 20

Overall 133 142 140 138 148 150

Top 10

AspectJ 27 25 21 25 25 28
Ant 63 64 62 63 65 68

Lucene 61 59 67 59 72 68
Rhino 25 26 25 28 26 25

Overall 176 174 175 175 188 189

MAP

AspectJ 0.25 0.23 0.22 0.25 0.22 0.25
Ant 0.63 0.73 0.70 0.71 0.67 0.72

Lucene 0.50 0.49 0.49 0.54 0.50 0.55
Rhino 0.33 0.40 0.34 0.47 0.50 0.55
Mean 0.43 0.46 0.44 0.49 0.47 0.52

MRR

AspectJ 0.28 0.27 0.24 0.29 0.24 0.29
Ant 0.67 0.75 0.73 0.76 0.69 0.75

Lucene 0.60 0.59 0.55 0.61 0.58 0.64
Rhino 0.32 0.40 0.36 0.51 0.51 0.56
Mean 0.47 0.50 0.47 0.54 0.51 0.56
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Table 4.3: IR vs. IRc fault localization

Metric Project
(a) Class Level (b) Method Level

Baseline BugLocator BLUiR Baseline BugLocator BLUiR
IR IRc IR IRc IR IRc IR IRc IR IRc IR IRc

Top 1

AspectJ 4 6 2 6 3 5 3 3 2 4 2 3
Ant 27 32 22 33 26 31 9 12 10 13 6 13

Lucene 12 14 6 15 11 14 4 7 3 9 5 7
Rhino 4 4 5 9 11 11 4 6 4 6 5 6

Overall 47 56 35 63 51 61 20 28 19 32 18 29

Top 5

AspectJ 13 18 7 16 12 19 4 8 3 8 4 7
Ant 48 59 44 55 45 60 21 33 20 36 16 36

Lucene 34 47 32 48 41 51 14 30 15 33 16 32
Rhino 15 18 13 19 19 20 7 10 8 14 7 15

Overall 110 142 96 138 117 150 46 81 46 91 43 90

Top 10

AspectJ 18 25 14 25 20 28 5 12 6 16 6 12
Ant 55 64 49 63 59 68 30 47 29 51 25 54

Lucene 53 59 51 59 59 68 24 37 30 44 24 42
Rhino 21 26 18 28 23 25 9 14 10 21 10 22

Overall 147 174 132 175 161 189 68 110 75 129 65 130

MAP

AspectJ 0.15 0.23 0.10 0.25 0.14 0.25 0.08 0.11 0.07 0.14 0.06 0.10
Ant 0.55 0.73 0.50 0.71 0.54 0.72 0.17 0.34 0.23 0.37 0.15 0.36

Lucene 0.34 0.49 0.26 0.54 0.39 0.55 0.13 0.36 0.09 0.32 0.15 0.38
Rhino 0.34 0.40 0.28 0.47 0.51 0.55 0.17 0.29 0.18 0.32 0.19 0.34
Mean 0.35 0.46 0.29 0.49 0.40 0.52 0.14 0.28 0.14 0.29 0.14 0.30

MRR

AspectJ 0.18 0.27 0.12 0.29 0.17 0.29 0.09 0.12 0.07 0.16 0.07 0.12
Ant 0.61 0.75 0.55 0.76 0.59 0.75 0.24 0.40 0.27 0.43 0.19 0.41

Lucene 0.49 0.59 0.35 0.61 0.50 0.64 0.23 0.44 0.20 0.46 0.28 0.48
Rhino 0.35 0.40 0.32 0.51 0.54 0.56 0.20 0.34 0.20 0.36 0.23 0.37
Mean 0.41 0.50 0.34 0.54 0.45 0.56 0.19 0.33 0.19 0.35 0.19 0.35
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Table 4.4: IRc vs. IRs fault localization

Metric Project
(a) Class Level (b) Method Level

Baseline BugLocator BLUiR Baseline BugLocator BLUiR
IRc IRs IRc IRs IRc IRs IRc IRs IRc IRs IRc IRs

Top 1

Ant 15 17 14 16 13 17 4 6 3 4 3 6
Lucene 5 6 6 11 2 6 3 5 5 6 3 5
Rhino 3 3 2 3 3 4 0 0 0 0 0 0

Overall 23 26 22 30 18 27 7 11 8 10 6 11

Top 5

Ant 26 26 23 26 23 25 12 17 12 18 10 17
Lucene 27 28 16 28 22 24 13 14 12 15 11 13
Rhino 15 18 7 9 10 13 0 0 0 1 0 0

Overall 68 72 46 63 55 62 25 31 24 34 21 30

Top 10

Ant 27 27 24 28 25 25 16 18 18 24 17 18
Lucene 32 33 19 34 27 28 16 16 15 18 14 15
Rhino 20 20 8 11 13 13 0 1 0 1 0 1

Overall 79 80 51 73 65 66 32 35 33 43 31 34

MAP

Ant 0.71 0.79 0.71 0.75 0.71 0.85 0.37 0.52 0.33 0.34 0.35 0.52
Lucene 0.50 0.58 0.44 0.62 0.44 0.54 0.30 0.45 0.35 0.45 0.34 0.46
Rhino 0.47 0.50 0.50 0.50 0.48 0.58 0.02 0.04 0.02 0.11 0.02 0.04
Mean 0.56 0.62 0.55 0.62 0.54 0.66 0.23 0.34 0.23 0.30 0.24 0.34

MRR

Ant 0.75 0.80 0.75 0.78 0.73 0.86 0.40 0.52 0.38 0.41 0.36 0.52
Lucene 0.53 0.61 0.49 0.68 0.43 0.57 0.37 0.49 0.44 0.51 0.39 0.50
Rhino 0.46 0.49 0.50 0.53 0.48 0.58 0.02 0.03 0.02 0.11 0.02 0.034
Mean 0.58 0.63 0.58 0.66 0.55 0.67 0.26 0.35 0.28 0.34 0.26 0.35
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Table 4.5: Fault localization comparison with AML at method level

Metric Project IR IRc IRcp AML

Top 1

AspectJ 2 3 8 7
Ant 6 13 14 9

Lucene 5 7 6 11
Rhino 5 6 8 4

Overall 18 29 36 31

Top 5

AspectJ 4 7 14 13
Ant 16 36 39 22

Lucene 16 32 23 22
Rhino 7 15 22 14

Overall 43 90 98 71

Top 10

AspectJ 6 12 19 13
Ant 25 54 57 31

Lucene 24 42 30 29
Rhino 10 22 27 19

Overall 65 130 133 92

MAP

AspectJ 0.06 0.10 0.22 0.19
Ant 0.15 0.36 0.37 0.23

Lucene 0.15 0.38 0.30 0.28
Rhino 0.19 0.34 0.50 0.24

Overall 0.14 0.30 0.35 0.24



Chapter 5

Triggering Modes in Spectrum-Based

Single-Location Fault Localization

5.1 Motivation

Software debugging is challenging. On average, up to 50% of developers’ time is spent

on finding and fixing bugs, and software bugs cost the economy $312 billion per year [3].

To simplify software debugging, various techniques have been introduced to automatically

locate bugs or faults in programs [34, 57, 59, 61, 67, 82, 90, 116]. For instance, information

retrieval (IR)-based fault localization (IRFL) approaches apply IR techniques to any given

bug report and the corresponding buggy program, in order to retrieve and rank software

entities (e.g., classes and methods) that are relevant to the report. Spectrum-based fault

localization (SBFL) techniques instrument programs to (1) collect the execution coverage

of each passed or failed test, and (2) compute the suspiciousness score for each executed

program element (i.e., class, method, or statement).

However, existing work is insufficient to localize software bugs in industry. Specifically, IRFL

works only when a report explicitly mentions the actual bug location [34, 99]. In reality,

however, the bug location is not always mentioned in a report, and some serious buggy pro-

grams even require developers to urgently fix bugs before filing any report. Although SBFL

tools are not limited by the availability of bug reports, they identify and rank suspicious (i.e.,

43
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potentially buggy) locations only after executing all test cases. In the highly agile develop-

ment environment of software companies, the runtime overhead of such all-test execution is

not always acceptable. This is because there can be hundreds of thousands of tests, whose

execution can last for hours or days. By waiting for SBFL to suggest any suspicious location,

developers may miss the best time to fix bugs and deliver software releases.

To provide instant feedback on potential buggy locations when a program fails one or more

tests, we were curious whether SBFL can be triggered before all tests to complete their execu-

tion. In this research, we conducted a comprehensive empirical study on (1) different SBFL

techniques and (2) various modes to trigger SBFL. Specifically, we used an off-the-shelf

tool—Clover [5]—to instrument source code, and to gather the statement-level coverage of

each test. With the collected data for all tests, we applied 25 widely used SBFL formulas,

computed the suspiciousness score of each statement, and ranked those statements accord-

ingly.

In particular, we developed a framework—Instant Fault Localization for Single-Location

Bugs ( IFLS)—to locate bugs in five distinct modes: (i) IFLS1 triggers SBFL right after

the initial test failure; (ii) IFLSk
f triggers SBFL after every test failure (k=1–3); (iii) IFLSk

p

triggers SBFL after the initial failure and several additional passed tests (k=1–10); (iv)

IFLSk
t triggers SBFL at a fixed frequency/time (e.g., every k = 2 minutes); and (v) IFLSA

triggers SBFL after executing the all or complete suite.

In our study, we applied IFLS to a software product in Cvent. The product contains 35,091

lines of code (LOC) for implementation and has 1,295 test cases (with 48,982 LOC). We

constructed two data sets of bugs. The first set includes 28 injected bugs (i.e., the logical

errors we manually introduced), while the second set has 13 real bugs. We experimented

IFLS with different triggering mechanisms and various SBFL formulas, and evaluated the

outputs by different settings in terms of precision (i.e., MAP), recall (i.e., Top-1 and Top-5),



5.2. Contributions 45

and runtime overhead.

Based on our experiments, IFLS1 outperformed the other four modes when using Ample [33]

as its default SBFL formula. Among the 25 formulas, for injected bugs, IFLSA obtained

56% MAP and 66% Top-5 recall, and spent 663 seconds executing all tests on average. In

comparison, IFLS1 achieved 73% MAP and 86% Top-5 recall, and spent only 135 seconds

executing roughly 20% of tests. For real bugs, IFLSA acquired 46% MAP and 56% Top-

5 recall based on all-test execution; while IFLS1 achieved 76% MAP and 92% Top-5 recall

after executing test cases for only 106 seconds. With both data sets, we consistently observed

considerable improvements of IFLS1 over IFLSA in terms of the quality of suggestions and

runtime overhead.

5.2 Contributions

This research makes the following contributions:

• We built IFLS, a tool infrastructure that can trigger SBFL in 5 alternative modes using

25 distinct formulas.

• We applied IFLS to a close-sourced software project, and comprehensively evaluated

the fault localization effectiveness by enumerating different combinations between trig-

gering modes and calculation formulas.

• We made two interesting observations in our exploration. First, among the five modes,

IFLSA did not outperform the others although its runtime cost was the highest. Second,

IFLS1 worked equally well when using certain formulas.

We open-sourced IFLS at https://github.com/idf-icst/idfl-package.

https://github.com/idf-icst/idfl-package
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5.3 Approach

We built a tool infrastructure—IFLS—to investigate the best mode of triggering SBFL. As

shown in Fig. 5.1, IFLS has three components. The first component is Clover [5]; we config-

ured it to instrument every Java statement and to record per-test statement coverage,

i.e., which statement(s) are covered by a given test.

Test 
cases

Faulty 
program IFL

Clover Coverage 
Converter

Rank 
Calculator

Ranked 
suspicious 
statements

Figure 5.1: Overview of IFLS

Coverage Converter controls the frequency at which per-test statement coverage is converted

to per-statement test coverage, i.e., which tests cover a particular statement. This

conversion is necessary because all SBFL formulas require for the element-level coverage

measurement (i.e., ef and/or ep). Fig. 5.2 illustrates the conversion process with a simple

example. As shown in the figure, Clover stores per-test coverage data in a JSON file such that

for any executed test (e.g., t1), we can easily retrieve the statements (e.g., s1) covered by that

execution. IFLS reorganizes the data in a different JSON file such that given any statement

(e.g., s1), we can obtain the number of passed or failed tests covering the statement.

Rank Calculator is invoked by Coverage Converter after each round of data conversion.

This component applies an SBFL formula to the collected per-statement coverage data, in

order to identify and rank suspicious locations. Essentially, the frequency at which Coverage

Converter transforms data determines how SBFL is applied to partial execution data (i.e.,

code coverage). Coverage Converter can apply SBFL in the following five distinct ways:

IFLS1, IFLSk
f , IFLSk

p, and IFLSk
t , and IFLSA.
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Test Covered 
Statements

Test 
Outcome

t1 s1, s2, … P
t2 s1, s3, … F

Statements # of Passed 
(P) Tests

# of Failed 
(F) Tests

s1 1 1
s2 1 0

s3 0 1
… … …

Figure 5.2: IFLS converts per-test statement coverage to per-statement test coverage

5.4 Research Questions

This study investigates the following two research questions:

RQ1 How sensitive is IFLS to different SBFL triggering modes?

RQ2 How sensitive is IFLS to the leveraged SBFL formulas?

5.5 Evaluation

This section first introduces our data sets (Chapter §5.5.1). Next, it presents the effectiveness

comparison between different triggering modes of IFLS (Chapter §5.6.1). Finally, it explains

our exploration of IFLS’s sensitivity to the used SBFL formulas (Chapter §5.6.2).

5.5.1 Data Sets

For evaluation, we leveraged a closed-sourced software system in industry. We chose this

software because (1) there are a lot of test cases (i.e., 1,295) written by developers for quality

assurance, (2) the code size is large (35,091 LOC), and (3) it is from software industry and

may have different program features from open-source projects. We constructed 2 bug sets,
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Table 5.1: The number of failed tests triggered by different injected or real bugs

# of Failed Tests # of Injected Bugs # of Real Bugs
1 16 6
2 6 3
4 1 4
9 3 0

12 1 0
15 1 0

including a set of 28 injected bugs and a set of 13 real bugs. All these bugs are single and

semantic faults, each of which fails at least one test case. Specifically, as shown in Tab. 5.1,

there are 16 injected bugs and 6 real bugs that fail single tests. Each of the remaining bugs

fail at least two tests.

To inject the 28 bugs, we first consulted with developers concerning what are the frequent

bugs and usual buggy locations in their programs. Based on developers’ inputs, we then

manually crafted buggy programs by either substituting operators (e.g., “&&” replaced with

“||”), changing constant values (e.g., “0” replaced by “1”), modifying function calls (e.g.,

“Math.min()” replaced with “Math.max()”), or swapping function arguments of the same

data type. We decided not to use mutation testing to generate buggy programs for two

reasons. First, the generated mutants may be very different from real bugs [47]. Second,

the effectiveness of mutation operations can vary with the subject programs. Due to our

discussion with the owner developers, we have more domain knowledge about the recurring

bugs in the subject program. Therefore, the bugs we manually injected are more likely to

reflect real bugs in the project.

We identified 13 real bugs by searching for single-line fixes in the software version history.

Specifically, if a commit has a single-line change and contains keywords like “bug” or “fix” in

the commit message, we checked out the program snapshot before that commit as a buggy

program. These real bugs are mainly about incorrectly used variable names, division by
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Table 5.2: Comparison between IFLS1 and IFLSA in terms of effectiveness and runtime
overhead

Mode Top-1 (%) Top-5 (%) MAP (%) Time Cost (second)
I R I R I R I R

IFLS1 64 62 86 92 73 76 135 105
IFLSA 57 31 89 69 70 50 663 655

zero, incorrect calculation formulas, unhandled exceptions, and incorrect condition checks

for variables’ lower bounds.

5.6 Results and Discussion

5.6.1 Comparison between IFLS’s Triggering Modes

To compare the fault localization effectiveness of different triggering modes, we used the

Ample formula [33] as the default ranking formula in IFLS. This is because our other exper-

iment (see Chapter §5.6.2) shows that Ample generally achieved a better trade-off among

Top-1, Top-5, and MAP values than the other formulas.

Effectiveness of IFLS1 and IFLSA Tab. 5.2 presents the results by IFLS1 and IFLSA,

where the highest value of each effectiveness measurement is highlighted in bold. Because

each of these two modes triggers SBFL only once during the whole execution of any buggy

program version, the table has only one row to report the average effectiveness measure-

ments for each mode. As shown in the table, IFLS1 outperformed IFLSA by executing fewer

tests and locating bugs more effectively. Specifically with the injected bugs, IFLS1 spent on

average 135 seconds and acquired 64% Top-1, 86% Top-5, and 73% MAP values; however,

IFLSA spent on average 663 seconds and obtained 57% Top-1, 89% Top-5, and 70% MAP
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Figure 5.3: IFLSk
f ’s effectiveness when different formulas were used

values. Additionally, with the real bugs, IFLS1 spent 105 seconds and got 62% Top-1, 92%

Top-5, as well as 76% MAP values; IFLSA spent 655 seconds but acquired 31% Top-1, 69%

Top-5, and 50% MAP values.

Finding 3.1: Compared with IFLSA, IFLS1 located bugs with much lower runtime

overhead but a better trade-off between MAP, Top-1, and Top-5 values. It means

that triggering SBFL right after the initial test failure can significantly improve fault

localization.

Effectiveness of IFLSk
f In our data set, there are six injected bugs and four real bugs

that fail at least four test cases. To evaluate the effectiveness of IFLSk
f , we triggered SBFL

after one–four failed tests and reported the average measurements among these multi-failure

bugs in Tab. 5.3. Hypothetically, as the number of failed tests increases, more execution
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Table 5.3: IFLSk
f ’s effectiveness when IFLSk

f reranked locations after each extra test failure
(12 injected and 7 real bugs)

# of
Failed Top-1 (%) Top-5 (%) MAP (%) Time Cost (second)

Tests I R I R I R I R

1 50 50 100 100 67 71 151 106
2 50 25 100 100 64 54 153 108
3 50 25 100 100 64 54 154 110
4 50 25 100 100 67 54 155 113
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Figure 5.4: IFLSk
p’s effectiveness when different formulas were used
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information is collected and thus it is possible that SBFL can work better. However, sur-

prisingly, Tab. 5.3 shows that the effectiveness measurements do not necessarily increase

with the number of failed tests.

In particular, when more test failures were triggered by each injected bug, both Top-1 and

Top-5 values remained the same while MAP first decreased and then increased. Among the

real bugs, as the number of failed tests increased, both Top-1 and MAP values decreased

while the Top-5 value remained. Between the first and fourth failures, on average, the

runtime overhead of IFLSk
f increased from 151 seconds to 155 seconds for injected bugs, and

increased from 106 seconds to 113 seconds for real bugs.

To validate the generality of our observation, we redid the experiment with IFLSk
f by using

the other 24 SBFL formulas. Since some formulas produced exactly the same results (e.g.,

Hamann and Sokal), in Fig. 5.3, we illustrate IFLSk
f ’s effectiveness measurements for three

representative formulas: Hamann, Tarantula, and Zoltar. As shown in Fig. 5.3, IFLSk
f ’s

effectiveness measurements either decreased or remained the same as the number of failed

tests increased. In particular, with Hamann, all measured values dropped down significantly

at the second test failure. With Tarantula and Zoltar, the measured values were almost

unchanged for injected bugs; however, as the number of failed tests increased, the measured

values dropped considerably for real bugs. One possible reason is that although the oc-

currence of more failed tests can strengthen the suspiciousness signals of faulty locations,

the existence of a lot more passed tests can weaken those signals, and even harm IFLSk
f ’s

effectiveness in some scenarios.
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Table 5.4: IFLSk
p’s effectiveness when the data of 1–10 more passed tests was also included

# of Ad-
ditional Top-1 (%) Top-5 (%) MAP (%) Time Cost (second)

Passed
Tests I R I R I R I R

1 64 46 86 92 73 69 135 106
2 64 46 89 92 73 66 136 107
3 64 38 89 92 73 61 137 107
4 61 38 89 92 72 59 137 108
5 61 38 89 85 72 59 138 108
6 61 38 89 77 72 59 139 109
7 61 38 89 77 71 58 139 110
8 57 38 89 77 69 58 140 110
9 57 38 89 77 69 58 141 111
10 57 38 89 77 69 54 141 112

Finding 3.2: Compared with IFLS1, IFLSk
f incurred more runtime overhead by pro-

filing more execution and ranking locations multiple times. However, IFLSk
f does not

work better when more tests fail, due to the extreme imbalance between passed and

failed tests.

Effectiveness of IFLSk
p Tab. 5.4 presents our evaluation results for IFLSk

p, which triggered

data processing after the initial test failure together with 1–10 additional passed tests. As

shown in the table, when more passed tests were executed after the initial failure, the runtime

overhead increased as expected (i.e., from 135 seconds to 141 seconds for injected bugs, and

from 106 seconds to 112 seconds for real bugs).

Hypothetically, as more execution data is available, IFLSk
p should localize bugs more effec-

tively. However, different from our expectation, both Top-1 and MAP values decreased; the

Top-5 values for injected bugs increased while those values for real bugs decreased.

One possible reason to explain the unexpected trend is the leveraged Ample formula: Ample =
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Figure 5.5: IFLSk
t ’s effectiveness when SBFL is triggered every two minutes
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After the initial test failure, there are two types of locations that are likely to be highly

ranked:

• Type-I (fail-dominant) statements covered by the failed test but rarely covered by

any passed test (e.g., 1
2
=

ef
ef+nf

� ep
ep+np

),

• Type-II (pass-dominant) statements that are covered by many passed tests but not

covered by the failed test (e.g., ep
ep+np

� ef
ef+nf

= 0).

For better fault localization, we desire to see more Type-I but fewer Type-II statements

included in top ranks. However, as one or more passed tests are provided after the initial

failure, it is likely that fewer fail-dominant statements but more pass-dominant statements

are highly ranked, compromising the effectiveness of IFLSk
p. Notice that in all the experiments

show in Tab. 5.4, IFLSk
p achieved better trade-offs than IFLSA, which fact also evidences that

the execution profile of more passed tests usually does not help improve fault localization

effectiveness.
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For generality, we also configured IFLSk
p to use all of the remaining 24 ranking formulae (be-

sides Ample). Due to the space limit, here we only visualize IFLSk
p’s effectiveness with three

representative SBFL formulas: Hamann, Tarantula, and Zoltar. Fig. 5.4 (a) and Fig. 5.4

(b) separately present the measurements based on injected bugs and real bugs. As more

extra passed tests are added, all metric values related to Hamann go down. For Tarantula

and Zoltar, although the Top-5 values increase in some scenarios (i.e., for injected bugs),

both Top-1 and MAP values decrease. With different formulas explored, we observe a typ-

ical trend: the effectiveness of IFLSk
p does not increase with the number of extra passed tests.

Finding 3.3: Compared with IFLS1, IFLSk
p is more likely to raise the ranking of non-

buggy locations and lower the ranking of buggy ones, due to its usage of the extra data

for passed tests after the initial test failure.

Effectiveness of IFLSk
t Fig. 5.5 illustrates IFLSk

t ’s effectiveness when the ranking of sus-

picious locations is updated every 2 minutes (i.e., 120 seconds). With IFLSk
t , we explored

how SBFL behaves when it is triggered at a fixed frequency. As shown in the figure, most

measured values increase between the 120th and 240th seconds and decrease or remain the

same afterwards. The only outlier is Top-1 for real bugs, whose value decreases in the range

[120, 240] and then remains the same.

Three possible reasons can explain the relative poor results at the 120th second. First,

insufficient failure data was gathered during the first 120 seconds. We found that 15 injected

bugs and 3 real bugs did not fail any test in that period. Due to the lack of failed tests, IFLSk
t

could not effectively locate bugs for its initial trial. Second, all faulty programs obtained

the initial test failures before the 240th second. The related data of failed tests boosted

most measurements for IFLSk
t . As a result, IFLSk

t acquired the peak measurement values for
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injected bugs, i.e., 57% Top-1, 89% Top-5, and 70% MAP; it obtained the highest Top-5 and

MAP values for real bugs (i.e., 77% and 53%).

Third, after the 240th second, even though more execution data was available, most faulty

versions caused no more failed test. The extremely unbalanced increase between passed and

failed tests brought no improvement for IFLSk
t ’s effectiveness.

By comparing IFLSk
t ’s peak performance against that of IFLS1, we found that IFLS1 worked

better even though IFLSk
t profiled more data and ranked locations repetitively. Similar to

what we observed for IFLSk
f , the extra execution data and reranking effort did not enable

IFLSk
t to outperform IFLS1. Additionally, IFLSk

t seems to outperform IFLSA at certain time

points (e.g., 240th second) before the completion of whole-suite execution. However, since

different programs and distinct bugs may have failed tests executed at different time points,

it is almost impossible to conclude what is the best frequency to trigger SBFL for IFLSk
t and

at which triggering point IFLSk
t is likely to work best.

Finding 3.4: Similar to IFLSk
f and IFLSk

p, IFLSk
t worked worse than IFLS1 even if it

leveraged more execution data and dynamically computed ranking more often.

Among the five investigated variants, IFLS1 worked best in terms of efficiency and effective-

ness. Although IFLS1 triggered SBFL only once right after the initial test failure, it localized

bugs with the best trade-off among Top-1, Top-5, and MAP values. Both IFLSk
f and IFLSk

p

worked less effectively than IFLS1 but better than IFLSA. The execution profile of addi-

tional failed tests and/or passed tests does not help improve fault localization, but usually

harms the effectiveness. Finally, IFLSk
t did out outperform IFLSA. By triggering SBFL at a

fixed fixed frequency, IFLSk
t might invoke SBFL so early that no test failure was available to

facilitate fault localization, or invoke SBFL so late that too many passed tests were available
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Table 5.5: The effectiveness of IFLS1 and IFLSA when different formulas were used

Variants of IFLS1 Top-1 (%) Top-5 (%) MAP (%) Variants of IFLSA Top-1 (%) Top-5 (%) MAP (%)
I R I R I R I R I R I R

IFLS1-Ample 64 62 86 92 73 76 IFLSA-Ample 57 31 89 69 70 50
IFLS1-Anderberg 64 62 86 85 73 74 IFLSA-Anderberg 57 38 86 69 68 53
IFLS1-Dice 64 62 86 85 73 74 IFLSA-Dice 57 38 86 69 68 53
IFLS1-Euclid 68 54 68 54 68 54 IFLSA-Euclid 68 69 68 69 68 69
IFLS1-Goodman 64 62 86 85 73 74 IFLSA-Goodman 57 38 86 69 68 53
IFLS1-Hamann 57 54 61 69 59 60 IFLSA-Hamann 39 31 43 38 41 36
IFLS1-Hamming 68 54 68 54 68 54 IFLSA-Hamming 68 69 68 69 68 69
IFLS1-Jaccard 64 62 86 85 73 74 IFLSA-Jaccard 57 38 86 69 68 53
IFLS1-Kulczynski1 64 62 86 85 73 74 IFLSA-Kulczynski1 57 38 86 69 68 53
IFLS1-Kulczynski2 0 0 0 0 0 0 IFLSA-Kulczynski2 0 0 0 0 0 0
IFLS1-M1 57 54 61 69 59 60 IFLSA-M1 39 31 43 38 41 36
IFLS1-M2 64 54 86 92 73 71 IFLSA-M2 57 31 89 69 70 49
IFLS1-Ochiai 64 62 86 85 72 74 IFLSA-Ochiai 57 38 86 69 68 54
IFLS1-Ochiai2 64 62 86 85 72 72 IFLSA-Ochiai2 57 38 86 62 68 53
IFLS1-Overlap 0 0 0 0 0 0 IFLSA-Overlap 0 0 0 0 0 0
IFLS1-RogersTanimoto 57 54 61 69 59 60 IFLSA-RogersTanimoto 39 31 43 38 41 36
IFLS1-RussellRao 64 54 86 85 73 70 IFLSA-RussellRao 57 31 89 69 70 49
IFLS1-SimpleMatching 57 54 61 69 59 60 IFLSA-SimpleMatching 39 31 43 38 41 36
IFLS1-Sokal 57 54 61 69 59 60 IFLSA-Sokal 39 31 43 38 41 36
IFLS1-SφrensenDice 64 62 86 85 73 74 IFLSA-SφrensenDice 57 38 86 69 68 53
IFLS1-Tarantula 64 62 86 85 72 73 IFLSA-Tarantula 54 38 79 69 65 53
IFLS1-Wong1 68 54 68 54 68 54 IFLSA-Wong1 68 69 68 69 68 69
IFLS1-Wong2 61 54 68 69 64 62 IFLSA-Wong2 46 31 57 54 52 40
IFLS1-Wong3 61 54 71 77 65 65 IFLSA-Wong3 50 31 68 62 59 45
IFLS1-Zoltar 64 62 86 85 72 72 IFLSA-Zoltar 54 38 86 54 66 51

to weaken the signals raised by any test failure.

5.6.2 IFLS’s Sensitivity to SBFL Formulas

We ran IFLS with all 25 alternative formulas listed in Tab. 3.1 (1) to explore IFLS’s sensi-

tivity to the adopted formulas and (2) to ensure the generalizability of our observation that

IFLS1 outperforms IFLSA (see Chapter §5.6.1). We decided to experiment with 25 distinct

formulas instead of using only a few well-known formulas, in order to make our investigation

comprehensive and systematic.

Tab. 5.5 presents the results by IFLS1 and IFLSA when they used distinct formulas. Accord-
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ing to the table, in the experiments with IFLS1, Ample worked best by obtaining the highest

values for five out of the six measurements. Many formulas worked similarly to each other.

For instance, five formulas produced identical results, including Anderberg, Dice, Goodman,

Jaccard, and Kulczynski1. Three formulas obtained the same highest Top-1 value for in-

jected bugs (i.e., 68%), including Euclid, Hamming, and Wong1. The former group of five

formulas mentioned above outperformed the latter group by achieving a better trade-off

among metrics. Kulczynski2 and Overlap produced pure zero values.

In the experiments with IFLSA, we observed that Euclid, Hamann, and Wong1 worked best

by achieving better trade-offs among metrics than the other formulas. Each of these three

formulas obtained the highest values for four out of the six metrics. Once again, Anderberg,

Dice, Goodman, Jaccard, and Kulczynski1 produced identical results, although this group

of formulas worked less effectively than the three-formula group mentioned above.

Our experiments imply that IFLS is sensitive to the used formula, as the measurement dif-

ference between the most and least effective formulas (e.g., Ample vs. Overlap, or Euclid

vs. Kulczynski2) was huge.

Finding 3.5: Our investigation on SBFL triggering modes is sensitive to the leveraged

formula. The 25 formulas can be split into several groups, each of which contain

formulas generating the same results.

In Tab. 5.5, if we compare IFLS1 with IFLSA for each formula, we observe that IFLS1 outper-

formed IFLSA in the majority of scenarios. For instance, when Anderberg was used, IFLS1

acquired 64% Top-1, 86% Top-5, and 73% MAP for injected bugs; it obtained 62% Top-1,

85% Top-5, and 74% MAP for real bugs. On the other hand, when IFLSA used the same

formula, it achieved 57% Top-1, 86% Top-5, and 68% MAP for injected bugs; it acquired
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38% Top-1, 69% Top-5, and 53% MAP for real bugs.

IFLSA only outperformed IFLS1 when one of the following three formulas was used: Euclid,

Hamming, and Wong1. Specifically, when Hamming was in use, both IFLSA and IFLS1

achieved 68% for all metrics on the injected bug set; on the real bug set, IFLSA acquired

69% for all metrics while IFLS1 obtained 54%. Finally, when Kulczynski2 and Overlap were

in use, both IFLS1 and IFLSA worked equally poorly, probably because these two formulas

are not effective to locate bugs.

Finding 3.6: Among the 25 investigated SBFL formulas, IFLS1 outperformed IFLSA

for 20 formulas. It means that our observation that IFLS1 usually outperforms IFLSA

is generalizable.

5.7 Threads to Validity

Threats to External Validity Our experiments were conducted based on two data sets of

bugs for a software product system of a company. The evaluation results may not generalize

well to other bugs, other software products of other companies, or open-source projects. Our

observations also depend on the quality and quantity of test cases. In the future, we will

experiment with more buggy programs of more software systems.

Threats to Construct Validity Among the investigated 41 bugs, each bug can be fixed

with a single-line change and the corresponding faulty program version contains a single

bug. In reality, nevertheless, there are complex buggy programs that contain multiple faults

in one version. To fix a bug, developers may need to change multiple lines of code in
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the same source file, and/or even modify configurations in non-source files. Our data set

shares such limitations with prior work [28, 55, 57, 67]. In the future, we will diversify our

approach to generate injected bugs and use more complicated real bugs to better evaluate

fault localization techniques.

Threats to Internal Validity Similar to prior fault localization research [67, 106, 122],

given a bug fix, we treated the location where the fixing change was applied as ground truth.

However, in reality, the place where a bug is fixed is not always the place where a bug is

found. For instance, when a program fails to retrieve any record from a database, the bug

location lies in the code querying the database, while the bug fix may be the SQL file used

to update the database records. Treating patch locations to be equivalent to bug locations

can introduce bias to the evaluated results.

5.8 Summary

This research presents our exploration on the distinct triggering mode of SBFL techniques.

Although researchers extensively investigated the area of (semi-)automatic fault localization,

one practical problem seems to be overlooked: Is it always necessary for SBFL techniques

to wait for all test cases to finish their execution before diagnosing the root cause(s) of failed

tests? With this empirical study, we comprehensively investigated this problem.

Specifically, we built IFLS, a framework that triggers SBFL in five alternative modes: trig-

gering SBFL right after the initial failure (IFLS1), after every failed test (IFLSk
f ), after the

initial failure and several extra failed tests (IFLSk
p), at a fixed frequency (IFLSk

t ), or after the

execution of all tests (IFLSA). By comparing the Top-1, Top-5, and MAP values achieved

by different triggering modes when SBFL techniques were applied to two data sets, we sur-
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prisingly found that IFLS1 worked best in most scenarios. Namely, triggering SBFL right

after the initial test failure turns out to be more effective and more efficient than triggering

SBFL later when more execution data is available.

Our empirical study indicates that it is neither necessary nor helpful to execute all test cases

before using SBFL formulas to locate bugs. IFLS1 demonstrates the promising adoption

of SBFL for recognizing faults in large-scale systems, even though the test execution of

such systems can last forever. In the CI/CD software practices nowadays, IFLS1 is more

likely to satisfy developers’ need of diagnosing test failures earlier, faster, and better. Our

research will shed light on new research directions, such as agile fault localization based on

the stream data of execution profiles, and periodic health check for software systems that

run continuously without interruption. We plan to pursue these directions in the future.



Chapter 6

Triggering Modes in Spectrum-Based

Multi-Location Fault Localization

6.1 Motivation

Debugging software is a well-known and challenging task that consumes a significant amount

of developers’ time. The process is also expensive, and software defects alone cost the US

economy $1.56 trillion in 2020 [63]. To aid debugging, many automatic fault localization

techniques have been proposed. For example, the well-known spectrum-based fault local-

ization (SBFL) technique [19, 57] instruments programs to (i) collect execution coverage of

passed and failed tests, and (ii) compute a suspiciousness score for each program element

such as classes, methods, and statements.

Despite its popularity, SBFL may not be practical for industry deployment because it typi-

cally requires the execution of all or a significant portion of test cases before it can analyze

and rank buggy locations. To further understand and address this limitation, in a previous

work [35], we studied the necessity of this requirement. Specificallly, we explored various

trigger modes, such as applying SBFL after the first test failure or after a combination of

initial failures along with additional failed or passed tests. We evaluated these trigger modes

using a variety of SBFL methods and found that the application of SBFL immediately after

the first test failure appears to be equally effective or even better than other trigger modes,

62
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including those that execute all tests. These findings are interesting and promising for the

practical uses of SBFL in an industrial setting with a large number of tests.

Recently, we attempted to integrate SBFL in the debugging process of Cvent, a Northern

Virginia-based company that offers meeting and event management software solutions to

clients including event planners, attendees, and hosts. While the study in [35] plays a

crucial role in this decision, considering CI/CD pipeline of Cvent consumes thousands of

CPU hours to execute integration tests, it has a major limitation in considering only single-

location bugs, whose root causes confined to individual lines of code (i.e., the bug can be fixed

by modifying a single line). However, bugs encountered at Cvent often have root causes that

span multiple lines of code (requiring the modification of multiple lines to fix). For instance,

we found that that around 72% of Cvent’s bugs committed and fixed during the development

stage were multi-location bugs. More generally, previous studies, e.g., in [91], found that it

is not practical to assume a program contains only single-location bugs.

Motivated by this challenge, in this work we assess the effectiveness of SBFL for multi-

location bugs. Specifically, we extend our initial study to develop a framework called Instant

Fault Localization for Multi-location Bugs (IFLM) that triggers SBFL in four modes: (i)

IFLM1 invokes SBFL right after the first failed test; (ii) IFLMk
f triggers SBFL after every

k=1–5 test failures (IFLM1 is the special case when k = 1); (iii) IFLMk
p activates SBFL after

the first failed test and subsequently, k additional passed tests (k=1 – 10); and (iv) IFLMA

triggers SBFL after executing all tests.

We conduct the IFLM study using two multi-location bug datasets: (i) the open-source

Defect4J dataset [12], consisting of 174 real bugs and 37 artificial bugs, and (ii) the close-

source Cvent dataset, consisting of 27 real bugs.

Similarly to our prior single-location study, we found that we do not always need to run all
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test cases for SBFL to be effective for multi-location bugs. This is promising for industrial

environments with a multitude of tests. Specifically, compared to IFLMA, IFLM1 just needs

to run less than 50% of the tests to be almost as effective as IFLMA, which requires running

all tests.

We also found that IFLM1 performed worse over artificial bugs compared to real bugs.

Conversely, IFLMA performed better over artificial bugs compared to real ones. We believe

that artificial bugs could potentially exhibit a bias that favors using IFLMA to evaluate SBFL

techniques.

6.2 Contributions

This research made the following contributions:

• We built IFLM, a tool that can trigger SBFL in four different modes using 25 widely-

used ranking formulae.

• We applied IFLM to Cvent close-sourced software projects (27 real multi-location bugs)

and five Defects4J open-sourced projects (174 real and 37 artificial multi-location

bugs).

• We found that IFLM1 performed almost as effectively as IFLMA, while only needing

to run less than half of the tests.

• We created and provided a dataset comprising 27 real bugs from four programs cur-

rently used at Cvent.

We hope that this study can offer valuable insights into the integration of SBFL within
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existing software processes in an industry environment. IFLM and all experimental data are

available in a Github repository at [17].

6.3 Approach

Our goal is to evaluate SBFL on multi-location bugs at different moments, e.g., after some

or all tests were executed. Our Instant Fault Localization for Multi-location Bugs (IFLM)

framework uses four “trigger modes” to represent these moments.

1. First-Failure Triggering (IFLM1) invokes SBFL right after the first test failure.

This is the minimal requirement for SBFL to work as it requires at least 1 failed test.

While this mode uses minimal time and computing resources, it also collect fewer

coverage (spectrum) information.

2. Multi-Failure Triggering (IFLMk
f) initiates SBFL after every kth (k=1–5) test fail-

ures. As k increases, more spectrum information was collected. However, this mode

requires more time and computing resources.

3. Failure-Pass Triggering (IFLMk
p) activates SBFL after the first test failure, and

subsequently k extra passed tests (k = 1–10). Compared to IFLM1, IFLMk
p spends

more time and resources to collect coverage data. Here we can study the trade-off

between gained accuracy and time and resources required for executing more tests.

4. Complete Execution Triggering (IFLMA) is the conventional SBFL, which ranks

bug locations after executing all available tests. IFLMA is thus expensive and might

not be applicable in the real world, e.g., at Cvent with many tests.

Each triggering mode thus corresponds to a different approach for selecting a subset of tests
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from the complete test set. Our goal is to collect a partial set of spectrum data that is

sufficient for SBFL to function effectively. By experimenting with these different triggering

modes, we explore the trade-offs between effectiveness of SBFL and its runtime cost. Note

in our study that all tests were executed sequentially in a fixed order, determined by the

test executor (Maven-Clover plugin).

This fixed ordering ensures deterministic results throughout our study. In addition, all trig-

gering modes use instrumented tests. While instrumentation adds overhead, it is generally

not a concern in practice, as companies (e.g., Cvent) often run instrumented tests to at least

measure code coverage metrics, as part of code quality control procedure.

6.4 Evaluation

We use IFLM to investigate the two research questions: (RQ1) how sensitive is IFLM to

different triggering modes? and (RQ2) how sensitive is IFLM to different SBFL formulae?

IFLM and all data in this study are available at [17].

6.4.1 Datasets

We used 238 multi-location bugs, of which 211 are from Defect4J dataset [58] and 27 are

mined from four close-source software products from Cvent. For the Defects4j bugs, we

reused the spectrum data published in [6] to save time.

Defects4J Bugs Defects4J is a widely-used dataset of real bugs in popular open-source

software. Defects4J contains 835 bugs from 17 projects [58]. Out of these bugs, we found

174 multi-location bugs from 6 projects that have spectra data [6].
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We also used artificial bugs from [6] in our study. These bugs were injected through mu-

tation into the same open-source programs in Defect4J, causing the logic or semantics of

the program to fail. Our objective is to compare the evaluation results between real bugs

and artificial bugs. If the results were consistent for both bug sets, it would provide more

confidence in using artificial bugs for evaluating SBFL techniques when real bugs are lim-

ited. Noting that while the [6] database contains numerous injected bugs, most of them are

single-location bugs. We were able to identify only 37 multi-location bugs, all of which were

from the Common-Lang project and used in our study.

Table 6.1: The Defect4J dataset: 174 real bugs and 37 artificial bugs from 5 open-source
projects.

Project # of Bugs LOC Exec # Tests 1st Failed IdxR I
Chart 13

0

25–7,057 1–428 1–248
Math 73 68–7,036 3–1,513 1–599
Mockito 26 931–4,252 25–1,111 9–273
Time 21 931–4,252 25–1,111 9–273
Lang 41 37 189–2,817 7–198 1–149
Total 174 37

Tab. 6.1 describes our Defects4J dataset. The first column shows the project names. The

next column shows the # of Bugs (R: real bugs, I: inserted/artificial bugs).

Column LOC Executed shows the code sizes in terms of lines of code (LOC) among buggy

program versions that are covered by test cases. Column # Tests shows the number of

tests executed for each buggy program. The last column, 1st Failed Idx, gives the index of

the first failed test among the tests. Note that values in these columns are given in a range

(e.g., 1–428) because each program has multiple snapshots, each of which corresponds to an

individual bug.

Tab. 6.2 provides additional information for failed tests. Approximately 50% of the bugs
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Table 6.2: Distribution of number of failed tests in Defect4J.

# of Failed Tests Real Bugs Artificial Bugs
# % # %

1 101 58 (%) 18 49 (%)
2 41 24 (%) 7 19 (%)
3 5 3 (%) 11 30 (%)
4 8 5 (%) 0 0 (%)

≥ 5 19 11 (%) 1 3 (%)
Total 174 100 (%) 37 100 (%)

have more than 1 failing test. Among these bugs, the majority of them have 2–3 failing tests.

This justifies why in the IFLMk
f , we set k’s upper bound to 5 as bugs having more than 5

failed tests are rare.

Cvent Bug Dataset This dataset consists of 27 real multi-location bugs in 4 close-source

programs from Cvent. These bugs were identified and fixed by developers within Cvent’s

internal CI/CD process. We collected the bugs by analyzing build logs, Git commits, Jira

tickets, and test reports. The ground truths for these bugs were determined based on the

fixes applied by developers. In cases where it was difficult to distinguish between code

modifications made for bug fixing purposes and those made for refactoring, we excluded

those fixes to ensure the accuracy of the dataset.

The four subject programs are written in Java and have a medium size, ranging from 10-20

kLOC. Among these programs, one is an internal tool software developed for Cvent’s own

developers, while the other three are related to Cvent’s business domains, specifically event

management, account provisioning, and planners’ tools, used by Cvent’s external clients. The

test sizes for these programs range from a few hundred to one thousand test cases, consisting

of both unit tests and integration tests. Due to legal constraints, we cannot publish all the

details of the dataset. However, we have made the spectrum data available at [17].
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6.4.2 RQ1: Comparing IFLM’s Triggering Modes

We evaluate the effectiveness of different triggering modes for SBFL using Dice (see §3.1

for its definition) as the default ranking formula for IFLM. This is because Dice generally

outperformed other formulae. Tab. 6.3 gives an overview of the performance of each formula

averaged across all bug and triggering mode combinations. The ranking formulae are cate-

gorized into different groups based on their performance: best (green), second (dark-gray),

and the least effective (orange).

Effectiveness of IFLM1 and IFLMA

Tab. 6.4 shows the results from IFLM1 and IFLMA on the 174 real bugs and 37 artificial bugs

from open-source projects in Defect4J dataset, and 27 real bugs from Cvent’s close-source

dataset. The five columns present the performance metrics and test execution cost for real

(R) and injected/artificial (I) bugs.

Contrary to the findings for single-location bugs, IFLMA outperformed IFLM1 on both real

and artificial bugs. For the real open-source bugs, IFLMA performed slightly better than

IFLM1 with metrics such as 12% versus 10% for Top-1, 30% versus 28% for Top-5, 17% versus

13% for MAP, and 22% versus 20% for MRR. Similarly, we see the comparable performance

of the two in the close-source Cvent bugs. However, IFLMA required more than twice test

executions compared to IFLM1. Similarly, for Cvent bugs, in average, IFLM1 takes only 327

seconds, while IFLMA consumes 885 seconds. In other words, empirically, IFLM1 runs more

than twice as fast as IFLMA, as a result of running far more fewer tests.

For artificial bugs, IFLMA demonstrated significant improvement compared to real bugs,

achieving over 100% better performance across all metrics: 27% versus 12% for Top-1, 62%

versus 30% for Top-5, 40% versus 17% for MAP, and 40% versus 22% for MRR. In contrast,
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Table
6.3:

Effectiveness
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Table 6.4: Comparing IFLM1 and IFLMA (RO/IO = Real/Artificial Defects4J bugs, RC =
Real Cvent bugs).

Mode Top-1 (%) Top-5 (%) MAP (%) MRR (%) Cost (% Tests or R.Time)
RO IO RC RO IO RC RO IO RC RO IO RC RO IO RC (s)

IFLM1 10 3 22 28 8 66 13 9 29 20 9 45 44 39 327
IFLMA 12 27 24 30 62 65 17 40 37 22 40 49 100 100 885

IFLM1 performed much worse for artificial bugs compared to real bugs: 3% versus 10% for

Top-1, 8% versus 28% for Top-5, 9% versus 13% for MAP, and 9% versus 20% for MRR.

Overall, for artificial bugs, IFLM1 performed significantly worse than IFLMA with metrics

such as 3% versus 27% for Top-1, 8% versus 62% for Top-5, and 9% versus 40% for both

MAP and MRR. These results highlight the differences in performance between IFLM1 and

IFLMA on artificial bugs compared to real bugs. Additionally, artificial bugs appear biased

towards IFLMA and become challenging for IFLM1. Thus, we do not advise using artificial

bugs to evaluate SBFL on multi-location bugs.

Finding 6.1: For real bugs, IFLM1 performs slightly worse than IFLMA (≈ 2 percent-

age point difference, e.g., Top-1, Top-5, MRR), but it offers a significant advantage

in test execution reduction (≈ 100% better than IFLMA, in terms of runtime and the

number of executed tests). However, for artificial bugs, IFLMA significantly outper-

forms IFLM1, suggesting that artificial bugs might not be suitable for evaluating SBFL

for multi-location bugs.

Effectiveness of IFLMk
f

We evaluated IFLMk
f by triggering SBFL at every kth occurrence of a test failure, where

k= 1–5. Tab. 6.5 shows the average measurements. As can be seen, the effectiveness mea-
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(b) Real Close-Source Bugs.
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(c) Artificial Open-Source Bugs.

Figure 6.1: Effectiveness of IFLMk
f using different SBFL formulae: Goodman, Hamann,

Euclid.
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Table 6.5: Effectiveness of IFLMk
f with k=1–5 (RO/IO = Real/Artificial Defects4J bugs, RC

= Real Cvent bugs).

# Failed
Tests

Top-1 (%) Top-5 (%) MAP (%) MRR (%) Cost (% Tests or R.Time)
RO IO RC RO IO RC RO IO RC RO IO RC RO IO RC (s)

1 10 3 22 28 8 66 13 9 29 20 9 45 44 39 327
2 10 26 23 34 74 70 15 43 32 19 43 47 54 48 415
3 6 42 20 31 75 65 13 53 29 18 53 43 55 62 451
4 11 0 19 37 100 65 16 33 28 23 33 43 57 83 539
5 11 0 18 32 100 62 14 33 26 21 33 41 57 93 574

surements did not consistently improve with an increasing number of failed tests, i.e., we

do not need too many failed tests for SBFL to work. For instance, for real bugs, the Top-1

measurement remained at 10% for both k = 1 and k = 2, but decreased to 6% at k = 3. The

maximum value of Top-1, 11%, was achieved at k = 4, 5, which only slightly differed from

the value at k = 1 (10%). Increasing the Top-1 measurement by 1 percent point required

running 44% of tests with k = 1 and 57% with k = 5 (by 13 percent points). We observed

similar results for artificial bugs.

For generality, we perform the same experiment for IFLMk
f using 3 ranking formulae randomly

selected in 3 corresponding representative groups in Tab. 6.3, namely Goodman, Hamann,

and Euclid (§3.1). Fig. 6.1 (a)(b) shows the results for real bugs for Defects4J and Cvent,

respectively. In Goodman and Hamann, Top-1, Top-5, MAP, and MRR decreased when k

go from 1 to 3. While in Euclid, Top-1 stayed constant against k, for all other metrics, their

values decreased significantly when k reached 5.

Fig. 6.1 (c) shows the results for artificial bugs. For Goodman and Hamann, Top-1, MAP,

and MRR reached optimal values when k was between 2 and 3, then decreased when k was

between 3 and 5. Only Top-5 achieved optimal at k = 5. However, for Euclid, all metrics

got optimal values at k = 3, and then decreased when k approached 5.
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Table 6.6: Effectiveness of IFLMk
p when k = 1–10 (RO/IO = Real/Artificial Defects4J bugs,

RC = Real Cvent bugs).

Additional
Passed Tests

Top-1 (%) Top-5 (%) MAP (%) MRR (%) Cost (% Tests or R.Time)

RO IO RC RO IO RC RO IO RC RO IO RC RO IO RC (s)
1 11 3 22 28 14 66 14 12 29 20 12 45 46 41 327
2 12 3 22 29 14 66 14 12 29 21 12 45 47 44 329
3 11 3 22 31 22 66 14 13 29 21 13 45 48 46 330
4 12 3 22 30 22 66 15 13 29 21 13 45 48 46 331
5 11 3 22 29 31 61 15 16 26 20 16 45 48 48 333
6 10 11 22 29 39 61 15 23 26 20 23 41 48 50 335
7 11 17 22 31 47 61 16 29 26 21 29 41 49 52 336
8 11 17 20 32 42 60 16 28 26 21 28 41 50 55 339
9 10 17 21 32 42 60 16 29 26 20 29 41 49 57 340

10 11 19 21 34 44 60 17 31 26 22 31 41 49 54 341

Finding 6.2: While increasing the number failed tests costs more to execute and collecting

profiling data, IFLMk
f does not work better with more failing tests.

Effectiveness of IFLMk
p

Tab. 6.6 shows our results for IFLMk
p, which applies SBFL at every occurrence of additional

kth passed tests after the first failed test (k = 1–10). For real bugs, IFLMk
p performed slightly

better with more additional passed tests. However, the increased performance was insignifi-

cant. As shown in Tab. 6.6, Top-1 stayed relatively consistent around 11%; all other metrics

slightly increased: 28–34% in Top-5, 14–17% in MAP, and 20–22% in MRR, while the cost

of running tests increased from 46–49%.

Finding 6.3: Given the execution data of extra passed tests after the initial test failure,

IFLMk
p did not outperform IFLM1 for real bugs.

For artificial bugs, performance gained were significant. When k increases from 1 to 10,
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Table 6.7: The effectiveness of IFLM1 and IFLMA using all 25 different formulae on De-
fects4J’s real bugs.

Real Bugs
Formulae Top-1 (%) Top-5 (%) MAP (%) MRR (%)

IFLM1 IFLMA Diff IFLM1 IFLMA Diff IFLM1 IFLMA Diff IFLM1 IFLMA Diff
Ample 10 8 +2 25 25 0 12 12 0 18 16 +2
Anderberg 10 12 -2 28 30 -2 13 17 -4 20 22 -2
Dice 10 12 -2 28 30 -2 13 17 -4 20 22 -2
Euclid 0 0 0 6 6 0 3 3 0 3 3 0
Goodman 10 12 -2 28 30 -2 13 17 -4 20 22 -2
Hamann 5 4 +1 13 10 +3 6 6 0 10 7 +3
Hamming 0 0 0 6 6 0 3 3 0 3 3 0
Jaccard 10 12 -2 28 30 -2 13 17 -4 20 22 -2
Kulczynski1 10 12 -2 28 30 -2 13 17 -4 20 22 -2
Kulczynski2 0 0 0 1 2 -1 1 2 -1 1 2 -1
M1 5 4 +1 13 10 +3 6 6 0 10 7 +3
M2 10 10 0 28 28 0 13 15 -2 20 20 0
Ochiai 0 0 0 1 2 -1 1 2 -1 1 2 -1
Ochiai2 0 0 0 1 2 -1 1 2 -1 1 2 -1
Overlap 0 0 0 0 0 0 1 0 +1 0 0 0
RogersTanimoto 5 4 +1 13 10 +3 6 6 0 10 7 +3
RussellRao 10 10 0 28 26 +2 13 14 -1 20 19 +1
SimpleMatching 5 4 +1 13 10 +3 6 6 0 10 7 +3
Sokal 5 4 +1 13 10 +3 6 6 0 10 7 +3
SφrensenDice 10 12 -2 28 30 -2 13 17 -4 20 22 -2
Tarantula 0 0 0 1 2 -1 1 2 -1 1 2 -1
Wong1 0 0 0 6 6 0 3 3 0 3 3 0
Wong2 5 6 -1 13 11 +2 6 7 -1 10 9 +1
Wong3 5 6 -1 13 13 0 6 8 -2 10 10 0
Zoltar 0 0 0 1 2 -1 1 2 -1 1 2 -1
Average (%) 5 5 0 15 14 1 7 8 -1 10 10 0

performances increased 3% to 19% in Top-1, 14% to 44% in Top-5, 12% to 31% in MAP and

MRR. There was discrepancy between the results of real and artificial bugs, suggesting that

artificial bugs might not be a reliable benchmark for evaluating SBFL.

6.4.3 RQ2: IFLM’s Sensitivity to SBFL Formulae

We ran IFLM using 25 popular SBFL formulae shown in Tab. 3.1 to ensure the generaliz-

ability of our observation comparing IFLM1 and IFLMA and explore IFLM’s sensitivity to

different SBFL formulae.
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Table 6.8: The effectiveness of IFLM1 and IFLMA using all 25 different formulae on De-
fects4J’s artificial bugs.

Artificial Bugs
Formulae Top-1 (%) Top-5 (%) MAP (%) MRR (%)

IFLM1 IFLMA Diff IFLM1 IFLMA Diff IFLM1 IFLMA Diff IFLM1 IFLMA Diff
Ample 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Anderberg 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Dice 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Euclid 0 0 0 0 0 0 2 2 0 2 2 0
Goodman 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Hamann 3 14 -11 5 27 -22 7 20 -13 7 20 -13
Hamming 0 0 0 0 0 0 2 2 0 2 2 0
Jaccard 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Kulczynski1 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Kulczynski2 0 0 0 0 0 0 1 1 0 1 1 0
M1 3 14 -11 5 27 -22 7 20 -13 7 20 -13
M2 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Ochiai 0 0 0 0 0 0 1 1 0 1 1 0
Ochiai2 0 0 0 0 0 0 1 1 0 1 1 0
Overlap 0 0 0 0 0 0 0 0 0 0 0 0
RogersTanimoto 3 14 -11 5 27 -22 7 20 -13 7 20 -13
RussellRao 3 27 -24 8 62 -54 9 40 -31 9 40 -31
SimpleMatching 3 14 -11 5 27 -22 7 20 -13 7 20 -13
Sokal 3 14 -11 5 27 -22 7 20 -13 7 20 -13
SφrensenDice 3 27 -24 8 62 -54 9 40 -31 9 40 -31
Tarantula 0 0 0 0 0 0 1 1 0 1 1 0
Wong1 0 0 0 0 0 0 2 2 0 2 2 0
Wong2 3 27 -24 5 51 -46 7 37 -30 7 37 -30
Wong3 3 27 -24 5 51 -46 7 37 -30 7 37 30
Zoltar 0 0 0 0 0 0 1 1 0 1 1 0
Average (%) 2 15 -13 4 32 -28 6 22 -16 6 22 -16
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Table 6.9: The effectiveness of IFLM1 and IFLMA using all 25 different formulae on Cvent
bugs.

Formulae Top-1 (%) Top-5 (%) MAP (%) MRR (%)
IFLM1 IFLMA Diff IFLM1 IFLMA Diff IFLM1 IFLMA Diff IFLM1 IFLMA Diff

Ample 22 16 +6 59 54 +5 27 26 +1 40 36 +4
Anderberg 22 24 -2 66 65 +1 29 37 -8 45 49 -4
Dice 22 24 -2 66 65 +1 29 37 -8 45 49 -4
Euclid 12 0 +12 28 13 +15 13 7 +6 13 7 +6
Goodman 22 24 -2 66 65 +1 29 37 -8 45 49 -4
Hamann 11 8 +3 31 22 +9 13 13 0 22 16 +6
Hamming 0 0 0 14 13 +1 7 7 0 7 7 0
Jaccard 22 24 -2 66 65 +1 29 37 -8 45 49 -4
Kulczynski1 22 24 -2 66 65 +1 29 37 -8 45 49 -4
Kulczynski2 0 0 0 2 4 -2 2 4 -2 2 4 -2
M1 11 8 +3 31 22 +9 13 13 0 22 16 +6
M2 22 20 +2 66 61 +5 29 33 -4 45 45 0
Ochiai 11 0 +11 30 4 +26 12 4 +8 13 4 +9
Ochiai2 0 0 0 2 4 -2 2 4 -2 2 4 -2
Overlap 0 0 0 0 0 0 2 0 +2 0 0 0
RogersTanimoto 11 8 +3 31 22 +9 13 13 0 22 16 +6
RussellRao 22 20 +2 66 56 +10 29 30 -1 45 42 +3
SimpleMatching 11 8 +3 31 22 +9 13 13 0 22 16 +6
Sokal 11 8 +3 31 22 +9 13 13 0 22 16 +6
SφrensenDice 22 24 -2 66 65 +1 29 37 -8 45 49 -4
Tarantula 11 7 +4 30 27 +3 13 13 0 21 22 -1
Wong1 0 0 0 14 13 +1 7 7 0 7 7 0
Wong2 11 12 -1 31 24 +7 13 15 -2 22 20 +2
Wong3 11 12 -1 31 28 +3 13 17 -4 22 22 0
Zoltar 0 0 0 2 4 -2 2 4 -2 2 4 -2
Average (%) 13 11 +2 37 32 +5 17 18 -1 25 24 +1
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The results of IFLM1 and IFLMA are given in Tab. 6.7, and Tab. 6.8 for the Defects4J’s

real, artificial bugs, respectively; and Tab. 6.9 for Cvent bugs. The Diff column shows the

differences of measured values between IFLM1 and IFLMA (larger or equal values are in

bold). A positive or zero diff value (in bold) indicates that IFLM1 performed as well as or

better than IFLMA.

For the real bugs in Defects4J, out of the total 25 formulae, IFLM1 outperformed or achieved

comparable results to IFLMA in Top-1, Top-5, MAP, and MRR in 17, 14, 10, and 14 for-

mulae, respectively (Tab. 6.7). We observe a similar trend in the Cvent dataset, i.e., 17

in Top-1, 22 in Top-5, 12 in MAP, and 15 in MRR (Tab. 6.9). On average, there was

minimal distinction between IFLM1 and IFLMA across all four performance metrics. Thus,

for real bugs, the observation that IFLM1 performed at least as well as IFLMA (in all four

effectiveness metrics) was confirmed in more than 50% of the 25 investigated SBFL formulae.

Finding 6.4: For real bugs, in general, IFLM1 performed equally or better than

IFLMA on more than half of the 25 investigated SBFL formulae, across all of the four

effectiveness metrics.

However, the observation for the Defects4J artificial bugs contradicted that of the real bug

dataset. IFLMA outperformed IFLM1 for 16/25 formulae. The remaining 9 formulae showed

similar performance levels for both IFLM1 and IFLMA. This substantial difference between

the real and artificial bug datasets suggests that artificial bugs may not accurately predict

the performance of SBFL techniques in localizing real bugs.

For sensitivity of IFLM to SBFL formulae, Tab. 6.7 & 6.8 showed that the choice of for-

mulae played a crucial role in accurately localizing both real and artificial bugs. Formulae

such as Ample, Dice, and Jaccard contributed to achieving 28% and 30% Top-5, as well
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as 20% and 22% MRR for IFLM1 and IFLMA respectively. Conversely, formulae such as

Overlap, Kulczynski2, and Zoltar performed poorly and exhibited inaccuracy. Furthermore,

there was no single formula that consistently outperformed others. Instead, multiple top-

performing formulae demonstrated similar levels of performance for both IFLM1 and IFLMA.

Finding 6.5: SBFL formulae can have significant influence to the performance of

IFLM. There were often multiple formulae that worked equally-well for IFLM.

6.5 Threats to Validity

External Validity Our findings depend on the quality and characteristics of the bug

datasets used in our experiments. However, our benchmark, Defects4J, a well-known dataset

with real Java bugs, and the four current Cvent projects, can help mitigate this threat.

Construct Validity We focused on multi-location bugs, whose ground truths were con-

structed by comparing the buggy and fixed versions of the programs. Locations (except

comment) that were modified (i.e., add, delete, change) were considered locations of the

bug. In reality, developers often mixed between bug fixing and refactoring in a commit, and

it is not trivial to distinct the two, especially in Cvent dataset. However, the first-author

who constructed the dataset is familiar with the selected programs and thus help address

this concern.

Internal Validity Similar to prior fault localization research [67, 106, 122], given a bug

fix, we treated the location where the fixing change was applied as ground truth. However,

in reality, the place where a bug is fixed is not always the place where a bug is found.
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Another concern was the reliability of the coverage data. This data collection process was

time-consuming and hard to validate.

For the open-source Defects4J dataset, we reused the data published in [6]. For the close-

source Cvent dataset, we modified Clover [5] and ran tests to gather the profiling data. For

accuracy, we repeated the collection process three times. We publish the close-source dataset

in standardized spectrum format and the tool we built on top of Clover in [17].

6.6 Summary

This paper explored opportunities of reducing overhead cost of running tests in SBFL while

maintaining its accuracy. We experiment with the concept of triggering modes proposed

in [35] but focus on multi-location bugs, which are common in real-world settings, e.g., at

our company Cvent. While there were minor disagreements with the single-location study

in [35], our work generally confirms that it is not always necessary to execute all test cases

before using SBFL formulae to locate bugs. The results in this study are useful for Cvent and

hopefully other industrial companies who seek to adopt IFLM into their CI/CD development

pipeline to automate and speedup software debugging. In the future, we plan to conduct a

user study to empirically measure productivity (e.g., developer’s debugging time reduction)

would be actually gained with the integration between IFLM and Cvent’s CI/CD pipeline.
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Related work

In this section, we will discuss related work in spectrum-based fault localization, IR-based

fault localization, and empirical studies on fault localization techniques, and testing opti-

mization.

7.1 Spectrum-Based Fault Localization (SBFL)

SBFL techniques identify bug locations using the execution information of buggy code [19, 33,

55, 77, 106, 109]. For instance, given a buggy program and test cases, Tarantula instruments

code to collect the execution coverage of passed and failed tests, counts the number of

passed/failed tests covering each program element (i.e., class, method, or statement), and

computes suspiciousness scores [57]. Xuan et al. used machine learning to train a model by

combining 25 suspiciousness calculation formulae [106]. Although they did not observe any

single formula to work universally better than the others, the trained model outperforms the

state-of-the-art formulae, such as Tarantula, Ochiai, and Ample.

The SBFL approaches mentioned above only provide a static ranked list after the execution

of all tests. Some researchers further improved SBFL approaches by taking in developers’

feedback on the initial ranked list to dynamically tune ranking accordingly [45, 49, 67]. In

particular, Li et al. leveraged SBFL to rank suspicious methods, and then generated high-

level queries to ask developers about the correctness of specific executions for the most

81
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suspicious methods [67]. If developers determine that a method’s execution is correct, the

approach labels the execution tree rooted at this method invocation node as “correct” instead

of “buggy”, and performs suspiciousness recalculation accordingly.

Our research does not define any new SBFL formula. Instead, we reused 25 existing SBFL for-

mulas. We built a framework—IFLS—to systematically investigate diverse triggering modes

of SBFL, and to understand how each triggering mode balances the effectiveness and effi-

ciency of fault localization. Our exploration compared IFLS’s effectiveness given (1) differ-

ent SBFL formulas and (2) distinct triggering mechanisms for SBFL formulas. By revealing

bug locations early, IFLS1 turned out to be the most effective and efficient way to help

developers fix bugs.

Tarantula [57] was the first SBFL technique that identifies buggy locations by leveraging

the execution information or code coverage profiling data gathered by running tests against

a program under investigation. Since then there have been many other variations of the

SBFL approach, such as, Ochia, Jaccard, Dice [19, 33, 55, 57, 77, 106, 109]. The main

difference among these techniques is how a program spectra are formulated into a metric

called suspiciousness score (i.e., SBFL formula) to predict how buggy each location of the

program is. Lucia et al. [68] and Yoo et al. [111] compared different formulae defined for

SBFL approaches, and concluded that there was no optimal formula that always worked

better than others.

This paper does not define any new SBFL formula but instead reuses 25 existing SBFL

ones. We built the —IFLS framework to investigate diverse triggering modes of SBFL,

and to understand how each triggering mode balances the effectiveness and efficiency of

bug localization. Our exploration compared IFLS’s effectiveness given (i) different SBFL

formulae and (ii) distinct triggering mechanisms for SBFL formulae. Our ultimate goal was

to find optimal triggering modes that worked best with SBFL in industrial settings.
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7.2 Information Retrieval-Based Fault Localization (IRFL)

IRFL approaches locate bugs based on bug reports [65, 82, 108, 121]. For example, BLUiR

treats a bug report as a document query and considers source code as documents [82]. Given

a bug report, BLUiR searches for program entities that are relevant to the report, and ranks

those entities as candidate bug locations. To better retrieve and rank documents, BLUiR

assigns more weights to bug report titles, and to any class or method name referred to by a

report. Learning-to-rank integrates domain knowledge of bug history and API specification

to train a model for bug location prediction [108].

One limitation of IRFL tools is the implicit assumption that a bug report has certain

document relevance with the buggy code. However, such assumption does not always

hold. To overcome the limitation, some researchers proposed hybrid approaches that com-

bine IRFL with other approaches [34, 122]. For instance, Dao et al. combined IRFL with SBFL

by assigning different weights to the separately generated ranked lists [34]. Zou et al. com-

bined IRFL with another six kinds of techniques: SBFL, mutation-based fault localization,

dynamic program slicing [24], stack trace analysis [102], predicate switching [118], and

history-based fault localization [60]. The combination is achieved via machine learning so

that the results by distinct techniques are given appropriate weights.

Compared with the above-mentioned IR-based approaches, IFLS does not rely on the exis-

tence of any bug report, neither does it require for the execution of all test cases.

7.3 Empirical Studies on Fault Localization Techniques

Researchers empirically studied fault localization techniques in various ways [62, 68, 99, 103,

111]. Specifically, Lucia et al. [68] and Yoo et al. [111] compared different formulae defined
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for SBFL approaches, and concluded that there was no optimal formula that always worked

better than others. Kochhar et al. [62] and Dao et al. [34] independently manually inspected

bug reports whose bugs were either fully, partially, or not localized by IRFL approaches.

They found that the quality of bug reports can substantially impact IRFL results. If bug

reports explicitly contain buggy file names, IRFL techniques are more likely to identify the

bugs. Additionally, Wang et al. conducted user studies with developers to examine how

developers perceived the usefulness of IRFL tools [99]. The study revealed that developers

did not find such tools to be quite useful and were unsatisfied by IRFL techniques.

In our evaluation, we constructed two data sets of bugs and leveraged the known bug locations

as ground truth. By comparing the ranked list by any IFLS variant against the ground truth,

we determined the approaches’ effectiveness. In the future, we will also conduct a user study

with developers to learn about their opinions on IFLS, and design better fault localization

approaches accordingly.

7.4 Test Optimization and Generation

Some approaches were proposed to reduce, prioritize, or generate test cases in order to facil-

itate fault localization [26, 75, 110, 112]. For instance, Masri et al. introduced coincidental

correctness to describe the scenarios where buggy statements are executed but the execution

does not lead to a test failure [75]. The researchers proposed a technique to identify all

coincidentally correct tests in a given test suite, and to remove these tests in order to im-

prove the effectiveness of SBFL approaches. Yu et al. investigated how test-suite reduction

strategies influence the effectiveness of fault localization techniques [112]. When reducing

the number of test cases that cover the same statement, the researchers observed exist-

ing SBFL techniques to usually work worse. Thus, they proposed a new test-suite reduction
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strategy that reduces the number of test cases covering the same statement set but causes

negligible impacts on fault localization.

Yoo et al. proposed FLINT, an information theoretical approach to prioritize statements

and test cases [110]. In particular, statements are ordered by suspiciousness, while test cases

are ordered by the degree to which they reduce the entropy inherent in fault localization.

Artzi et al. developed a test generation approach to maximize the effectiveness of SBFL [26].

Specifically, they defined a similarity criterion, which is used to measure how similar the

execution characteristics associated with two tests are, and is used to direct concolic execu-

tion towards generating tests whose execution characteristics are similar to those of a given

failed test.

Our research shares the same motivation with all prior work, which is to explore ways to

improve fault localization. However, we did not propose any new approach to selectively re-

duce, prioritize, or generate test cases. Instead, we conducted an empirical study to compare

different SBFL triggering modes, and revealed that triggering SBFL right after the initial

test failure is the most effective and efficient mode. Our research complements prior work.

It can be used together with existing approaches of test reduction, prioritization, or gener-

ation. In the future, we will also explore how distinct triggering modes work with existing

approaches to influence the effectiveness of fault localization.

These topics not only improve fault localization accuracy but also reduce its overhead costs.

Several approaches have been proposed to facilitate fault localization through test case re-

duction, prioritization, and generation [26, 31, 42, 75, 110, 112, 120]. For instance, Masri

et al. introduced “coincidental correctness” to describe scenarios where buggy statements

are executed but do not result in test failures. They proposed a technique to identify and

remove these coincidentally correct tests from a given test suite, aiming to improve SBFL

approaches [75]. Yu et al. investigated the influence of test suite reduction strategies on the
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effectiveness of fault localization techniques. They observed that existing SBFL techniques

tend to perform worse when the number of test cases covering the same statement is re-

duced. They then proposed a new test suite reduction strategy that minimally impacts fault

localization while reducing test case redundancy [112].

Yoo et al. presented FLINT, an information-theoretic approach that prioritizes statements

and test cases. Statements are ordered based on their suspiciousness, while test cases are

ordered by their ability to reduce the inherent entropy in fault localization [110]. Artzi et

al. developed a test generation approach that aims to maximize the effectiveness of SBFL.

They defined a “similarity criterion” to measure the similarity in execution characteristics

between two tests. This criterion guides concolic execution to generate tests with similar

execution characteristics to a given failed test [26].

Our research shares a similar motivation, particularly in exploring methods to reduce the

running cost of SBFL. Our proposed IFLS triggering modes serve as a practical technique

for reducing test execution, and in the future, we plan to investigate test prioritization to

further improve triggering modes in practice.

7.5 Enhanced SBFL Techniques

Unlike standard SBFL methods that use only program’s coverage information and one single

ranking metric, recent enhanced SBFL approaches leverage other program analysis inputs,

such as, dependency and execution graphs, contextual information, types of program entities

(e.g., branch, predicate) to localize bugs more accurately [27, 30, 51, 84, 97, 106]. He

et al. augmented coverage information with test call graph to construct fault inducing or

influencing network, which helps narrow down bug searching space [51]. Beszédes et al. used

snapshots of call stack to assist SBFL to localize buggy functions [30]. Xuan et al. used
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machine learning to train a model by combining 25 suspiciousness score formulae [106]. Our

study is different in that it focuses on how to reduce the overhead cost of applying the

existing SBFL techniques in the real-world with as minimal accuracy loss as possible.

7.6 Effectiveness and Applicability of SBFL

Many studies have highlighted the insufficiency of SBFL and its limited real-world applica-

tion [44, 52, 62, 68, 84, 85, 96, 99, 103, 111]. Wang et al. conducted user studies involving

developers to assess the usefulness of Information-Based Fault Localization (IBFL) tools,

revealing developers’ dissatisfaction with these techniques [99]. Sarhan et al., in a recent

survey [84], provided reasons for the limited adoption of SBFL, including the unavailability

of supported tools, high cost of collecting execution information, and inaccurate results.

These concerns regarding the overhead cost of collecting spectrum data were shared by our

team at Cvent and served as motivation for our study. However, in contrast to these work

that rely on older open-source datasets for evaluation, we further validated our findings using

an industry-scaled dataset benchmark that is up-to-date.

7.7 Fault Localization in Cloud-based Environments

Despite there have been many approaches proposed to improve FL in cloud-based applica-

tions, the problem remains hard and requires more innovative ideas and research [29, 36, 39,

79, 86, 87, 94, 113]. In this section, we discuss works that are relevant and related to our

research. Most researches introduced for FL in cloud-based applications, uses three different

types of techniques in order to identify abnormalities. More conventional approaches address

the issue by applying statistical models to reason about abnormal cloud operations, using
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data (e.g., logs, metrics) collected over a period of time [88, 93, 123]. The second type of

techniques are based on machine learning algorithms and graph-based theories to localize

faults, have been emerging recently [36, 43, 74]. LOUD [74] used machine learning to dictate

correct executions, just incorrect runs can be then reasoned and referenced from the trained

model, and the tool can be applied to lightweight applications. Errin et al. used support vec-

tor machine (SVM) to predict system failures, such as hard disk errors [43]. UBL [36] applied

unsupervised machine learning algorithms to detect abnormal behaviors in virtualized cloud

systems. In terms of problem domains, most of the proposed approaches focus on individual

areas, such as, infrastructure, configuration, network, security, resources [37, 93, 94, 115, 117].

Sai Zang et al. proposed an statistical analysis model, ConfDiagnoser, to detect and root

causes undesired and problematic configurations in a software system [117].
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Future Work

Enterprise software companies typically have large number of products lines serving various

customers. Each product may well contain millions of lines of code (LoC). The software

is deployed and operates in a large and complex environment. To meet business demand,

companies have to utilize a very complex infrastructure, including a grid of hundreds (if not

thousands) of servers or virtual machines (VM), a huge array of services (microservices),

and complicated ecosystems and tools for automation of build, testing, deployment, and

operation. This complex infrastructure needs to be systematically managed and monitored.

Many specialized tools and software, such as, Splunk [9], New Relic [8], Datadog [7], are

deployed to the IT infrastructure to accomplish this task. In addition to these expensive

tools, a large number of engineers are required to run and monitor the tools. In spite of

these expensive investments and expenses, results are limited. Failing services, unstable VM

capacities, unsuccessful deployments, under-desired load performances, etc., remain difficult

to localize and identify their root causes [29, 37, 39, 39, 40, 86, 87, 113, 117, 123]. In

addition, those faults (e.g., failing services, low VM memory) due to environment will further

complicate localizing faults in software applications.

In this chapter, we will discuss our future research on localizing faults in a cloud-based system

or application using abstract state machine approach. A fault in this context is defined

as an environment related fault, such as, insufficient memory, high CPU usage, network

disconnection, misconfiguration. FL techniques, such as, spectrum-based or information

89
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retrieval, or their combinations, assume tests are executed under a system’s normal or ideal

condition, i.e., environment. Because under such an abnormal environment, a failing test

case does not necessarily indicate there exist a bug in the system. Thus, these techniques are

often not applicable if the environment is abnormal. In addition, after a system is deployed

and starts operating in a live environment, profiling information in terms of test execution

is no longer available. We need a different technique with different profiling data to detect

and localize environment faults. The need for being able to predict and localize accurately

and quickly such a fault becomes a very challenging and expensive problem for cloud-based

software development and operation companies. They often rely on manual efforts by hiring

a large number of engineers, for example, site reliability, network, quality engineers, who

constantly and manually monitor and analyze the data to tell if there is any abnormal

behavior in the operating environment.

There have been many approaches and techniques proposed by research community to alle-

viate the problem. However, none of them adequately and effectively address the issue, to

best of our knowledge. There are two main essential and inherent challenges need to over-

come. First, data capturing the state of a cloud-based environment is large, composing of a

wide variety of monitoring profiling information, such as a virtual machine (VM)’s health,

database, network, exceptions. Second, the number of states an environment to examine

can be exponentially large. In the following sections, we describe our approach to solve the

problem, what has been done, and what remains to be done.

8.1 Fault Localization with Abstract State Machine

We explore the idea of applying an abstract state machine (AST) to model the state space of

a cloud-based system to narrow down the exponential number of possible states, if otherwise,
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to find an abnormal state and its transition from a normal counterpart (Fig. 8.1). When a

state is being transitioned from normal to abnormal, we know that a fault is detected. More

importantly, by analyzing the transition, which is composed of multiple individual events,

we are able to identify what is possibly the root cause of the fault with accuracy. Thus, by

utilizing an abstract state machine, we can be able to not only detect and localize a possible

fault, but also identify its root cause effectively.

We define informally below the main conceptual elements of our proposed solution:

• Abstract State Machine: a state machine that captures and models operation of a

cloud-based system. A state is an abstraction of whether a system is working as it is

specified and expected, or it is behaving unexpectedly. In other words, a state captures

the abstract idea of if a system is operating normally, or abnormally. At any point of

time, a state can be either in normal or abnormal, and can be transitioned to either of

them, triggered by time, or some event. A transition that bring a state to normal state

is called a normal transition, and one that bring a state to an abnormal one is call

abnormal transition. The system can be terminated and therefore transitioned to a

Normal State Normal State Normal State

Normal Transition

Abnormal State

Abnormal Transition

Figure 8.1: Abstract State Machine to Localizing Faults in A Cloud-based System

stop state, from either abnormal or normal state. Often, we want to see the system at

a live normal state, however, when it is in an abnormal state, and cannot be recovered,

it will eventually move to a stop state (Fig. 8.1).
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• Compound State: is the computational modeling or representation of an abstract

state. In other words, an abstract state is an abstraction of its corresponding compound

state. A compound state is a n-component vector, compound state = vc(v1, v2, . . . , vn),

or vc in short, where vi ∈ Vi = {vki , k = 1,mi}, set of all possible mi values of a

connotation component attribute Ai. We define, A = {A1, A2, . . . , An}, thes set of n

...v1 = <A1, V1>

<Ak= Memory in Use, Vk= {0, 1, ..., 100}>
 

v2 = <A2, V2> vk = <Ak, Vk> vn = <An, Vn>Compound State

Instance of <A, V>

Figure 8.2: Compound State

attribute components constituting a system’s whole internal state semantics. Such an

Ai as, memory, disk, network sent/received, etc. We denote, V = {V1, V2, . . . , Vn}, the

set of domain values of A, or Vi is the set of all all possible values of attribute Ai. For

example, a possible memory in use in percentage can be in the range, [0, 100]. Thus,

a compound state vector vc is an instance of the meta vector < A, V > (Fig. 8.2).

• State Partitioning: The domain space of Vi, corresponding to Ai attribute, in theory

and reality can be infinite, for example, bytes_sent/bytes_received metric can be any

positive value. Therefore, state partitioning is used to map a compound state into

an abstract state. For example, < Vk, Ak >, a domain space of kth component of

<Vk, Ak> Partitioning Rk1 Rk2 Rk3 Rk4

Figure 8.3: State Partitioning

< V,A >, is partitioned into 4 regions, {R1, R2, R3, R4}, where yellow and red colors

mean a possibility of problematic values, and green and blue colors mean normal
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operation possible values (Fig. 8.3). We formally define Pk :< Vk, Ak >
partitioning−−−−−−−→ Rk,

a partition operator on kth component of the meta vector < V,A >k, to partition its

domain value into s regions, or a set Rk of s possible values, where s = |Rk| ≤ |Vk|.

Then, P = {Pk, k = 1, n} :< V,A >
partitioning−−−−−−−→ (R,A), is a partition operator on the

complete meta vector < V,A > is transformed into the abstract meta vector (R,A).

• Abstract State: an abstract state = va(a1, a2, . . . , an) is an instance of the meta

vector (R,A), where ai ∈ Ri, a set of all possible region abstract values of the attribute

Ai. Often, Ri consists of two kinds of regions, one whose values mean something

"normal"– normal or green regions, denoted as Rgreen
i . The other type is composed of

regions, whose values mean "abnormal"– abnormal or red regions, denoted as Rred
i .

• Normal State: is an abstract state, va(a1, a2, . . . , an) , where aj ∈ Rgreen
j , for all j =

1, n.

• Abnormal State: is an abstract state, va(a1, a2, . . . , an) , where ∃j ∈ [1, n], such that, aj ∈

Rred
j .

• Transition: is mapping ts : (R,A)
events−−−→ (R,A), va 7→ ts(va). A transition is normal–

tsgreen, if its destination abstract state is normal, otherwise it is called abnormal, and

denoted as tsred. A transition is defined as single transition if the difference between

...a1 a2 anak

...a1 a2 ana'k

single transition

Source
Abstract

State

Destination
Abstract

State

Time: t

Time: t+1

Figure 8.4: Single Transition
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destination state and source state happens only one attribute Ak (Fig. 8.4), otherwise,

is called compound transition (Fig. 8.5)

...a1 anaj

...a1 ana'j

Compound Transition
Single Event

Source
Abstract

State

Destination
Abstract

State

Time: t

Time: t+1

ai

a'i

Single Event

Figure 8.5: Compound Transition

• Overall Workflow: This section describes the overall workflow of our proposed so-

lution, called Cloud-based Fault Localization with Abstract State Machine (CFA).

CFA involves in two steps, construction and deployment (Fig. 8.6).

Cloud-based 
System

Profiling Data
CollectorFault Injector

Faults

Test Executor 

Tests

Profiling 
Data

Fault-inducing
Profiling Data

Fault-free
Profiling Data

State Modeling State Partitioning

Abnormal 
States

Abnormal 
States

Cloud-based 
System 

Abstract State
Machine

Preprocessing
Component

Preprocessing
Component

Faults and 
Root Causes

Tests

Faults

Construction Phase

Deployment and Use Phase

Figure 8.6: CFA Overall Workflow

Design and Implementation Plan This is the process of constructing and training
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an ASM which is then used in the later phase.

1. Fault Injection: Faults are injected into the system via the Fault Injector com-

ponent to make sure the system is faulty. Such faults as, excessive CPU usage,

network connection drop, out-of-memory, etc.

2. Test Execution: For each fault injected, we execute some verification tests until

there are some failing tests to make sure that a fault is really introduced into the

system.

3. Profiling Data Collecting: When the system is in faulty state, its behavior is

collected using a data collector, and labeled with faulty-inducing. When no fault

is injected and all verification tests are passing, data is labeled with fault-free.

All profiling data at this step is raw data in aJSON format.

4. State Modeling: Raw profiling data in JSON format is then modeled into a

compound state vector (Sec. 8.1, Fig. 8.2).

5. State Partitioning: Compound states are partitioned using a k-clustering pro-

cedure to map them into a much smaller space of abstract states (Sec. 8.1,

Fig. 8.3).

6. ASM: The final outcome of this process is the pre-computed or trained ASM

and ready to be deployed and used for detecting faults and analyzing their root

causes.

Deployment Plan Once an ASM is trained, it is deployed to monitor and analyze

in real-time a cloud-based system to localize faults and root causes.

k-State Tuning How states are abstracted by partitioning into k-state with a k-

clustering procedure is the key factor influencing accuracy of the approach. This step

is necessary to find an optimal ASM to best localize faults and root causes.
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8.2 Research Questions

In this research, we aim to answer the following research questions:

• RQ1: How does CFA help localize faults in a cloud-based system? Is it able to both

localize faults and root causes?

• RQ2: How CFA is compared with the state-of-the-art and baseline tools, in terms of

performance and accuracy ?

8.3 Approach

We have implemented the following components of CFA:

• Implementation: main components of CFA:

(1) Fault Injector: We have collected and classified the most common faults hap-

pened in a real-world cloud-based environment. We then write automated scripts

to inject the faults into the cloud whenever the scripts are executed.

(2) Test Executor: Our cloud system is guarded with a set of tests, called Business

Verification Test (BVT), and Production Verification Test (PVT) which test the

most common behaviors of a cloud-based system, such as, if database is connected,

HTTP requests return 200 status code, etc. All of the tests are executed via the

TestNG framework [10].

(3) Data Collector: We have implemented a data collector that is capable of collect-

ing a cloud-based system profiling data in real-time. The metrics it can collect

include, virtual machine (VM) usage, such as, CPU, memory, and disk usage;
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network traffic, such as, bytes_sent, bytes_received; Database metrics, such as,

number of connections, query-processing-time; exceptions or stack-traces thrown

in the environment; and many others.

(4) State Modeling: We have implemented this component which is capable of

cleaning, standardizing, and formatting the profiling data into a format called

compound state vector, that we define above.

(5) State Partitioning: Finally, we have implemented this state partitioning com-

ponent that uses k-clustering algorithms to map compound states to abstract

states.

The code of CFA is open-sourced and can be found in Github 1.

• Experiment data sets: We have prepared a large clean experiment data sets of ten

of GBs of profiling data of a cloud-based system that dictate normal behavior of the

system. The data set can then be used to train and build an ASM for CFA.

8.4 Evaluation Plan

In order to answer the proposed research questions, we have to complete the following work:

• Running Experiments: design and run experiments to evaluate how CFA performs

on a real-world cloud-based system.

• Analyzing Results: collect and analyze the results from the experiments to provide

insights into the proposed research questions.
1The code repository will be open to access when we publish this work.
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8.5 Summary

In this chapter, we describe the idea and concept of using abstract state machine to localize

faults in a cloud-based system. We discuss how to implement the proposed solution into a

tool called CFA. We summarize what have been done and remained to complete in order to

evaluate the solution and provide answers to our proposed research questions.
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Conclusions

Fault localization remains a challenging, time-consuming, and expensive task. Despite a huge

loss in the software companies due to software defects, adopting automated fault localization

in industry is still difficult and even impractical.

This dissertation research improved fault localization, in terms of increasing accuracy and

reducing runtime overhead cost. In addition, our research aimed at easing the applicability

of fault localization in the software industry. More specifically, this dissertation enhanced

the existing IRFL techniques with dynamic runtime execution information to improve the

accuracy of fault localization. Moreover, this dissertation introduced a novel concept of

triggering mode and Instant Fault Localization (IFL) techniques that significantly reduces

the runtime cost of SBFL, ultimately making its applicability in industry more practical.

We hope the results of this research can be beneficial to research community, especially to

industrial companies who seek to adopt IFL into their development processes to uncover

bugs as efficiently as possible.

Finally, the dissertation planned out the future work to further extend and improve fault

localization techniques to highly complex cloud-based applications using SBFL and the ab-

stract state machine concept.
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