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ABSTRACT

Fault injection attacks are a powerful technique that intentionally induces faults during cryptographic computations to leak secret information. This paper provides a survey of fault attack techniques on different cryptosystems. The fault attack consists of two main components: fault modeling, which examines methods for injecting faults in a target device, and fault analysis, which analyzes the resulting faulty outputs to deduce secrets in each cryptosystem. We first categorize various fault attack methods by fault model and fault analysis. We then give examples of the various fault attacks on symmetric key cryptosystems and public key cryptosystems. This paper aims to provide a background on fault attack research and directions for further study on securing real-world cryptosystems against fault injection attacks.

ACM Reference Format:

1 INTRODUCTION

Cryptography plays a critical role in guaranteeing the security in digital infrastructure today. The confidentiality and integrity of sensitive data are built on cryptosystems like encryption algorithms and signature schemes. While the security of these primitives is proven rigorously, the implementation can still be vulnerable to attacks. Fault injection attacks are a type of attack that maliciously induces fault during the computations to breach security.

The first fault injection attack was introduced in the late 90s [4], which used Differential Fault Analysis (DFA) to recover secrets. By carefully injecting faults during the computations, attackers are able to obtain secret information by analyzing the faulty output. According to the existing research, this powerful attack technique has demonstrated the ability to break the widely used cryptosystems such as recovering secret keys in Advanced Encryption Standard (AES) [16] and TLS singing key [26].

There are many different techniques to inject faults, e.g., laser [34], voltage glitching [12], and rowhammer [26] using the software, and many different cryptosystems can be affected. Prior research either only focuses on the hardware layer to study how to inject faults in the system [14, 31, 42] or only focuses on attacking individual cryptographic implementations [16, 26]. Under a given attacker model, it is not easy to know what cryptosystems are affected. Anubhab Baksi et al. [2] provides a survey of fault attacks with a focus only on symmetric key cryptosystems. In this paper, we aim to provide a survey across different fault models and different cryptosystems. We want to bridge the gap between studies on hardware fault injection techniques and studies on the analysis of cryptosystems.

In this paper, Section 2, we give an overview of fault injection attacks and present a detailed analysis of the fault models. Section 3 describes the concept of previous fault attacks on symmetric key cryptosystems, and Section 4 with fault attacks on public key cryptosystems. Section 5 provides a summary of the fault models of the attacks on the different cryptosystems.

2 OVERVIEW OF FAULT INJECTION ATTACKS

Fault injection attacks allow adversaries to derive secret information by intentionally inducing faults during cryptographic processing. As introduced in the previous chapter, fault attacks can be divided into two main components. The first involves inducing the fault in the target device. A fault model describes the type of faults injected for a given method. The second focuses on fault analysis, examining the corrupted outputs after fault injection to reveal secrets through techniques like differential analysis. In this section, we will categorize and analyze common fault attack approaches, considering both fault models and fault analysis methods.

2.1 Existing Fault Injection Methods

To process the fault attack, the attacker first needs to induce the fault during the cryptographic operation. They can exploit various fault injection methods to achieve the objective. We categorize the fault injection methods into three types.

The attackers can inject fault by directly contacting the target device, such as a Voltage [9] or clock glitch [13]. A voltage glitch refers to a spike in short duration in the voltage supply to a device. The voltage fluctuation may cause unexpected behaviors that could induce the fault during the operation. Besides, the Clock provides the timing signals that synchronize the digital logic operations, and the clock glitch may disrupt the circuit timing and cause errors.

Another type is that attackers are near the device without direct contact, such as EM pulse [32], Laser [36], or heating [18]. EM pulse is a burst of electromagnetic energy that can disrupt or even damage the electronic device, and this kind of energy could cause the fault to occur without contact with the device. Like an EM pulse, the Laser could also inject the fault by the device’s malfunction resulting from the localized heating and burning. Heating is using any method to increase the device’s temperature, resulting in the device malfunctioning to induce the fault. Although these attacks do not need direct contact during the fault injection, depackaging is
sometimes needed, e.g., for laser [39]. The attacker typically needs to have physical access to the target device.

The last type of fault injection method is software-induced error. For example, rowhammer [22] could flip the particular bit(s) in DRAM arrays by repeatedly accessing the adjacent row of the target bits in the memory, causing the faulty output to derive the secrets. Not all the DRAM cells are vulnerable to rowhammer, thus, attacks leveraging rowhammer usually have a profiling phase to select the memory location for fault injection, and manipulate the page mapping to map the victim address to the desired memory location. Such software-induced errors can occur in cloud servers and other environments with shared memory if the attacker’s software can share the same system as the victim.

2.2 Fault Models

There are various methods to induce fault in the hardware using different physical effects. However, during the Fault attack analysis for cryptosystems, the attacker cares about the fault type instead of the way to inject the faults. Thus, we introduce the fault model in this section. We categorize existing fault attacks based on the “Fault Model,” which refers to modeling the induced fault in the algorithm using the following four properties.

Target Which hardware component is impacted by the fault attack, e.g., arithmetic-logic unit, SRAM, DRAM, etc..

Precision How precisely can the attacker choose the fault location or the time to inject the fault.

Repeatability Whether the attacker can repeatedly induce the identical fault.

Feasibility Practical property (cost, accuracy of time and position, technical skill requirement) for inducing the fault.

2.2.1 Fault Target. In existing research, different types of physical attacks will result in the fault by perturbing different devices. For instance, in the voltage glitching attack in [3], the fault target is the execution unit; in the rowhammer attack in [22, 26], the fault target device is DRAM.

Depending on the hardware structures, we can categorize the existing fault attack research by the fault target aspect and divide it into two main parts: processor Core and Memory/storage. Different memories are vulnerable to different fault injection methods due to the materials used. For example, DRAM is vulnerable to radiation [21, 40], while the disk is almost radiation-hard. Regarding the cryptosystem implementation, the target devices are related to where the cryptography parameters are stored and computed. For instance, the fault attack method aimed to derive TLS signing keys stored in DRAM targets the DRAM [26], and the device that processes RSA-CRT keeps the secret parameter in EEPROM [6]. According to the fault target, the attacker should model the fault depending on the physical conditions, such as which devices are vulnerable or where the key parameters are stored.

2.2.2 Precision. Precision is the property that indicates how precisely the attacker can choose the fault value or when to inject the fault. We categorize fault attacks by spatial resolution, which indicates how precise the fault value is, and by temporal resolution, which indicates how precise the attacker should control when the fault is injected.

Fault models can be categorized by spatial resolution into three categories: bit model, multi-bit model, and random fault model. The bit model [3] is that the adversary induces the fault by flipping one particular bit to recover the secret. The multi-bit model [16] is that the attack induces the fault by flipping one or multiple bits, owing to the attacker can only roughly control the impacted bit location. The random fault model [41] is that the attacker induces the fault but cannot control the value change by the fault injection, and is the most common one in practice.

We can also categorize the fault models by temporal resolution into precise and rough. If injecting the fault needs to occur during a particular operation, then we call it “precise.” However, if the time of injecting the fault will not affect the fault injection attack results, then we call it “rough.” Table 1 shows the spatial and temporal resolution of the known attacks on cryptosystems.

Fault models can be categorized by spatial resolution into three categories: bit model, multi-bit model, and random fault model. The bit model [3] is that the adversary induces the fault by flipping one particular bit to recover the secret. The multi-bit model [16] is that the attack induces the fault by flipping one or multiple bits, owing to the attacker can only roughly control the impacted bit location. The random fault model [41] is that the attacker induces the fault but cannot control the value change by the fault injection, and is the most common one in practice.

We can also categorize the fault models by temporal resolution into precise and rough. If injecting the fault needs to occur during a particular operation, then we call it “precise.” However, if the time of injecting the fault will not affect the fault injection attack results, then we call it “rough.” Table 1 shows the spatial and temporal resolution of the known attacks on cryptosystems.

We have listed various physical attacks in Table 2. The different physical attacks will have different accuracy. For instance, the Clock glitch is the fault inject method that inserts the short glitch into the clock; therefore, it will have high temporal accuracy, and the fault will impact the whole device so that the spatial accuracy will be global. Heating is the method that heats the device and makes the device malfunction. The attacker can not control the time that fault occurred; therefore, the temporal accuracy is too low to be ignored, and it can impact the whole device so that the spatial accuracy will be global as well.

2.2.3 Repeatability. Repeatability is the property that describes whether the fault model can inject the identical fault in each process of fault attack. For instance, in [41], the attacker using the physical attack injects the permanent fault resulting from the damage or alters the part of the device, then each fault attack process will inject the identical fault. In [26], the attacker uses the row hammer to flip a particular bit in the memory with a careful profiling phase. This kind of physical attack method is also repeatable due to the ability to inject identical faults. Meanwhile, many fault models are not repeatable and induce random or multi-bits. For instance, in [16], the author injected the multi-bit fault in the intermediate ciphertext in AES. This kind of fault will not be identical in each attack.
2.2.4 Feasibility. There are various attack methods, e.g., EM pulse, voltage spike, laser beam. The requirements of each method are also different. The feasibility is based on those requirements, such as cost, technical requirements, etc. For example, the Laser beam is costly but has a high accuracy of time, and the fault injection location and the clock glitch have low cost and low accuracy of position but still have high accuracy of time. Table 2 lists several physical attack methods that are commonly used.

2.3 Fault Attack Analysis Methods

The second component of a fault injection attack is fault analysis. We can categorize the fault analysis methods into three main types, Differential Fault Attack (DFA), Collision Fault Attack (CFA), and Statistics Fault Attack (SFA), as shown in Figure 1.

DFA is the most commonly used fault attack method, which injects a fault and compares the difference between the correct and the faulty outputs to extract useful information for recovering confidential data. Figure 1 (a) shows the overview of Differential Fault Attack. We will show more examples of DFA in Sections 3 and 4.

CFA is the fault analysis in which the attacker will first find the different inputs that generate the identical intermediate output, called Collision, then use these inputs to process the encryption or signing operation by inducing the fault and obtaining the faulty output. After that, the attacker can analyze the faulty output to obtain the secret. Unlike DFA, the attacker who used CFA will induce the fault in the beginning of the cipher operations. Figure 1 (b) shows the overview of the Collision Fault Attack. In [5], Johannes Blömer et al. provide the collision-based fault attack on AES, which induces the fault during the cryptographic operation, and analyzing the two inputs that will produce identical intermediate output to recover the secrets. Notice that collision-based fault attacks require the attacker to obtain the intermediate output.

SFA is the method that relies on inducing faults to cause computational errors, gathering statistics about the errors, and mathematically analyzing the statistics to extract secrets. Unlike CFA, which uses carefully chosen input, SFA only needs to randomly induce the fault and, using statistics methods like Bayesian inference, clustering, etc., to analyze a large number of faulty outputs and obtain the secret. Figure 1 (c) shows the overview of Statistics Fault Attack. In [15], Thomas Fuhr et al. provide the statistic-based fault attack on AES. Assume the attacker is able to inject fault on the specific byte during the AddRoundKey operation in round 9 or round 8. Then, analyze the distribution of faulty outputs to recover the AES key. With SFA, the attacker can obtain the AES key with only faulty outputs.

3 FAULT ATTACKS ON SYMMETRIC KEY CRYPTO SYSTEM

Symmetric Key Cryptosystem is a cryptographic method that uses the same key for encryption and decryption. The characteristic of the symmetric key cryptosystem is that the operation is faster and more efficient (less computation power) than a public key system. Due to its high efficiency, Symmetric Key Cryptosystem is used for file and data storage encryption or network layer data authentication, such as TLS and SSL, which are used to encrypt network communication. Advanced Encryption Standard (AES) [10] became the dominant symmetric key cryptographic algorithm that replaced DES [37] and 3DES [25] and is used for securing various protocols such as VPNs, HTTPs, and TLS. Therefore, network communication will be severely impacted if the AES is vulnerable. For AES, the attacker targets to derive the round key, whose lengths can be 128, 192, or 256 bits.

A number of research papers explore the methods of fault attack on symmetric keys, with the majority focusing on the DFA on AES. Figure 2 provided the overview of DFA on AES that is mentioned in [3, 11, 16, 28]. For instance, in [16], Christophe Giraud introduces two types of DFA on AES. One is the Bit-Fault Attack, which uses the faults that occur on only one bit of the temporary cipher result before the final round (M°) in AES to obtain the last round key (Figure 3). This attack operates independently on each byte, so if we induce a fault on only one bit on several bytes of M°, it can
Figure 2: Overview of DFA on AES in [3, 11, 16, 28]. In the fault injection positions illustrated, the red arrow represents the location utilized for the first type of DFA described in [16], while the green arrow denotes the position used for the second form of DFA from the same source. The blue arrow represents the fault injection location employed in the DFA in [3, 11, 28].

Table 3: Fault attack on AES

<table>
<thead>
<tr>
<th>Time</th>
<th>Fault</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Round 9</td>
<td></td>
<td>Any byte of ( M^9 )</td>
</tr>
<tr>
<td>Round 9 after AddRoundKey</td>
<td></td>
<td>one of last 4 bytes of ( K^9 )</td>
</tr>
<tr>
<td>Round 8 after AddRoundKey</td>
<td></td>
<td>one of last 4 bytes of ( K^8 )</td>
</tr>
<tr>
<td>Round 8 after AddRoundKey</td>
<td></td>
<td>( K_3^{8, 8}, K_3^{8, 3}, K_3^{8, 4}, K_3^{8, 11}, K_3^{8, 12}, ) or ( K_3^{8, 13} )</td>
</tr>
<tr>
<td>[3] Round 9 before MixColumn</td>
<td></td>
<td>Any byte of ( M^8 )</td>
</tr>
<tr>
<td>[28] Round 9 before MixColumn</td>
<td></td>
<td>Any byte of ( M^8 )</td>
</tr>
<tr>
<td>[11] Round 9 before MixColumn</td>
<td></td>
<td>Any byte of ( M^8 )</td>
</tr>
</tbody>
</table>

reduce the number of faulty ciphertexts required to obtain the key. However, it may be difficult to induce a fault on only one bit during a precise event.

Another attack in [16] uses a fault model based on inducing a fault, which may change a whole byte of a temporary result. This method only works on AES-128, and operates in 3 steps: (1) A fault is introduced on \( K^9 \) to obtain the last 4 bytes of \( K^9 \), as in Figure 4; (2) A fault is introduced on \( K^8 \) to obtain another 4 bytes of \( K^8 \), as in Figure 5; (3) A fault is introduced on \( M^8 \) to obtain the AES key, \( K \), as in Figure 6. Through the process of this attack, the adversary can recover the secret key and compromise the message.

In [28] and [3], the authors provide the fault attack on SPN structures, e.g., AES, which concept similar to the step 3 of the second DFA method in [16]. Both attack methods could not directly recover the secret by calculating the difference between correct and faulty output. Instead, the attacker needs to test the possible values individually to obtain the final correct secret. However, unlike [16], there is no restriction on the fault location in [28]. The attacker is assumed to be able to control the fault occurring on one byte but does not know the exact fault position. Therefore, the possible value set in [16] is 255 (\( e \in 0, \ldots, 255 \)), and the possible value set in [28] is 255n (\( e \in 0, \ldots, 255, n \) is the byte-length of ciphertext). Figure 6 is the overview of the fault attack method, and Alg.1 shows the fault analysis in [28].

Algorithm 1 Fault analysis on AES [28]

Input: \( \hat{C} \) the possible differences at the intermediate output of \( M_a \)
Output: \( L \) the correct byte of AES
1. generate correct output \( C \), and faulty output \( \hat{C} \) with input \( P \)
2. guess round key \( K \)
3. \( V = (SB^{-1}SF^{-1}(C \oplus K)) \oplus (SB^{-1}SF^{-1}(\hat{C} \oplus K)) \)
4. if \( V \notin \hat{C} \) then
5. add \( V \) to \( L \)
6. end if
7. choose new \( P \), and back to Line 1, but the round key guesses only go through the list \( L \), and if \( V \notin \hat{C} \), then remove \( V \) from \( L \), repeat until there is only one value in \( L \)
8. return \( L \)

[11] also provides DFA on AES. However, the authors provided another position to insert the fault to derive the key. In the previous paper, [16], most of the fault position is not affected by MixColumns (except the third step of the second type of DFA). On the other hand,
The basic RSA [30] is a cryptographic algorithm whose security value will be impacted by MixColumns, which calculates the recovery key more complicated. Note that even though the fault in the second type of DFA mentioned in [16] is also impacted by MixColumns, the calculation is more straightforward due to its previous step, which already derives part of the key. The attack injects the fault to temporary ciphertext after ShiftRow in Round 9. The authors also use $C \oplus D$ to derive the bytes impacted by fault value. As analysis and calculation with the bytes differ between correct and faulty ciphertext, we can get four sets of possible values of the bytes impacted by fault. Then, we can get the single value and recover the key by intersecting the sets obtained by iterating the analysis and calculation. [11] demonstrates that not only can inducing the fault to the Round key derive the secret key, but inducing the fault in the temporary ciphertext can also recover the secret key, even if the fault has been impacted by MixColumns.

4 FAULT ATTACK ON PUBLIC KEY CRYPTOSYSTEM

Public Key Cryptosystem (PKCs) is a cryptographic system with key pairs, public key and private key. The public key is published, and the private key is kept secret. The PKCs are usually used for key exchange and authenticating the messages by signing operation and verification, presented in many scenarios such as web certification or data signature. Therefore, if the PKCs are attacked, the data integrity will be broken. The most commonly used PKCs algorithm is RSA, ECDSA, and ECC.

4.1 Fault Attacks on RSA and Mitigation

The basic RSA [30] is a cryptographic algorithm whose security depends on the difficulty of factoring the product of large prime numbers. If the attacker can obtain one of the prime numbers, he/she can break RSA. Chinese Remainder Theorem (CRT) is the theorem that could be used to speed up the calculation of RSA. CRT can result in approximately a fourfold increase in the algorithm’s computational efficiency and is widely used in RSA implementations. However, this theorem could make RSA vulnerable to fault injection attacks. Here, we discuss the attacks on RSA-based signatures, in which the victim uses a secret key to sign a message. For the case of RSA-CRT, there are two moduli $s_p = m \cdot d \mod p$, $s_q = m \cdot d \mod q$ and the final signature $s = CRT(s_p, s_q)$. Here, $p$ and $q$ are two large prime numbers, $m$ is the message that we want to sign, and $d$ is the secret decryption key. The attacker can obtain the prime numbers from the two moduli.

**DFA on RSA** Suppose the attacker induced the fault during the modulo reduction operation ($s_p = s'_p \mod p$) and obtained the faulty result $s'_p$. The faulty $s'_p$ and the correct $s_p$ will result in faulty $s$, and the attacker can factorize the $n$ (which is secret to the attacker) with Equation (1) [41]. If the attacker can only get a signature and its correlative message, then with a faulty and a correct signature, the attacker can obtain $q$ using Equation (2) [41].

\[ q = \gcd((s - s) \mod n, n) \]  
\[ q = \gcd((s^e - m) \mod n, n) \]  

Other than injecting faulty in $s'_p$, in [26], the attacker injects a single-bit fault into the signing key $d$, which changes it to $\tilde{d} = d + \Delta_d$, then obtains the faulty output $\tilde{s} = m^{\tilde{d}} \mod n$. With $\tilde{s}$, the attacker can recover the signing key by trying the value $\Delta_d = \pm z^i, i = 0, \ldots, n$, until $(s - \tilde{s}) \cdot \mod p - q$. If the above checking is correct, then the sequential value $s_p$ and $s_q$ will be regarded as error-free and employ Garner’s algorithm [24, p.612-613] to derive the signature $s$ (Line 7).

However, in [1], C. Aumüller et al. provided that if the fault occurred in $p$, which makes the attacker obtain faulty $p'$ and $d'_p$, the fault would not be detected, and the check operation would still be true in Shamir’s implementation [35]. Therefore, they provided another implementation. Infineon’s implementation fixes the flaw of Shamir’s one by not storing the $d$ directly. In Infineon’s implementation, it is assumed that the input are $m, p, q, d_p(=d \mod (p - 1)), d_q(=d \mod (q - 1))$, and $q^{-1} \mod p$. Similar to Shamir’s implementation, each time a signature is generated, the algorithm will first generate a random prime $r$ and then compute $p', q', d'_p$, and $d'_q$ (Line 2-3). Subsequent calculations produce the intermediate value $s'_p, s'_q$, and the partial signature $s_p$ and $s_q$ (Line 4-5). The algorithm checks whether $s'_p \equiv s'_q \mod r$. When the fault occurs, $s'_p$ or $s'_q$ be changed, the checking will fail. If the above checking is correct, then the sequential value $s_p$ and $s_q$ will be regarded as error-free and employ Garner’s algorithm [24, p.612-613] to derive the signature $s$ (Line 7).

### Algorithm 2 Shamir’s Implementation [35]

**Input:** $m, p, q, d, q^{-1} \mod p, m$  
**Output:** $s$ the correct signature

1. select random prime $r$  
2. $p' = p \cdot r, q' = q \cdot r$ \hspace{1cm} memory fault position  
3. $d'_p = d \mod (p - 1) \cdot (r - 1), d'_q = d \mod (q - 1) \cdot (r - 1)$  
4. $s'_p = (m \cdot q' \cdot d'_p, s'_q = (m \cdot q' \cdot d'_q) \mod q'$  
5. $s_p = s'_p \mod p, s_q = s'_q \mod q = memory/operation fault position$  
6. if $s'_p \equiv s'_q \mod r$ then  
7. \hspace{1cm} $s = s_q + ((s_p - s_q) \cdot (q - 1) \cdot (p - 1) \cdot (q - 1) \cdot (p - 1)) \cdot q$  
8. else  
9. \hspace{1cm} return check fail  
10. end if  
11. return $s$
Algorithm 3 Infineon’s Implementation [1]

Input: $p, q, d_p, s_p, q^{-1} \mod p$
Output: $s$ the correct signature
1: select random prime $r$
2: $p' = p \cdot r$
3: $d'_p = d_p + \text{random} \cdot (p - 1)$
4: $s'_p = m^{d'_p} \mod p'$
5: if $(p') \mod p = 0$ and $d'_p \mod (p - 1) = d_p$ then
6: return check fail
7: end if
8: $q' = q \cdot r$
9: $d'_q = d_q + \text{random} \cdot (q - 1)$
10: $s'_q = m^{d'_q} \mod q'$
11: if $(q') \mod q = 0$ and $d'_q \mod (q - 1) = d_q$ then
12: return check fail
13: end if
14: $s_p = s'_p \mod p$, $s_q = s'_q \mod q$ → memory/operation fault position
15: $s = s_q + \{(s_p - s_q) \cdot (q - 1) \mod p\} \cdot q$
16: if $s \mod p = s_p$ and $s \mod q = s_q$ then
17: return check fail
18: end if
19: $s_{pr} = s'_p \mod r$, $s_{qr} = s'_q \mod r$
20: $d_{pr} = d'_p \mod (r - 1)$, $d_{qr} = d'_q \mod (r - 1)$
21: if $s_{pr} \equiv s_{qr} \mod r$ then
22: return $s$
23: else
24: return check fail
25: end if

considered the memory access fault on some stored value. Both attack methods are focused on the RSA-CRT algorithm.

Attacking the operations in the processor: with Shamir’s countermeasure, when the attacker induces computational faults during the reduced modulo operation ($s_p = s'_p \mod p$), which following the calculation of $s'_p$ and $s'_q$, the attacker would pass the check operation, and obtain the fault output $s$, which making factor of $n$ becomes possible. As previously stated, this can occur under two circumstances, utilizing equations (1) and (2). The checking schemes, which check $s'_p \equiv s'_q \mod r$, are ineffective in detecting such computational and memory access faults. Consequently, the attack can successfully bypass Shamir’s countermeasure. With Infineon’s countermeasure, two check operations will be analyzed in the following. One operation checks whether $s \mod p = s_p$ and whether $s \mod q = s_q$ (Line 16). However, this checking only checks if the output of calculating $s$ is correct; in other words, even if the output is fault $s$, this check operation will always be true as long as the calculation is correct. The other operation checks whether $s_{pr} = s_{qr} \mod r$ (Line 21). This operation depends on $s'_p, s'_q, d_p, d_q$, which we assume to be error free. Therefore, the fault occurred in calculation of $s_p$ or $s_q$ would not be detected.

Attacking the storage: The second type of attack mentioned in [41] is attacking the memory, which causes a memory access fault. The attacker can induce the memory access fault in the same position as the operation fault mentioned above. Moreover, the attacker can induce a permanent fault, in which the attacker permanently corrupts or damages the device. The following two cases are considered in [41].

Algorithm 4 NAF-based Repeated Doubling on Elliptic Curve [7]

Input: $P$ on $E$, $k (1 < k < \text{ord}(P))$ in non-adjacent form, $n$ the binary length of $k$
Output: $kP$ on $E$
1: $Q_0 = O$
2: for do $i$ from $n - 1$ down to 0 do
3: $Q_i' = 2Q_{i+1}$
4: if $k_i = 1$ then
5: $Q_i = Q_i' + P$
6: else if $k_i = -1$ then
7: $Q_i = Q_i' - P$
8: else
9: $Q_i = Q_i'$
10: end if
11: end for
12: if $Q_0 \notin E$ then
13: $Q_0 = O$
14: end if
15: return $Q_0$

First, if the fault is induced on the storage of $p$ or $q$, then this kind of fault can only be detected by $s \equiv s'_p \mod (p \cdot q)$, due to $s \equiv s_p \mod (p \cdot q)$ and $s \equiv s_p \mod (p \cdot q)$ (with $q$). Another case is that permanent fault is induced on $d_p$ or $d_q$ in Alg 3. The attacker can obtain the faulty $s_p$ by inducing a fault on $d_p$. Therefore, the attacker can factorize $n$ by the faulty signature $s = \text{CRT}(s_p, s_q)$ using Equation 1 or 2, and such permanent fault will not be detected by checks in Alg 3.

4.2 Fault Attacks based on ECC

Elliptic Curve Cryptosystem (ECC) [23] based on the elliptic curves under finite fields. The complexity of ECC is based on the fact that it is hard to recover the point that has performed the scalar multiplication, and it is called the elliptic curve discrete log problem.

The elliptic curve $E$ and points on $E$ can be expressed by a variety of coordinate representations, e.g., affine coordinates and projective coordinates. The Sign Change Attack mentioned in [7] is represented by projective Weierstraß equation $y^2 = x^3 + Ax^2 + Bx + C \mod p$.

The final objective of attack methods that target cryptosystems based on elliptic curves, e.g., the ElGamal cryptosystem, is to recover the secret factor $k$ due to the crucial computation of these cryptosystems is the scalar multiplication of public base point $P$ with $k$. Moreover, there are some implementations to speed up the operation of scalar multiplication, which is called Non-Adjacent Form (NAF) [8, 20], and [7] attack a left-to-right version (Alg 4).

DFA on repeated doubling algorithm on ECC: Johannes Blömer et al. provided fault attack method on ECC, which they called Sign Change Attack [7]. The attacker induce the Sign Change Fault on $E$, which changes the sign of the $y$-coordinate of faulty point e.g., $Q_i' \rightarrow -Q_i' \in E$. In this attack, the attacker does not know in which loop iteration the fault was induced, and it is possible that the fault that occurred in each iteration is identical.

According to [7], all parameters in Line 3-4 in Alg 4 can be attacked with Sign Change Attack. First, we talk about the attack on $Q_i'$ in Line 4 during the $i^{th}$ loop iteration ($0 \leq i \leq n - 1$). The faulty value $\hat{Q}$ is obtained by induced sign change fault in $Q_i'$, which
Algorithm 5 LSBs version sign change attack [7]

Input: \( n \) the length of the secret key \( k \) in non-adjacent form, \( Q \) the correct result, \( m \) a parameter for acceptable amount of offline work

Output: \( k \) with probability at least \( 1/2 \)

Phase 1: collect faulty output \( \hat{Q} \)
1. get \( c \) faulty output from Alg.4 (\( c = (n/m) \cdot \log(2n) \))

Phase 2: recover secret key bits
2. \( s = -1 \) the number \( s + 1 \) of known bits of \( k \)
3. \( L = 2 \sum_{j=0}^{n-2} k_j 2^j \)
4. for \( r = 1 \) to \( m \) do
5. for \( x = (x_{x_0}, x_{x_1}, \ldots, x_{x_7}) \) in non-adjacent form do
6. \( T_k = L + 2 \sum_{j=i+1}^{n-2} x_j 2^j / P \)
7. for \( \forall Q \in S \) do
8. if \( T_k - \hat{Q} = Q \) then
9. \( k_{x_0} = x_{x_0} \ldots k_{x_7} = x_{x_7} \)
10. \( s = s + r \), continue at Line 3
11. end if
12. end for
13. end for
14. end for
15. end for
16. if no \( \hat{Q} \) satisfies \( T_k - \hat{Q} = Q \), \( k_{x_1} = 0 \) and \( s = s + 1 \)
17. end while
18. If \( Q \neq kP \) return failure
19. return \( k \)

Algorithm 6 ECDSA with faulty \( d \)

Input: \( M \in 0, 1^* \) a message, the faulty private key \( \hat{d} = d + \Delta_d \) \( \implies \) fault injected position

Output: Faulty signature \((r, \hat{s})\)
1. choose random key \( k \in Z_{\alpha^*} \)
2. \( R = kP, R_x = r = (kP)_x \)
3. \( \hat{s} = k^{-1}(H(M) + \hat{d}r) \mod n \)
4. return \((r, \hat{s})\)

Algorithm 7 ECDSA faulty signature verification

Input: \( M \in 0, 1^* \) a message, \((r, \hat{s})\) faulty signature, \( Q \in E \) public key

Output: Reject
1. \( \hat{w} = \hat{s}^{-1} \mod n \)
2. \( \hat{u}_1 = H(M) \hat{w} \mod n \)
3. \( \hat{u}_2 = r \hat{w} \mod n \)
4. \( \hat{R} = \hat{u}_1 P + \hat{u}_2 Q \)
5. \( \hat{r} = R_x \)
6. return Reject

\( \hat{Q} \approx Q + 2L_i(k), (L_i(k) = \sum_{j=0}^{i-1} k_j 2^j / P) \). The only unknown part is \( L_i(k) \). Therefore, if only a small number of the signed bits \( \hat{k}_0, k_1, \ldots, k_i \) used in \( L_i(k) \) is unknown, these signed bits of \( k \) can be recovered starting from the LSBs. Besides the recovery operation can also start from MSBs due to \( Q = L_i(k) + \sum_{j=1}^{n-2} k_j 2^j / P \). In [7], the authors use the LSBs version and assume \( Q \) and \( \hat{Q} \) are known.

Alg. 5 shows how LSBs version sign change attack works on \( Q' \). First, we need to obtain \( c \) (which value has been proofed to recover the \( k \) with probability at least \( 1/2 \)) the faulty output \( \hat{Q} \) (Line 1-2). Then, recover the secret key bits by \( Q \) and \( \hat{Q} \) obtained in Phase 1 (Line 3-9). Note that we assume the most significant bit \( k_{n-1} = 1 \). Otherwise, \( n \) cannot be uniquely defined. Therefore, \( s < n - 1 \) (Line 4). The Sign Change Attack on \( P \) can also be used to recover the secret key and is similar to the Alg.5.

To induce the sign change attack in the non-adjacent-form-based algorithm, which speeds up the scalar multiplication calculation, we can use all the physical attacks that can target conditional decisions, e.g., power spikes or clock glitches. These attacks can force the conditional statement to choose the wrong branch, which means adding \(-P\) instead of \( P \) or vice versa. However, this kind of attack can only induce the fault in \( P \). To induce the sign change fault to the intermediate variable, such as \( Q' \), we need to use the physical attacks that target the ALU, the unit used to implement the non-adjacent-form based calculation.

DFA on ECDSA: There is a digital signature scheme that is based on ECC called ECDSA [19]. Like other digital signature schemes, the main goal of attacking the ECDSA is to recover the secret key \( d \). In [26], Koksal Muset al. introduce an attack method known as Jolt, specifically designed to target implementations of signature schemes used to deploy the TLS protocols. This attack uses faulty signatures derived by inducing faults when generating signatures and can recover the 256-bit ECDSA secret signing key with less than a thousand faulty signatures. Moreover, with minor modifications, the Jolt attack is compatible with other signature schemes, such as RSA signatures.

Signature Correction Attack (SCA) is a framework designed to correct faulty signatures generated via fault injection to recover the secrets. The Jolt attack is a SCA that needs to specify where to inject the faults, the method of correcting the faulty signatures, and the method of recovering the remaining bits on ElGamal type signatures.

Most implementations of ECDSA do not verify the signature, and thus, the attacker can inject faults into the secret key before the signing operation and then obtain the faulty signature to conduct DFA. Specifically, in the Jolt attack [26], there are three phases. The first phase is Memory Profiling, in which the adversary allocates the memory pages and runs the hammering experiments to identify vulnerable memory locations. The second phase is Online Fault Injection, in which the attacker injects faults during the ECDSA operations. Two locations can inject the fault mentioned in [26]. One is signing key \( d = d + \Delta_d \), which need to be injected before generating the signature, and the other is nonce \( \hat{k} = k + \Delta_k \), which needs to be injected after.

The last phase is Offline Post-processing, in which the SCA is used to recover the secret key bits. If faulty signatures are insufficient for the adversary to obtain the entire key, then use an exhaustive search. In the Offline Post-processing Phase, there are two cases to recover the secret value of ECDSA. One case is the fault induced on \( d \) after key generation. The attacker obtains the faulty signature by processing Alg. 6. The attacker can use \( R + \Delta_d P = R \) (which derive by the Alg. 7) to find the \( \Delta_d \), then recover the \( d \) by \( \Delta_d \). Another case is inducing the fault on nonce value \( k \) after \( kP \) is computed. Since fault induced after \( r \) is generated, according to the Alg.6, the attacker will obtain the faulty signature \((r, \hat{s})\), with correct \( r \) and faulty \( s \), and can find the fault \( \Delta_k (k) \) by using the equation \( \hat{R} = R + \Delta_k P \).
5 DISCUSSION

Known fault injection attacks use different fault models and fault analysis methods. In a previous survey paper [2], the author provides the different fault attack (DFA) methods on the symmetric key cryptosystems. Unlike [2], in this paper, we provide not only the attack on symmetric key cryptosystems but also the attack on public key cryptosystems. Moreover, we connect the cryptographic algorithm part with the physical fault model, which makes the reader understand the potential risk of the device and algorithm.

Table 4 lists cryptographic algorithms and the corresponding types of faults that we need to prevent. For instance, based on the precision aspect, we can notice that most fault attack methods require precise temporal resolution; therefore, the countermeasure that makes the time that the fault occurred hard to control can increase the complexity of the fault attack.

6 MITIGATION

At the algorithm level, all the fault analysis methods are based on faulty outputs. Therefore, if we check the output before showing the result, then it can reduce the possibility of a fault attack. Notice that this method can not prevent all kinds of fault attacks, such as Safe Error Analysis, which are used when the fault does not impact the output.

The direct way to prevent the fault attack is to reduce the possibility of the fault occurring at the hardware level. For instance, we can use a surge protector to reduce the impact of EM pulse or employ beam stop to prevent the Laser attack. Notice that this kind of mitigation requires knowledge of each type of physical attack, and no protection can prevent all kinds of physical attacks.

7 CONCLUSION

In this paper, we provide the concept of fault attack with two components: Fault Model and Fault Analysis. The fault Model part provides how the attacker will inject the fault and what kind of fault the attacker will induce. The fault Analysis part describes the analysis methods in different scenarios and the key point of it. It enables us to clearly understand how the existing fault attack method works and provides the key points of various fault attacks that can be focused on to mitigate the attack. Moreover, the most important part of this paper is we add the algorithm aspect, which provides a new view of the fault attack method.

Table 4: Fault attack with cryptographic algorithm

<table>
<thead>
<tr>
<th>Cryptosystems</th>
<th>Precision</th>
<th>Target</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Temporal</td>
<td>Spacial</td>
<td></td>
</tr>
<tr>
<td>AES</td>
<td>precise</td>
<td>multi-bit</td>
<td>SRAM</td>
</tr>
<tr>
<td></td>
<td>precise</td>
<td>bit</td>
<td>CPU core</td>
</tr>
<tr>
<td></td>
<td>precise</td>
<td>multi-bit</td>
<td>x</td>
</tr>
<tr>
<td>RSA</td>
<td>precise</td>
<td>random</td>
<td>EEPROM</td>
</tr>
<tr>
<td></td>
<td>rough</td>
<td>bit</td>
<td>DRAM</td>
</tr>
<tr>
<td>DSA</td>
<td>rough</td>
<td>multi-bit</td>
<td>CPU register</td>
</tr>
<tr>
<td>ECC</td>
<td>precise</td>
<td>sign change</td>
<td>execution unit</td>
</tr>
<tr>
<td>ECDSA</td>
<td>rough</td>
<td>multi-bit</td>
<td>DRAM</td>
</tr>
<tr>
<td></td>
<td>rough</td>
<td>multi-bit</td>
<td>DRAM</td>
</tr>
<tr>
<td></td>
<td>precise</td>
<td>skip the instruction</td>
<td>execution unit</td>
</tr>
</tbody>
</table>
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