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ABSTRACT

In recent years, there has been a growing research interest in throughput optimization problems in a multi-hop wireless network. MIMO (multiple-input multiple-output), as an advanced physical layer technology, has been employed in multi-hop wireless networks to increase throughput with a given bandwidth or transmit power. It exploits the use of multiple antennas at the transmitter and receiver to increase spectral efficiency by leveraging its spatial multiplexing (SM) and interference cancellation (IC) capabilities. Instead of carrying complex manipulations on matrices, degree-of-freedom (DoF) based MIMO models, which require only simple computations, are widely used in networking research to exploit MIMO's SM and IC capabilities.

In this thesis, we employ a new DoF model, which can ensure feasible solution and achieve a higher DoF region than previous DoF-based models. Based on this model, we study the DoF scheduling for a multi-hop MIMO network. Specifically, we aim to maximize the minimum rate among all sessions in the network. Some researches have been done based on this model to solve throughput optimization problems with the assumption that the route of each session is given priori. Although the fixed routing decreases the size of the problem, it also limits the performance of the network to a great extent.

The goal of this thesis is to employ this new model to solve the throughput maximization problem by jointly considering flow routing, scheduling, and DoF allocation for SM and IC. We formulate it as a mixed integer linear program (MILP), which cannot be solved efficiently by commercial softwares even for moderate sized networks. Thus, we develop an efficient polynomial time algorithm by customizing the sequential fixing framework. Through simulation results, we show that this algorithm can efficiently provide near-optimal solutions for networks with different sizes.
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Chapter 1

Introduction

1.1 Background

Recently, throughput maximization problems in multi-hop MIMO networks have been studied by using simplified degree-of-freedom (DoF) based MIMO models [2, 4, 6, 12]. Under a DoF-based model, the total number of DoFs at a node (or the number of antenna elements) represents the available resource at this node. Each DoF can be used for either spatial multiplexing (SM) or interference cancellation (IC) [20]. SM refers to the use of one or multiple DoFs to transport data streams at both transmit node and receive node. IC refers to the use of one or multiple DoFs to cancel interference so that several links can be active simultaneously.

However, these DoF-based models only focus on identifying sufficient conditions for feasible data streams under SM and IC. A new DoF-based link layer model was developed in [17] for multi-hop MIMO networks, in which a node-level ordering scheme is proposed to provide systematic rules to identify which node should perform IC. The rules are given as follows.

- **Transmit Node.** A transmit node should cancel its interference to all non-intended receivers before itself in the node ordering list. The number of DoFs required at the transmitter is equal to the sum of data streams received by those non-intended receivers.
• Receive Node. A receive node should cancel interference from all non-intended transmitters before itself in the node order. The number of DoFs required at the receiver is equal to the sum of data streams transmitted by those non-intended transmitters.

It was shown in [17] that for a given ordered list of nodes, the duplication in IC can be completely eliminated if the DoF allocation at each node is performed in the above manner. Thus, this model can ensure a feasible solution and achieve a higher DoF region than previous models.

1.2 Problem Considered in This Thesis

In this thesis, we employ the model in [17] to study a throughput maximization problem in a multi-hop MIMO network. We jointly consider flow routing, scheduling, and DoF allocation for SM and IC. This problem is more challenging than the case study in [17], where routing is pre-determined. We aim to maximize the minimum session rate in a multi-hop MIMO network and formulate this problem as a mixed-integer linear program (MILP), which is NP-hard in general and is not solvable via commercial solvers even for moderate sized networks. Therefore, we design an efficient and highly competitive algorithm to solve this throughput maximization problem.

Our algorithm is based on the sequential fixing (SF) framework [8], which is an efficient way to solve the MILP problem. We customize this framework and design an algorithm with two main stages. In the first stage, we have four phases to fix all integer variables sequentially according to the roles of different types of variables. In the second stage, we try to increase the number of data streams on the bottleneck link of the session with the smallest data rate by three approaches: (1) increasing the number of data streams on the bottleneck link without ordering adjustment. (2) adjusting the node ordering to accommodate one additional data stream on the bottleneck link. (3) finding a relay for the bottleneck link so that it can forward one data stream for the bottleneck link. This algorithm terminates when the number of data streams on the bottleneck link cannot be further increased.
1.3 Summary of Contributions

The main contributions of this paper can be summarized as follows.

- The throughput maximization problem is studied for a multi-hop MIMO network by employing the DoF-based MIMO model in [17]. Unlike the case study in [17], where routing is pre-determined, we consider flow routing as a part of our throughput maximization problem. Thus, our problem has a much larger optimization space, which yields a better solution. An optimization problem is formulated by jointly consideration of flow routing, scheduling, and DoF allocation to maximize the throughput.

- We design a polynomial time algorithm for the formulated MILP problem. This algorithm employs a customized SF framework. In addition, we further improve the SF solution in stage two. The designed algorithm can achieve near-optimal solutions with low complexity.

- Simulation results show that our algorithm is efficient and highly competitive. This algorithm can solve the throughput maximization problem for networks with different sizes, including those are not solvable by commercial softwares.

1.4 Thesis Outline

The reminder of this thesis is organized as follows. In Chapter 2, we present the related work for using DoF-based models to solve the throughput maximization problem in multi-hop MIMO networks. In Chapter 3, we develop a throughput optimization problem formulation with joint consideration of flow routing, scheduling, and DoF allocation. In Chapter 4, we propose a polynomial time algorithm based on the SF framework and customize it to solve our throughput maximization problem. Chapter 5 presents simulation results and demonstrates the efficiency of our algorithm. In Chapter 6, we summarize our results in this thesis and present our future research directions.
Chapter 2

Related Work

Throughput maximization problems in multi-hop MIMO networks have been studied by using DoF-based MIMO models to exploit SM and IC capabilities. In [2], Bhatia and Li studied a throughput maximization problem for wireless multi-hop MIMO networks, by assuming that IC consumes DoFs at both transmitters and receivers. However, IC between an interfering transmitter and an interfered receiver only requires one of them to consume its DoFs [6, 17]. In [13], Mumey, Tang, and Hahn proposed an approximation algorithm to maximize throughput by joint stream control and scheduling in multi-hop MIMO networks. Since IC is performed only by receivers in this work, MIMO’s IC capability at transmitters is not exploited.

Hamdaoui and Shin [6] studied the multi-hop MIMO network throughput and found that IC can be performed by either a transmitter or a receiver. Based on the model in [6], Blough et al. [4] formulated a MILP problem to maximize network throughput by allocating DoFs for SM and IC in a multi-hop MIMO network. However, it is not clear whether one can arbitrarily let a node to perform IC and obtain a feasible solution.

In [17], Shi et al. developed a DoF-based link layer model for multi-hop MIMO networks, which addressed the problem of which node should be responsible for IC to ensure a feasible solution. A throughput maximization problem is solved as a case study. Zeng et al. [22] employed
this model to design a distributed scheduling algorithm for throughput maximization in multi-hop MIMO networks. In [21], Yuan et al. employed this model to maximize throughput for multi-hop MIMO and cognitive radio networks. However, all these efforts assume that routing are given a prior, which makes the problem easier. In this paper, we consider routing as part of our problem.
Chapter 3

Modeling and Formulation

3.1 Overview

In this section, we apply the DoF model in [17] to formulate the throughput maximization problem for multi-hop MIMO networks. Under this approach, the total number of DoFs at a node is equal to the number of antenna elements at this node. A node can use some or all of its DoFs for either SM or IC, as long as the number of consumed DoFs does not exceed its total available DoFs.

3.2 Mathematical Modeling

We consider a set of MIMO nodes, \( N \), in a multi-hop network, where \( N = |N| \) is the number of nodes. Each MIMO node \( i \) has \( A_i \) antennas. We consider a time slot based scheduling with \( T \) equal-length time slots in a frame. Denote \( \mathcal{F} \) as the set of active user communication (unicast) sessions in the network. Table 3.1 lists notations used in this paper.

**Half-Duplex Constraint.** We assume that wireless transceivers are half-duplex. That is, a node cannot transmit and receive at the same time. To model this constraint in each time slot, we define two binary variables \( x_i[t] \) and \( y_i[t] \) to indicate whether node \( i \) is a transmitter or a receiver in time
Table 3.1: Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>Set of nodes in the network</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>Set of sessions in the network</td>
</tr>
<tr>
<td>$T$</td>
<td>Total number of time slots for scheduling in a frame</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Set of nodes within the transmission range of node $i \in \mathcal{N}$</td>
</tr>
<tr>
<td>$I_i$</td>
<td>Set of nodes within the interference range of node $i \in \mathcal{N}$</td>
</tr>
<tr>
<td>$A_i$</td>
<td>Number of antennas at node $i \in \mathcal{N}$</td>
</tr>
<tr>
<td>$x_i[t]$</td>
<td>=1 if node $i$ is a transmitter in time slot $t$, and is 0 otherwise</td>
</tr>
<tr>
<td>$y_i[t]$</td>
<td>=1 if node $i$ is a receiver in time slot $t$, and is 0 otherwise</td>
</tr>
<tr>
<td>$z_{ij}[t]$</td>
<td>Number of data streams transmitted from node $i$ to node $j$ in time slot $t$</td>
</tr>
<tr>
<td>$c_{ij}$</td>
<td>Achievable data rate on link $(i, j)$ over $T$ time slots</td>
</tr>
<tr>
<td>$\theta_{ji}[t]$</td>
<td>A binary variable to indicate whether node $i$ is placed after node $j$ in $\pi[t]$</td>
</tr>
<tr>
<td>$\pi_i[t]$</td>
<td>The position of node $i$ in a node-level ordering $\pi[t]$</td>
</tr>
<tr>
<td>$s(f)$</td>
<td>The source node of session $f \in \mathcal{F}$</td>
</tr>
<tr>
<td>$d(f)$</td>
<td>The destination node of session $f \in \mathcal{F}$</td>
</tr>
<tr>
<td>$r(f)$</td>
<td>The achieved data rate for each session $f \in \mathcal{F}$</td>
</tr>
<tr>
<td>$r_{ij}(f)$</td>
<td>The data rate that attributed to session $f$ on link $(i, j)$ in time slot $t$</td>
</tr>
</tbody>
</table>
slot \( t \), respectively. That is,

\[
x_i[t] = \begin{cases} 
1 & \text{if node } i \text{ is a transmitter in time slot } t, \\
0 & \text{otherwise.}
\end{cases} \quad (i \in \mathcal{N}, 1 \leq t \leq T). \tag{3.1}
\]

\[
y_i[t] = \begin{cases} 
1 & \text{if node } i \text{ is a receiver in time slot } t, \\
0 & \text{otherwise.}
\end{cases} \quad (i \in \mathcal{N}, 1 \leq t \leq T). \tag{3.2}
\]

Then the half-duplex constraint can be modeled as

\[
x_i[t] + y_i[t] \leq 1 \quad (i \in \mathcal{N}, 1 \leq t \leq T). \tag{3.3}
\]

**Constraints for Node and Link Activity.** Denote \( z_{ij}(t) \) as the number of data streams on link \((i, j)\) in time slot \( t \). If a node \( i \) is not an active transmitter in time slot \( t \), then no data stream is transmitted at this node, i.e., \( \sum_{j \in T_i} z_{ij}[t] = 0 \) if \( x_i[t] = 0 \), where \( T_i \) is the set of nodes within the transmission range of node \( i \). Otherwise, the total number of DoFs used for transmission cannot exceed the total number of antennas \( A_i \) at this node, i.e., \( 1 \leq \sum_{j \in T_i} z_{ij}[t] \leq A_i \) if \( x_i[t] = 1 \). These two cases can be formulated as

\[
x_i[t] \leq \sum_{j \in T_i} z_{ij}[t] \leq A_i \cdot x_i[t] \quad (i \in \mathcal{N}, 1 \leq t \leq T). \tag{3.4}
\]

Similarly, considering whether or not node \( i \) is a receive node in time slot \( t \), we have

\[
y_i[t] \leq \sum_{j \in T_i} z_{ji}[t] \leq A_i \cdot y_i[t] \quad (i \in \mathcal{N}, 1 \leq t \leq T). \tag{3.5}
\]

**Ordering Constraints.** The “ordering” concept is proposed in [17] to avoid unnecessary duplication in IC (and thus leads to a waste of DoF resources) and guarantee a feasible solution. Denote \( \pi[t] \) as the ordering list of nodes in time slot \( t \), and denote integer variable \( \pi_i[t] \) as the position of node \( i \) in time slot \( t \). Therefore, we have

\[
1 \leq \pi_i[t] \leq N \quad (i \in \mathcal{N}, 1 \leq t \leq T). \tag{3.6}
\]
We use a binary variable $\theta_{ji}[t]$ to indicate the ordering relationship between two nodes $i$ and $j$. We define $\theta_{ji}[t]$ as

$$
\theta_{ji}[t] = \begin{cases} 
1 & \text{if node } i \text{ is after node } j \text{ in } \pi[t]; \\
0 & \text{otherwise.}
\end{cases}
$$

(3.7)

It was shown in [17] that the following relationships hold among $\pi_i[t]$, $\pi_j[t]$ and $\theta_{ji}[t]$:

$$
\pi_i[t] - N \cdot \theta_{ji}[t] + 1 \leq \pi_j[t] \leq \pi_i[t] - N \cdot \theta_{ji}[t] + N - 1 \quad (i, j \in \mathcal{N}, i \neq j, 1 \leq t \leq T).
$$

(3.8)

**DoF Consumption Constraints.** Under a particular node ordering, we can identify which node (transmitter or receiver) has the responsibility to perform IC as follows [17].

- A transmitter should cancel its interference to all the unintended receivers that are before itself in the ordered node list.
- A receiver should cancel interference from all unintended transmitters that are before itself in the ordered node list.

Then if a node $i$ is a transmitter, the number of DoFs required at node $i$ for IC is equal to the total number of data streams received by unintended receivers that are within its interference range and are before itself in the ordered node list, which is $\sum_{j \in \mathcal{I}_i} (\theta_{ji}[t] \sum_{k \in \mathcal{T}_j} z_{kj}[t])$, where $\mathcal{I}_i$ is the set of nodes within the interference range of node $i$. On the other hand, if node $i$ is not a transmitter, no DoF is consumed. We can model a uniform constraint for the above two cases as follows.

$$
\sum_{j \in \mathcal{T}_i} z_{ij}[t] + \left( \sum_{j \in \mathcal{I}_i} \theta_{ji}[t] \sum_{k \in \mathcal{T}_j} z_{kj}[t] \right) \leq A_i x_i[t] + (1 - x_i[t]) B_i \quad (i \in \mathcal{N}, 1 \leq t \leq T),
$$

(3.9)

where $B_i = \sum_{j \in \mathcal{I}_i} A_j$ is an upper bound of $\sum_{j \in \mathcal{I}_i} (\theta_{ji}[t] \sum_{k \in \mathcal{T}_j} z_{kj}[t])$.

The above constraint has a nonlinear term $\sum_{j \in \mathcal{I}_i} (\theta_{ji}[t] \sum_{k \in \mathcal{T}_j} z_{kj}[t])$. We can employ the **Reformulated-Linearization Technique** (RLT) [16] to reformulate a nonlinear term into a set of linear constraints. We introduce a new variable $\lambda_{ji}[t] = \theta_{ji}[t] \sum_{k \in \mathcal{T}_j} z_{kj}[t]$. Then constraint (3.9) can be replaced by the following linear constraint.

$$
\sum_{j \in \mathcal{T}_i} z_{ij}[t] + \sum_{j \in \mathcal{I}_i} \lambda_{ji}[t] \leq A_i x_i[t] + (1 - x_i[t]) B_i \quad (i \in \mathcal{N}, 1 \leq t \leq T).
$$

(3.10)
Then we have the following flow balance constraints. If node $i$ is the source node of session $f$, and $r(f)$ as the achieved throughput of session $f$. For flexibility and load balancing, we allow flow splitting in the network. That is, the flow of a session may split and merge inside the network in whatever manner as long as it can help to achieve a high data rate. Denote $r_{ij}(f)$ as the data rate transmitted on link $(i, j)$ that is attributed to session $f \in \mathcal{F}$, where $i \in \mathcal{N}$ and $j \in \mathcal{T}_i$.

**Flow Balance Constraints.** Denote $s(f)$ and $d(f)$ as the source and destination nodes of each session $f \in \mathcal{F}$, and $r(f)$ as the achieved throughput of session $f$. For flexibility and load balancing, we allow flow splitting in the network. That is, the flow of a session may split and merge inside the network in whatever manner as long as it can help to achieve a high data rate. Denote $r_{ij}(f)$ as the data rate transmitted on link $(i, j)$ that is attributed to session $f \in \mathcal{F}$, where $i \in \mathcal{N}$ and $j \in \mathcal{T}_i$.

Then we have the following flow balance constraints. If node $i$ is the source node of session $f$ (i.e.,

\[
\lambda_{ji}[t] \leq \sum_{k \in T_j} z_{kj}[t] \quad (i \in \mathcal{N}, j \in \mathcal{T}_i, 1 \leq t \leq T) \quad (3.11)
\]

\[
\lambda_{ji}[t] \leq A_j \cdot \theta_{ji}[t] \quad (i \in \mathcal{N}, j \in \mathcal{T}_i, 1 \leq t \leq T) \quad (3.12)
\]

\[
\lambda_{ji}[t] \geq A_j \cdot \theta_{ji}[t] + \sum_{k \in T_j} z_{kj}[t] - A_j \quad (i \in \mathcal{N}, j \in \mathcal{T}_i, 1 \leq t \leq T) \quad (3.13)
\]

Similarly, the DoFs consumption at a potential receiver $i$ is either $\sum_{j \in T_i} z_{ji}[t] + \sum_{j \in \mathcal{I}_i} (\theta_{ji}[t] \cdot \sum_{k \in T_j} z_{jk}[t])$ or zero, and can be modeled as follows.

\[
\sum_{j \in T_i} z_{ji}[t] + \sum_{j \in \mathcal{I}_i} \left( \theta_{ji}[t] \sum_{k \in T_j} z_{jk}[t] \right) \leq A_i y_i[t] + (1 - y_i[t]) B_i \quad (i \in \mathcal{N}, 1 \leq t \leq T) \quad (3.14)
\]

We introduce a new variable $u_{ji}[t] = \theta_{ji}[t] \cdot \sum_{k \in T_j} z_{jk}[t]$. Then we can linearize the above constraint by the following set of constraints:

\[
\sum_{j \in T_i} z_{ji}[t] + \sum_{j \in \mathcal{I}_i} u_{ji}[t] \leq A_i y_i[t] + (1 - y_i[t]) B_i \quad (i \in \mathcal{N}, 1 \leq t \leq T), \quad (3.15)
\]

\[
u_{ji}[t] \leq \sum_{k \in T_j} z_{jk}[t] \quad (i \in \mathcal{N}, j \in \mathcal{T}_i, 1 \leq t \leq T), \quad (3.16)
\]

\[
u_{ji}[t] \leq A_j \cdot \theta_{ji}[t] \quad (i \in \mathcal{N}, j \in \mathcal{T}_i, 1 \leq t \leq T), \quad (3.17)
\]

\[
u_{ji}[t] \geq A_j \cdot \theta_{ji}[t] + \sum_{k \in T_j} z_{jk}[t] - A_j \quad (i \in \mathcal{N}, j \in \mathcal{T}_i, 1 \leq t \leq T). \quad (3.18)
\]
If node \( i \) is an intermediate relay node for session \( f \) (i.e., \( i \neq s(f), i \neq d(f) \)), then
\[
\sum_{j \in T_i} r_{ij}(f) = r(f) \quad (f \in F) .
\]  
(3.19)

If node \( i \) is an intermediate relay node for session \( f \) (i.e., \( i \neq s(f), i \neq d(f) \)), then
\[
\sum_{j \neq s(f)} r_{ij}(f) = \sum_{k \neq d(f)} r_{ki}(f) \quad (f \in F, i \in N) .
\]  
(3.20)

If node \( i \) is the destination node for session \( f \) (i.e., \( i = d(f) \)), then
\[
\sum_{j \in T_i} r_{ji}(f) = r(f) \quad (f \in F) .
\]  
(3.21)

It can be easily verified that once (3.19) and (3.20) are satisfied, (3.21) must also be satisfied. As a result, it is sufficient to just include (3.19) and (3.20) in the formulation.

**Link Capacity Constraints.** For each link \((i, j)\), the sum of the data rate that is attributed to each session cannot exceed the average of its data rate over \( T \) time slots. For simplicity, we assume that one data stream corresponds to one unit of data rate. Then we have the following constraint:
\[
\sum_{f \in F} r_{ij}(f) \leq C_{ij} = \frac{1}{T} \sum_{t=1}^{T} z_{ij}[t] \quad (i \in N, j \in T_i) .
\]  
(3.22)

### 3.3 Problem Formulation

In this paper, we study a throughput optimization problem with the objective of maximizing the minimum data rate among all sessions. Denote \( r_{\text{min}} \) as the minimum throughput among all sessions. The problem can be formulated as follows:
\[
\text{OPT}
\]
\[
\max \quad r_{\min}
\]
\[
\text{s.t} \quad r_{\min} \leq r(f) \quad (f \in \mathcal{F}) ;
\]
Half Duplex Constraints: (3.3);
Node and Link Activity Constraints: (3.4), (3.5);
Node Ordering Constraints: (3.6), (3.8);
DoF Consumption Constraints for Transmitters: (3.10), (3.11), (3.12), (3.13);
DoF Consumption Constraints for Receivers: (3.15), (3.16), (3.17), (3.18);
Flow Balance Constraints: (3.19), (3.20);
Link Capacity Constraints: (3.22).

In this formulation, \(x_i[t], y_i[t], z_{ij}[t], \pi_i[t] \) and \(\theta_{ji}[t] \) are integer variables, \(r_{\min}, r(f), \lambda_{ji}[t] \) and \(\mu_{ji}[t] \) are continuous variables, \(A_i \) and \(B_i \) are constants. This optimization problem is in the form of a mixed-integer linear program (MILP), which is NP-hard in general. It is not solvable via commercial solvers even for moderate sized networks. Thus, we want to develop a highly competitive and efficient algorithm for this problem.
Chapter 4

An Efficient Solution Procedure

4.1 Overview

In this section, we design an efficient algorithm based on the so-called sequential fixing (SF) technique [8]. SF offers a general framework to handle integer variables in a MILP problem. The basic idea behind SF is as follows. For a MILP like ours, if we were able to set the optimal values for all the integer variables and thereby reduce the original problem to a linear program (LP), then we can solve the reduced problem optimally in polynomial time. Thus, the key challenge in such contexts is how to determine the values of all the integer variables. This can be done by examining the relaxed version of the original problem, which is obtained by relaxing all the integer variables to continuous variables. Although the solution to this relaxation may not have an integer value for each integer variable, we can set (i.e., fix) the values of integer variables based on the closeness to certain integer values in the relaxed solution. Instead of determining all integer variable values via a single relaxation, we can fix only one or a few integer variables in each iteration. For the remaining (unfixed) integer variables, we can solve a new relaxation (with some integer variables’ values being already fixed) and then fix more integer variables. This SF procedure terminates after we fix all the integer variables. Then the value of other non-integer variables in the original problem can be obtained by solving the resulting LP.
There are two main stages in our algorithm. At the first stage, the algorithm employs SF framework to obtain a feasible solution. Although the idea of SF is straightforward, this stage can be enhanced by problem specific customization. At the second stage, the algorithm attempts to increase the data rate on the current bottleneck link in each iteration until the bottleneck rate cannot be further increased.

4.2 Some Details

4.2.1 Stage One

In this stage, we obtain a feasible solution by the SF framework. Since different types of integer variables play different roles in the optimization problem, we decide to first fix ordering variables $(\pi, \theta)$, then fix node status variables $(x, y)$, and finally fix data stream variable $z$. The ordering variables $(\pi, \theta)$ play a key role in the feasible solution since they determine the IC responsibility of each node. Therefore, we determine the values of $(\pi, \theta)$ in Phase I. Then in Phase II, we determine the values of $(x, y)$ by identifying the active (corresponding $z > 0$) or inactive (corresponding $z = 0$) status of each link. Note that the route of each session is also identified by active links. After all active links are determined, to avoid wasting of DoF resources among nodes in the network, we will de-active some links which do not contribute to session rates in Phase III. In Phase IV, we will fix the exact integer value of the number of data streams ($z$ value) on each remaining active link iteratively. Note that these phases are within the SF framework. That is, we determine all integer variables in iterations. Once we fix some integer variables’ values in an iteration, we build a new MILP for the remaining variables in the next iteration and solve its relaxed LP. Then we can determine more integer variables based on the solution to the relaxed LP. A flow chart of stage one is shown in Fig. 4.1.

**Phase I: Fixing $\pi$ and $\theta$ variables.** In this phase, we fix $\pi$ and $\theta$ variables in $N - 1$ iterations. Specifically, we run the following process in the $k$-th iteration for each time slot $t$. We identify
Figure 4.1: Flow chart for Stage One.
the node \(i\) with the smallest \(\pi_i[t]\) among all nodes with unfixed \(\pi\) and set it as the \(k\)-th node in the ordering list (i.e., \(\pi_i[t] = k\)). Then we can fix \(\theta_{ji}[t] = 0\) and \(\theta_{ij}[t] = 1\) (according to Eq. (3.7)) for each node \(j\) with unfixed \(\pi_j[t]\). Note that after the \((N - 1)\)-th iteration, there is only one node with unfixed \(\pi\) variable and we can fix this variable as \(N\). Thus, all \(\pi\) and \(\theta\) variables are fixed in \(N - 1\) iterations.

**Phase II: Fixing \(x\) and \(y\) variables.** In this phase, we fix \(x_i[t]\) and \(y_i[t]\) values by identifying the active or inactive status of the corresponding link in time slot \(t\).

Specifically, we run the following processes in an iteration for each time slot \(t\). We set link \((i, j)\) with the largest \(z_{ij}[t]\) among links whose statuses are unknown to an active link. Note that this is feasible because when we set a link as active in previous iteration, we already identified all links that cannot be active simultaneously with this link and set them as inactive. As a result, in current iteration, any link with unknown status can be set as active.

Once we set link \((i, j)\) as active in time slot \(t\), we can fix \(x_i[t] = 1\) and \(y_j[t] = 1\) based on Eqs. (3.1) and (3.2). We can further fix more \(x, y,\) and \(z\) variables by the following rules.

- According to (3.3), we can also fix \(y_i[t] = 0\) for the transmitter and \(x_j[t] = 0\) for the receiver of link \((i, j)\). Then we can fix all the outgoing links from node \(j\) as inactive (according to Eq. (3.4)) and all the incoming links to node \(i\) as inactive (according to Eq. (3.5)). That is, we set \(z_{ki}[t] = 0\) for each node \(k \in T_i\) and \(z_{jk}[t] = 0\) for each node \(k \in T_j\).

- We can further determine more links’ inactive status as follows. Since link \((i, j)\) becomes active, this link has at least one data stream (previously at least zero). By assuming one more data stream received at node \(j\), we can calculate the minimum DoF consumption for IC at a potential transmitter \(k\), where \(k \in I_j\) and \(\pi_k[t] > \pi_j[t]\). If the DoF consumption at node \(k\) equals to or is larger than the number of antennas at this node, then it cannot be an active transmitter (set \(x_k[t] = 0\)) based on Eq. (3.9). Moreover, all outgoing links from node \(k\) cannot be active (set corresponding \(z\) to be zero) based on Eq. (3.4). Similarly, by considering node \(i\), some nodes cannot be active receivers based on Eq. (3.14) and incoming
links to these nodes cannot be active based on Eq. (3.5). Thus, we can set the corresponding $y$ and $z$ to be zero.

- We can also calculate the minimum DoF consumption at nodes $i$ and $j$. For node $j$, we consider each active transmitter $k$, where $k \in \mathcal{I}_j$, $\pi_k[t] < \pi_j[t]$, and $x_k[t] = 1$. By assuming one data stream on the corresponding links, we can calculate the minimum DoF consumption for IC at node $j$. If the sum of this DoF consumption for IC and the DoF consumption for SM at node $j$ equals to its number of antennas, then each node $h$, where $h \in \mathcal{I}_j$, $\pi_h[t] < \pi_j[t]$, and $x_h[t]$ unfixed, cannot be an active transmitter (set $x_h[t] = 0$) based on Eq. (3.9). Moreover, all outgoing links from node $h$ cannot be active (set corresponding $z$ to be zero) based on Eq. (3.4). Similarly, by considering node $i$, some nodes cannot be active receivers based on Eq. (3.14) and incoming links to these nodes cannot be active by Eq. (3.5). Thus, we can set the corresponding $y$ and $z$ to be zero.

We continue the process until the largest $z_{ij}[t]$ is 0, which means that all possible active links have been fixed. Then we fix all the remaining links as inactive links (i.e., set $z$ to zero). For these links’ transmitters (or receivers), we set their $x$ (or $y$) values to zero if these variables are not determined yet.

**Phase III: De-active wasted active links.** In this phase, we identify all active links that do not contribute to any session’s throughput, and change these wasted links’ status to be inactive. Specifically, if we find an active link $(i, j)$ with $r_{ij}(f) = 0$ for all sessions, then we set $z_{ij}[t] = 0$ for each time slot $t$. After these changes, if all outgoing links from node $i$ are inactive, we set the status of node $i$ as an inactive transmitter (i.e., $x_i[t] = 0$ for each time slot $t$), so that constraint (3.4) holds. Similarly, if all incoming links to node $j$ are inactive, we set the status of node $j$ as an inactive receiver (i.e., $y_j[t] = 0$ for each time slot $t$), so that constraint (3.5) holds.

**Phase IV: Fixing $z$ variables.** In Phases II and III, we have fixed $z_{ij}[t]$ to 0 for those inactive links and wasted links. In this phase, we fix the exact integer value of $z_{ij}[t]$ for the remaining active links. Specifically, we run the following process in an iteration for each time slot $t$. We select the link $(i, j)$ whose $z_{ij}[t]$ value is closest to its integer floor $\lfloor z_{ij}[t] \rfloor$ among all links with unfixed $z$
variables in time slot $t$ and set this $z$ variable’s value as $\lfloor z_{ij}[t] \rfloor$.

### 4.2.2 Stage Two

In this stage, we increase throughput for all sessions in iterations. There are four phases in each iteration. We first identify the bottleneck link in Phase V. We want to increase the number of data streams from the transmitter of this bottleneck link to its receiver by approaches in Phases VI, VII, and VIII. Specifically, in Phase VI, we try to increase the number of data streams on the bottleneck link without changing node ordering. In Phase VII, we try to alter the node ordering to relieve some DoFs from some nodes to support one more data stream on the bottleneck link. We hope that some DoFs can be relieved from some nodes in the network such that one more data stream can be transmitted on the bottleneck link. In Phase VIII, we try to find a relay node to forward one data stream from the bottleneck link’s transmitter to its receiver. If the number of data streams is increased, we will update related $x, y, z, \pi$, and $\theta$ values if necessary and solve an LP to improve routing solution (i.e., update $r$ values). Then the current iteration is completed and we will identify a new bottleneck link in the next iteration. On the other hand, if all the above three phases fail to increase the number of data streams, our algorithm terminates. A flow chart of stage two is shown in Fig. 4.2.

**Phase V: Finding bottleneck link.** In this phase, we identify a link for data rate increment. We first identify a session $f$ with the minimum throughput among all sessions in the network. Then among those links that transmit data for session $f$, we find the bottleneck link, i.e., a link with its average data rate over $T$ time slots equal to its total data rate for all sessions. A tie among sessions or links can be broken arbitrarily.

**Phase VI: Increasing number of data streams without ordering adjustment.** Suppose that in Phase V, we identified the bottleneck link $(i, j)$ for session $f$. In this phase, we try to increase at least one data stream on this link in a time slot.

The link $(i, j)$ can transport one more data stream in a currently used time slot $t$ if the following
Figure 4.2: Flow chart for Stage Two.
conditions are satisfied:

- Both nodes $i$ and $j$ have at least one remaining DoF.
- Each receiver $h, h \in I_i$ and $\pi_h[t] > \pi_i[t]$, has at least one remaining DoF to cancel additional interference from node $i$. Each transmitter $k, k \in I_j$ and $\pi_k[t] > \pi_j[t]$, has at least one remaining DoF to cancel interference to the additional data stream at node $j$.

Same conditions should be satisfied if we want to activate link $(i, j)$ in a time slot $t$ that is currently not used by link $(i, j)$. But we need to update more variables to activate link $(i, j)$ in time slot $t$. That is, we need to set $z_{ij}[t] = 1$. If current $x_i[t]$ and $y_j[t]$ are not one, we need to update them to one.

**Phase VII: Ordering adjustment.** When Phase VI fails to increase one data stream on the bottleneck link, it can be concluded that there is a lack of DoF resources at a subset of nodes among the bottleneck link’s transmitter, receiver and their neighboring nodes in every time slot. Recall that the amount of consumed DoFs for IC is determined by the node ordering. In this phase, we try to modify node ordering in a time slot so that some DoFs can be relieved to allow one more data stream on the bottleneck link.

For the bottleneck link $(i, j)$ and a time slot $t$, the altering process has the following two steps.

**Step 1:** If in time slot $t$, either node $i$ or node $j$ does not have any remaining DoF, then we try to relieve some DoFs consumed by IC as follows. Otherwise, we can skip this step.

If transmit node $i$ does not have any remaining DoF, we can try to decrease its DoF consumption for IC as follows. Denote $\varepsilon_i$ as the set of nodes that includes any receiver $h$ with $h \in I_i$ and $\pi_h[t] < \pi_i[t]$. Suppose node $k$ has the largest $\pi_k[t]$ among nodes in $\varepsilon_i$. For other nodes in $\varepsilon_i$, we compute the remaining DoFs with the assumption that we move it to the position $\pi_k[t]$ and keep other nodes’ relative position unchanged. Suppose that node $m$ has the largest remaining DoFs (after this move). A tie can be broken by selecting the node with a smaller node ID. If the remaining DoFs at node $m$ is greater than the DoFs consumed by SM at node $i$, we make the
following changes (See Fig. 4.3): (i) move node \( m \) to position \( \pi_k[t] + 1 \); (ii) for any node \( n \) between nodes \( m \) and \( k \) in the original list, move it to position \( \pi_n[t] - 1 \); (iii) for any node \( s \) between nodes \( k \) and \( i \) in the original list, move it to position \( \pi_s[t] + 1 \); (iv) move node \( i \) to position \( \pi_k[t] \); and (v) move node \( k \) to position \( \pi_k[t] - 1 \). It can be verified that the new solution is feasible.

If receiver node \( j \) does not have any remaining DoF, we can try to decrease its DoF consumption by a similar approach.

**Step 2:** In time slot \( t \), both nodes \( i \) and \( j \) have some remaining DoFs but some neighboring nodes have no remaining DoFs.

Denote \( \varphi_i \) as the set of nodes that includes any receiver \( h \) with zero remaining DoF, \( h \in \mathcal{I}_i \), and \( \pi_h[t] > \pi_i[t] \). For each receiver \( h \) in \( \varphi_i \), we follow a similar approach for receive node mentioned in step I to alter its ordering. If success, node \( h \) can relieve some of its DoFs consumed by IC, and use them to perform IC for node \( i \). Similarly, we can relieve some DoFs for node \( j \)’s neighbors.

Recall that there are \( T \) time slots in a time frame. We check each time slot until a rate increment is done or all time slots fail.

**Phase VIII: Finding a relay.** When both Phases VI and VII fail to increase one data stream on bottleneck link \((i, j)\) in all time slots, we enter this phase. In this phase, we select a relay node \( k \) to construct an additional route between nodes \( i \) and \( j \) by adding one data stream on both links \((i, k)\) and \((k, j)\). A node \( k \) can be selected as a relay if it satisfies the following conditions: (i) the set of time slots \( \tau_i \), where node \( i \) has remaining DoFs (if we set it as an active transmitter) and node \( k \) is
or can be a receiver and has remaining DoFs, is not empty. (ii) the set of time slots $\tau_j$, where node $j$ has remaining DoFs (if we set it as an active receiver) and node $k$ is or can be a transmitter and has remaining DoFs, is not empty. (iii) the union of $\tau_i$ and $\tau_j$ has at least two time slots.

For link $(i, k)$ in time slot $t \in \tau_i$, link $(i, k)$ can carry one more data stream with the current node ordering if the following conditions are satisfied: (i) node $i$ has at least one remaining DoF (if we set it as an active transmitter) in time slot $t$; (ii) each receiver $h \in I_i$ and $\pi_h[t] > \pi_i[t]$ has at least one remaining DoF to cancel additional interference from node $i$; (iii) each transmitter $h \in I_k$ and $\pi_h[t] > \pi_k[t]$ has at least one remaining DoF to cancel interference to node $k$. If these conditions cannot be satisfied, we use a similar process in Phase VII to alter the node ordering by assuming link $(i, k)$ is the bottleneck link. If the rate increment fails in the current time slot, we try another time slot in $\tau_i$, until the data rate is increased or all slots in $\tau_i$ fail.

Following a similar approach, we can try to add one more data stream on link $(k, j)$. If both links $(i, k)$ and $(k, j)$ can carry one more data stream, then the data rate between nodes $i$ and $j$ can be increased.

### 4.3 Complexity Analysis

We now show that our algorithm has a polynomial complexity. For each stage of the algorithm, we analyze the number of iterations and the complexity of each iteration.

At stage one, the complexity of each iteration in each phase involves solving the relaxed LP, searching for the unfixed integer variable with the largest value in the relaxed LP solution, and fixing the integer values for selected variables. The complexity of searching for the unfixed integer variable with the largest value and fixing integer values for selected variables are much less than solving an LP. The complexity of solving an LP is $O(V^3)$ [1], where $V$ is the number of variables. In our algorithm, three sets of variables, $\theta_{ji}[t]$, $z_{ij}[t]$ and $r_{ij}(f)$, dominate the total amount of variables. Both $\theta_{ji}[t]$ and $z_{ij}[t]$ have $O(N^2 \cdot T)$ variables while $r_{ij}(f)$ has $O(N^2 \cdot |F|)$ variables. Therefore, $V = O(N^2 \cdot \max\{T, |F|\})$. 

To analyze the total number of iterations at stage one, we now analyze the total number of iterations needed for each phase. In Phase I, we have a total of $N - 1$ iterations as we discussed. In Phase II, we determine at least one link’s active or inactive status for each time slot in an iteration. Since there are $O(N^2)$ links, the maximum number iterations in this phase is $O(N^2)$. In Phase III, we determine a wasted link for each time slot in an iteration. Then the maximum number iterations in this phase is also $O(N^2)$. In Phase IV, we fix one $z$ value (for a link) for each time slot in an iteration. Then the total number of iterations is $O(N^2)$. Therefore, we have no more than $O(N + 3N^2) = O(N^2)$ iterations for stage one. As a result, the complexity of stage one is $O(N^2V^3)$.

At stage two, the complexity of each iteration involves identifying the bottleneck link (Phase V), increasing data streams on this link (Phases VI, VII, and VIII), and solving an LP to improve routing solution. Variables $r_{ij}(f)$ dominate the total amount of variables. Thus, we have $O(N^2 \cdot |\mathcal{F}|) < V$ variables. Then complexity of solving an LP is $O(V^3)$ and is much higher than the complexity in Phases V – VIII. Thus, the complexity of an iteration is $O(V^3)$.

We now analyze the total number of iterations at stage two. Since the maximum number of links is $O(N^2)$, and for each of these links, we can increase its data streams at most $A_i$ times, the total number of iterations is $O(N^2AT)$, where $A$ is the maximum antenna number among all nodes. As a result, the complexity of stage two is $O(N^2AT \cdot V^3)$.

Therefore, our algorithm has a overall complexity of $O(N^2V^3) + O(N^2AT \cdot V^3) = O(N^2AT \cdot V^3)$. 
Chapter 5

Simulation Results

5.1 Simulation Setting

We consider a multi-hop ad hoc network, where all nodes are randomly generated in a $100 \times 100$ area. For generality, we normalize all units for distance, time, bandwidth, and data rate with appropriate dimensions. We assume that all nodes’ transmission range and interference range are 30 and 50, respectively. We present our results for two different network settings: (1) 20 nodes with 2 sessions and (2) 50 nodes with 5 sessions. For each network instance, the source and destination nodes of each session are randomly selected. We assume that all nodes in the network are equipped with four antennas, and there are four time slots in a time frame. We will first show one example for either network size, and then show the complete simulation results of 50 randomly generated network instances for 20-node networks.

5.2 Results

Before we present the complete simulation results, we first show one example for each network size.
5.2.1 20-node network with 2 sessions

We first show a case study of a 20-node network instance. The locations of the 20 nodes are shown in Table 5.1. The source and destination nodes for each session are randomly selected and are shown in Figure 5.1. The objective value found by our algorithm is 0.75. The optimal objective value found by CPLEX is also 0.75, which shows that our solution is optimal in this case study.

Now, we show the details of solution obtained by our algorithm. The node ordering lists in the four time slots are the following:

- **Time slot 1:** \{N_{19}, N_3, N_{11}, N_8, N_{12}, N_1, N_{15}, N_5, N_{20}, N_6, N_2, N_4, N_7, N_9, N_{10}, N_{13}, N_{14}, N_{17}, N_{18}\}.

- **Time slot 2:** \{N_{13}, N_1, N_3, N_8, N_{20}, N_{19}, N_6, N_2, N_4, N_5, N_7, N_9, N_{10}, N_{11}, N_{12}, N_{14}, N_{15}, N_{16}, N_{17}, N_{18}\}.

- **Time slot 3:** \{N_1, N_3, N_{11}, N_4, N_5, N_{20}, N_{18}, N_{12}, N_9, N_6, N_7, N_{10}, N_2, N_8, N_{13}, N_{14}, N_{15}, N_{16}, N_{17}, N_{19}\}.

- **Time slot 4:** \{N_5, N_8, N_{11}, N_8, N_3, N_{20}, N_{17}, N_{16}, N_{15}, N_7, N_4, N_6, N_{13}, N_1, N_2, N_9, N_{10}, N_{12}, N_{14}, N_{19}\}.

Figure 5.1 shows the routing topologies and scheduling for each session obtained by our proposed algorithm. Fig. 5.2 shows the routing topologies and scheduling for each session under the optimal solution obtained by CPLEX. The number in the box on each link indicates the time slots where the link is active. Details of the number of data streams transmitted on each link are listed in Table 5.2.

Given that a time frame is divided into 4 time slots, we should have DoF allocation in each of the 4 time slots. We now give a detailed explanation of the DoF allocation at each active node in a particular time slot, say time slot 1. To show how nodes perform SM and IC, we consider time
slot 1. Note that time slot 1 is used by links \((N_2, N_3), (N_9, N_{19}), (N_{18}, N_{13})\) and \((N_{18}, N_{14})\) in Fig. 5.1. The number of data streams on each link can be found in Table 5.2, i.e., in time slot 1, there are three data streams on link \((N_2, N_3)\), one data stream on link \((N_9, N_{19})\) and \((N_{18}, N_{14})\), and two data streams on link \((N_{18}, N_{13})\). The interference relationships among these transmitters and receivers are shown in Fig. 5.3 by the dashed arrows, i.e., node \(N_9\) interferes node \(N_3\) and \(N_{13}\), node \(N_{19}\) interferes \(N_{18}\), and node \(N_2\) interferes \(N_{19}\). The number on each dashed arrow represents the number of DoFs consumed for IC.

- The position of node \(N_2\) is 12 in the ordered node list. Since the receiver \(N_{19}\) is within its interference range and before it in the ordering, node \(N_2\) needs to use one DoFs to cancel its interference to node \(N_{19}\). Then, it can use three remaining DoFs to transmit three data streams to node \(N_3\).

- The position of node \(N_3\) is 2 in the ordered node list. There is no transmit node which is within its interference range and before it in the ordering, then it does not consume DoFs for IC. Therefore, it can use three DoFs to receive data streams from node \(N_2\).

- The position of node \(N_9\) is 15 in the ordered node list. Since the receiver \(N_3\) is within its interference range and before it in the ordering list, node \(N_9\) need to consume three DoFs to cancel interference to node \(N_3\). Then it can use the remaining one DoF to transmit one data stream to node \(N_{19}\).

- The position of node \(N_{19}\) is the first node in the ordered node list. It is a receive node, it uses one DoF to receive one data stream from node \(N_9\). Since there is no transmit node which is within its interference range before it in the ordering, it does not need to use any DoF to do IC.

- Node \(N_{18}\) is the last node in ordered node list, i.e., \(\pi_{20}[1] = 20\). It is a transmit node, it uses one DoF to transmit one data stream to node \(N_{14}\) and two DoFs to transmit two data streams to node \(N_{13}\). In addition, since receive node \(N_{19}\) is within its interference range and
before it in the ordered list, it needs to ensure that its transmissions do not interfere with 
$N_{19}$’s reception. Therefore, it must use one DoF to cancel the interference to $N_{19}$.

- The position of node $N_{13}$ is 17 in the ordered node list. It is a receive node, it uses two DoFs to receive two data streams from node $N_{18}$. In addition, since transmit node $N_{9}$ is within its interference range and before it in the ordering, it needs to ensure that its reception is not interfered by $N_{9}$’s transmission. Therefore, it must use one DoFs to cancel the interference from $N_{9}$.

- The next node is $N_{14}$, its position is 18 in the ordered node list. It is a receive node, it uses one DoF to receive one data stream from node $N_{18}$. Since none of the transmit nodes before it in the ordering is within its interference range, it does not need to use any DoF to do IC.

The details of DoFs allocation for SM and IC at each node in each time slot are shown in Table 5.3.
Figure 5.2: The flow routing topology and time slot allocation for the 20-node instance under optimal solution.

Figure 5.3: The DoF allocation for IC at active nodes in time slot 1 for the 20-node instance under proposed algorithm.
Table 5.1: Location of each node for the 20-node network.

<table>
<thead>
<tr>
<th>Node</th>
<th>Location</th>
<th>Node</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>(90.1, 40.2)</td>
<td>$N_{11}$</td>
<td>(10, 36.3)</td>
</tr>
<tr>
<td>$N_2$</td>
<td>(77.9, 75.8)</td>
<td>$N_{12}$</td>
<td>(87, 59)</td>
</tr>
<tr>
<td>$N_3$</td>
<td>(60, 86)</td>
<td>$N_{13}$</td>
<td>(34.2, 26)</td>
</tr>
<tr>
<td>$N_4$</td>
<td>(39, 94)</td>
<td>$N_{14}$</td>
<td>(7, 21)</td>
</tr>
<tr>
<td>$N_5$</td>
<td>(80.2, 15)</td>
<td>$N_{15}$</td>
<td>(50.2, 64.8)</td>
</tr>
<tr>
<td>$N_6$</td>
<td>(35, 57.3)</td>
<td>$N_{16}$</td>
<td>(18, 83)</td>
</tr>
<tr>
<td>$N_7$</td>
<td>(6, 58)</td>
<td>$N_{17}$</td>
<td>(21.2, 10)</td>
</tr>
<tr>
<td>$N_8$</td>
<td>(86.9, 93.7)</td>
<td>$N_{18}$</td>
<td>(25, 37.7)</td>
</tr>
<tr>
<td>$N_9$</td>
<td>(67, 52)</td>
<td>$N_{19}$</td>
<td>(61, 30)</td>
</tr>
<tr>
<td>$N_{10}$</td>
<td>(48, 43.1)</td>
<td>$N_{20}$</td>
<td>(46.8, 9)</td>
</tr>
</tbody>
</table>

5.2.2 50-node network with 5 sessions

Now we show the result of a 50-node network instance. The location of each node and the source and destination nodes for each session are shown in Fig. 5.4. Our algorithm can solve it efficiently. The objective value found by our algorithm is 0.25. However, CPLEX cannot even get a feasible solution to this problem in a reasonable amount of time. Figure 5.4 shows the routing topologies and scheduling for each session. Therefore, our algorithm is also efficient under large sized networks.

5.3 Complete Results

We now present complete simulation results. We generate 50 network instances for 20-node network with 2 sessions. For each network instance, the location of each node is generated randomly, and the source and destination nodes of each session are randomly selected. We calculate the ratio between the objective value obtained by our algorithm and the optimal objective value found by CPLEX. The average ratio is 85.6%. The detailed results are shown in Table 5.4.
Table 5.2: Details of time slot assignment and number of data streams on each active link for the 20-node network.

<table>
<thead>
<tr>
<th>Session</th>
<th>Link</th>
<th>Time Slot</th>
<th>DoF for SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session 1</td>
<td>$(N_2, N_4)$</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$(N_2, N_{12})$</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$(N_3, N_4)$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_4, N_{16})$</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_7, N_{11})$</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_9, N_{19})$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$(N_{11}, N_{14})$</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_{12}, N_9)$</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_{16}, N_7)$</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_{17}, N_{14})$</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$(N_{19}, N_{20})$</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$(N_{20}, N_{17})$</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Session 2</td>
<td>$(N_6, N_{18})$</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$(N_{14}, N_{13})$</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$(N_{18}, N_{13})$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>$(N_{18}, N_{14})$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5.3: DoF usage at each active node for each time slot in the 20-node network.

<table>
<thead>
<tr>
<th>Time Slot 1</th>
<th>Time Slot 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Node ID</strong></td>
<td><strong>Node Status</strong></td>
</tr>
<tr>
<td>1</td>
<td>$N_{19}$ receiver</td>
</tr>
<tr>
<td>2</td>
<td>$N_{3}$ receiver</td>
</tr>
<tr>
<td>12</td>
<td>$N_{2}$ transmitter</td>
</tr>
<tr>
<td>15</td>
<td>$N_{9}$ transmitter</td>
</tr>
<tr>
<td>17</td>
<td>$N_{13}$ receiver</td>
</tr>
<tr>
<td>18</td>
<td>$N_{14}$ receiver</td>
</tr>
<tr>
<td>20</td>
<td>$N_{18}$ transmitter</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time Slot 3</th>
<th>Time Slot 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Node ID</strong></td>
<td><strong>Node Status</strong></td>
</tr>
<tr>
<td>4</td>
<td>$N_{4}$ transmitter</td>
</tr>
<tr>
<td>7</td>
<td>$N_{18}$ receiver</td>
</tr>
<tr>
<td>8</td>
<td>$N_{12}$ transmitter</td>
</tr>
<tr>
<td>9</td>
<td>$N_{9}$ receiver</td>
</tr>
<tr>
<td>10</td>
<td>$N_{9}$ transmitter</td>
</tr>
<tr>
<td>15</td>
<td>$N_{13}$ receiver</td>
</tr>
<tr>
<td>16</td>
<td>$N_{14}$ transmitter</td>
</tr>
<tr>
<td>18</td>
<td>$N_{16}$ receiver</td>
</tr>
<tr>
<td>18</td>
<td>$N_{12}$ receiver</td>
</tr>
<tr>
<td>19</td>
<td>$N_{14}$ receiver</td>
</tr>
</tbody>
</table>
Figure 5.4: The flow routing topology and time slot allocation for the 50-node instance obtained by proposed algorithm.
Table 5.4: Results for 50 instances of 20-node network.

<table>
<thead>
<tr>
<th>Network Instance</th>
<th>Our Algorithm</th>
<th>CPLEX</th>
<th>Network Instance</th>
<th>Our Algorithm</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>26</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
<td>1</td>
<td>27</td>
<td>1</td>
<td>1.25</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1.25</td>
<td>28</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>29</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1.25</td>
<td>30</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
<td>31</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1.25</td>
<td>32</td>
<td>1</td>
<td>1.25</td>
</tr>
<tr>
<td>8</td>
<td>0.75</td>
<td>0.75</td>
<td>33</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0.75</td>
<td>34</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>10</td>
<td>0.75</td>
<td>0.75</td>
<td>35</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>0.75</td>
<td>36</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1.25</td>
<td>37</td>
<td>1</td>
<td>1.125</td>
</tr>
<tr>
<td>13</td>
<td>1.25</td>
<td>1.5</td>
<td>38</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>1.25</td>
<td>1.25</td>
<td>39</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>0.75</td>
<td>40</td>
<td>0.75</td>
<td>0.875</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>1.125</td>
<td>41</td>
<td>1</td>
<td>1.125</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1.5</td>
<td>42</td>
<td>0.75</td>
<td>0.875</td>
</tr>
<tr>
<td>18</td>
<td>0.75</td>
<td>0.75</td>
<td>43</td>
<td>1.25</td>
<td>1.5</td>
</tr>
<tr>
<td>19</td>
<td>0.75</td>
<td>0.75</td>
<td>44</td>
<td>1</td>
<td>1.25</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>0.75</td>
<td>45</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>1</td>
<td>46</td>
<td>0.75</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>1.25</td>
<td>1.25</td>
<td>47</td>
<td>0.5</td>
<td>0.625</td>
</tr>
<tr>
<td>23</td>
<td>1.25</td>
<td>1.5</td>
<td>48</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>0.75</td>
<td>1</td>
<td>49</td>
<td>1.25</td>
<td>1.5</td>
</tr>
<tr>
<td>25</td>
<td>1.25</td>
<td>1.5</td>
<td>50</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we studied a cross-layer throughput maximization problem for a multi-hop MIMO network. Specifically, we aimed to maximize the minimum session rate among all sessions with joint consideration of flow routing, scheduling and DoF allocation. We employed a new DoF-based model, which can ensure feasible solution and achieve a higher DoF region than previous DoF models. The essence of this model is the systematic rules of DoF allocation for IC based on a node ordering concept.

The throughput maximization problem was formulated as a MILP problem, which cannot be solved efficiently by commercial softwares even for moderate sized networks. Therefore, an efficient polynomial time algorithm was designed by customizing the sequential fixing framework. This algorithm consists of two stages. We obtained a solution by customized SF in stage one and further improved it in stage two. Simulation results show that this algorithm can solve this throughput maximization problem efficiently and provide near-optimal solutions for networks with different sizes.
6.2 Future Work

In this thesis, we employed the DoF-based model in [17] and proposed a low-complexity polynomial time algorithm to solve the throughput optimization problem in a multi-hop MIMO network. There are still many directions which we can further explore: (1) We can extend the application of this model to different type of networks, such as cognitive radio network, vehicle network and so on. The proposed algorithm enables this model to solve important problems associated with these networks. (2) We can design a distributed algorithm that is amenable to local implementation to solve this throughput maximization problem.
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