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Abstract

In this paper an extended Viterbi algorithm is presented for first-order hidden Markov processes, with the help of a dummy combined state sequence. For this, the Markov switching’s transient probabilities and steady probabilities are studied separately. The algorithm gives a maximum likelihood estimate for the state sequence of a hidden Markov process. Comparing with the standard Viterbi algorithm, this method gives a higher maximum likelihood, and also picks up the state switching earlier, which is particularly important for the out of sample applications. The theory of this method is discussed in this paper and then a sample of a series of experiment is presented to illustrate the theory. A quantitative comparison is also given between this method and the standard Viterbi algorithm.
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I. INTRODUCTION

Hidden Markov model (HMM) has been successfully used by many researches in different branches of science and industry [1-3]. Especially in speech recognition and handwritten script recognition, HMM has been vastly
used [4-10]. A well known solution to this model is the Viterbi algorithm [11, 12]. Through an observation sequence polluted by memoryless noise, Viterbi gives and optimal estimation of the state sequence in a sense of maximum \textit{a posteriori} probabilities [12, 13]. From the inception of HMM till today, various derivations of hidden Markov have been derived and explored. Second-order HMMs (2HMM) [13, 14], hidden semi Markov models (HSMM) [15-17] and Duration-dependent hidden Markov models [8, 18-23] are some examples of these derivations. Russell and Cook in [10, 24] address the property of the underlying model of state duration in the full context of speech pattern modeling using first-order and second-order Viterbi. In that regards they presented an experimental evaluation of two extensions: Hidden semi-Markov models (HSMMs) and extended state HMMs (ESHMMs), where each state of HMM is modeled by a separate sub-HMM that outputs the pdf of the duration of that state [10]. The distributions considered in this research were Poisson and Gamma, and the method was theoretically extended to other distributions.

Mitchell et al. in [18] looked at the complexity of standard Viterbi with explicit duration HMMs. In that regards they introduced a new recursion method that the cost of training is significantly lower than other HMMs with duration modeling.

Burshtein in [25] introduced a robust parametric modeling of durations in HMMs. In that work he proposed a modified Viterbi algorithm in speech recognition in such a way that by incorporating both state and word duration modeling, the error rate could be reduced by 29-43%.

Recently, in 2002 Djuric et al. in [26] introduced an MCMC sampling approach for estimation of non-stationary HMMs. In that regards, they also considered a time dependent transition probability structure that indirectly models Viterbi decoding by a probability mass function. More recently in 2005, Johnson, [23] addressed the capacity and complexity of HMM duration modeling techniques via different versions of Viterbi decoding methods. Johnson studied the standard and extended HMM methods with specific duration-focused approach.

Lately, during the last three years, from 2009 to the current date, several works have been done to present standard and extended Viterbi algorithms, with and without duration dependency [14, 15, 17, 21, 27-29]. Also we would like to address two valuable literature review in this branch of science, one in 1996 by Ostendorf et al. [30], and another one which is a unified review of more recent works in 2010 by Yu [16].

In this paper, we take a different approach in order to improve the extended Viterbi algorithm. In this regards, we explain the probabilities of Markov switching with two separate definitions: Transient Probabilities, and Steady Probabilities. To our knowledge this is the first time that the transient and steady responses of probability estimations of HMM are studied with a 2-step HMM. Therefore we introduce a two-step HMM, where the first step uses a standard Viterbi. In the second step, however, we introduce a combined state
sequence and use an extended Viterbi to model the transient and steady probabilities.

The rest of the paper is organized as follows: Section 2 introduces the first step. Section 3 introduces the second step of our derivation. Section 4 studies an experimental example to illustrate the theory and section 5 conducts a comparison with previous methods. Finally section 6 concludes the paper.

II. FIRST STEP: STANDARD VITERBI

Let $X = (x_1, x_2, \ldots, x_k)$ represent an $N$ state, $k$ time-long Markov process, where $x_t (1 \leq t \leq k)$ could be any of the $N$ states. Let $Z = (z_1, z_2, \ldots, z_k)$ represent an observation sequence, where $z_t (1 \leq t \leq k)$ is a discretized measure of a continuous time observation universe. A basic assumption of HMM holds where the observation is memoryless, i.e. for any $t$, the observation $z_t$ depends only on the current state $x_t$.

Now, lets introduce the notations that we will be using throughout this paper:

- $\Pr(X)$: Total probability of the state sequence $X$;
- $\Pr(X,Z)$: Joint probability of state sequence $X$ and the observation sequence $Z$;
- $\Pr(X|Z)$: Probability of state sequence $X$, conditional on the observation sequence $Z$;
- $\Pr(Z|X)$: Probability of observation sequence $Z$, conditional on the state sequence $X$;
- $\Pr(x_1)$: Initial state probability;
- $\Pr(x_{i+1}|x_i)$: State transition probability;
- $\Pr(z_t|x_t)$: Probability that $z_t$ is observed at time $t$, given the state $x_t$ at the same time;

Our aim in the first step is to find a particular state sequence $X^*$, when observation sequence $Z$ is given, so that $\Pr(X^*|Z)$ is maximized. This is also equivalent to $\Pr(X^*,Z) = \Pr(X^*|Z) \cdot \Pr(Z)$ being maximized. The solution to this problem via a standard Viterbi is straightforward. We have:
Pr(X, Z) = Pr(X).Pr(Z | X)

= Pr(x_1).Pr(z_1 | x_1).Pr(x_2 | x_1).Pr(z_2 | x_2) ...
= Pr(x_1).Pr(z_1 | x_1) \prod_{t=2}^k Pr(x_t | x_{t-1}).Pr(z_t | x_t)

(1)

Here the details of finding \( X^* = (x_1^*, x_2^*, ..., x_k^*) \) is omitted and could be found in [4].

The main contribution of this work is to find another state sequence that has larger maximum likelihood than the state sequence \( X^* \), that we have found in this section.

III. SECOND STEP: EXTENDED VITERBI

Let’s introduce a combined state sequence \( \Delta X = (\Delta x_1, \Delta x_2, ..., \Delta x_k) \), where:

\[ \Delta x_t = x_t x_{t+1} \quad 1 \leq t \leq k-1 \]

(2)

Note that \( \Delta X \) is an \( N^2 \) state, (k-1) time-long first-order HMM. For example in the speech recognition sense, for the word “seems”:

\[ X = (x_1, x_2, x_3, x_4, x_5) = (s, e, e, m, s) \]
\[ \Delta X = (\Delta x_1, \Delta x_2, \Delta x_3, \Delta x_4) = (se, ee, em, ms) \]

However, the observation sequence for the combined state HMM is \( Y = (y_1, y_2, ..., y_{k-1}) \), where:

\[ y_t = Pr(x^*_t | Z) - Pr(x^*_t | Z) \quad 1 \leq t \leq k-1 \]

(3)

Note that the two elements of the RHS of the Eq. (3) are already estimated from the Eq. (1) of the standard HMM in the previous section.

The objective of the second step HMM in this section is to find the particular state sequence \( \Delta X^* \) so that \( Pr(\Delta X^* | Y) \), or equivalently, \( Pr(\Delta X^*, Y) = Pr(\Delta X^* | Y) . Pr(Y) \) is maximized. We have:
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\[
\Pr(X, Y) = \Pr(X) \cdot \Pr(Y | X) = \Pr(x_1) \cdot \Pr(y_1 | x_1) \cdot \Pr(x_2 | x_1) \cdot \Pr(y_2 | x_2) \cdot \Pr(x_3 | x_2) \cdot \Pr(y_3 | x_3) \cdot \Pr(x_t | x_{t-1}) \cdot \Pr(y_t | x_t)
\]

\[t = 2k\#(4)\]

Let's denote \(x_t^*\) by \(x_t^* x_{t+1}^*\). Although the states for this HMM may look like a second-order HMM, they are not. Note that each combination of \(\Delta x\) belongs to a separate state, since the second step HMM has \(N^2\) states. In other words each \(\Delta x_t\) can be considered as a single state, associated with a \(N^2\) state, \((k-1)\) time-long first-order HMM.

**Steady vs. Transient Probabilities**

\(\Delta x\) explains the steady state versus transient probabilities. If in the notation \(x_{t-1} x_t^*\) both consecutive parts, i.e. \(x_{t-1}^*\) and \(x_t^*\) are the same, it means that there is more likelihood that the Markov state at the next time step stays on the same state. On the other hand where the two consecutive parts of \(x_{t-1} x_t^*\) are not the same means that the Markov switching is on the transient from \(x_{t-1}^*\) to \(x_t^*\). In the speech recognition sense, again for the word “seems”:

\[\Delta X = (\Delta x_1, \Delta x_2, \Delta x_3, \Delta x_4) = (se, ee, em, ms)\]

shows that the second state is a steady state of state “e”, and every other state is transient.

This notion of transient could be also seen in a way that \(N^2\) states of the combined state sequences, can be written on an \(N \times N\) matrix where the diagonal
elements are steady probabilities and off-diagonal elements correspond to transient probabilities.

Introducing the steady and transient states helps us know that; when the state goes to transient response, it will soon end up on the second state of the two combined states.

Therefore we introduce our final single state sequence, which is always the second part of the combined state sequence. In this way if the combined state sequence is steady, then the second part of it is in fact the current state. If the combined state is transient then the second part is the state that the transition is going to end up to. Thus this state sequence estimation is in general ahead of time.

Note that, again finding the $\Delta X^*$ is the solution to a separate standard Viterbi and is straightforward and is omitted here.

Now we introduce a single state sequence $\hat{X} = (\hat{x}_1, \hat{x}_2, ..., \hat{x}_k)$, so that:

$$\hat{x}_{i+1} = x_{i+11}$$

where:

$$x_{i+1} = \text{Argmax}\{\Pr(x_i^* | Y)\} \quad 1 \leq i \leq k - 1$$

and $\hat{x}_1 = x_1$ (5)

Note that $\Pr(\Delta x_i | Y) = \Pr(x_i^* | y_{i+1}^* | Y)$ is already estimated as the output of our second step HMM via maximization of Eq. (4).

The joint probability of states and observation sequence for the second step HMM could be noted as follows:

$$\Pr(\hat{X}, Y) =$$

$$= \Pr(\hat{x}_1).\Pr(\hat{x}_2 | \hat{x}_1).\Pr(y_1 | \hat{x}_2) ...$$

$$= \Pr(\hat{x}_1) \prod_{t=2}^{k} \Pr(\hat{x}_t | \hat{x}_{t-1}).\Pr(y_{t-1} | \hat{x}_t)$$

Adding a $y_0$ with $\Pr(y_0) = 1$ to the observation sequence of Eq. (3), we can linearly transform $Y = (y_0, y_1, ..., y_{k-1})$, to $\hat{Y} = (\hat{y}_1, \hat{y}_2, ..., \hat{y}_k)$ by shifting the time index forward by 1. So we have:

$$\Pr(\hat{X}, \hat{Y}) =$$

$$= \Pr(\hat{x}_1) \prod_{t=2}^{k} \Pr(\hat{x}_t | \hat{x}_{t-1}).\Pr(\hat{y}_t | \hat{x}_t)$$

(7)
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Fig. 2 Top: The true $N=2$ state sequence and the first step estimation of Markov probabilities

Fig. 2 Bottom: The second step observation sequence, calculated as the difference of the first step Markov probabilities

Fig 3. The second step estimated $N^* = 4$ states, for the second step observation sequence

Note that the state sequence of $\hat{X} = (\hat{x}_1, \hat{x}_2, ..., \hat{x}_k)$ is already calculated from Eq. (5), and will not be estimated from maximizing Eq. (6), nor Eq. (7). However, from the first line of the Eq. (5), we can see that the characteristics of the states $\hat{x}$ are the same as states $x$. However, the sequence of $\hat{X}$ is different than the sequence of $X$. Therefore, the transition probabilities of the two states are the observation probabilities are different. In other words:

$$\hat{x} = x$$

$$\Pr(\hat{x}_t | \hat{x}_{t-1}) \neq \Pr(x_t | x_{t-1})$$

$$\Pr(y_t | \hat{x}_t) \neq \Pr(z_t | x_t)$$

(8)

Therefore there are two differences between the standard Viterbi state sequence estimation of Eq. (1) and the extended Viterbi state sequence estimation of Eq. (7): First, the observation sequence and probabilities and the transition probabilities are different. Second, the length of Eq. (7) is less than Eq.
(1) by 1 probability measure. This is due to the fact that the first state at Eq. (7) doesn’t have an observation associated with it.

Because of the differences between the transition probabilities and the observation probabilities, we cannot directly compare the total maximized likelihood of our extended Viterbi at Eq. (7) with the standard Viterbi of Eq. (1). However, there is a chance that Eq. (7) is greater than Eq. (1) because of its shorter length. Note that the probabilities are less than 1 positive values, so shorter sequences have larger total likelihoods. To compare these two we conducted a series of experiments, which we will talk about them in the next two sections.

IV. AN EXPERIMENT

To illustrate the theory as well as comparing this extended Viterbi algorithm with two step first-order HMMs, we conduct a series of experiments. The result of one of the experiments is given in this section. Figure 1 shows a 2 state (i.e. \( N=2 \)) HMM with its associated time series of length \( k=1000 \). Note that this time series is generated with an AR(1) difference model with different set of parameters at each state. More specifically the generative models at both states of Figure 1 are:

\[
\begin{align*}
    z_{t+1} &= +0.2 + 0.1z_t + \epsilon_t : \epsilon_t \sim N(0,0.2), \text{ if } x_t=1 \\
    z_{t+1} &= -0.2 + 0.7z_t + \epsilon_t : \epsilon_t \sim N(0,0.9), \text{ if } x_t=2
\end{align*}
\]

(9)

where: \( z_1 = 0 \)

The sequence of hidden states, i.e. \( \mathbf{x} \) is shown in the top of the Figure 1. \( \mathbf{x} \) is essentially what we are trying to estimate, having \( \mathbf{z} \) as observation sequence. Top exhibit of the Figure 2, also shows the hidden state sequence \( \mathbf{x} \), and its estimate based on a standard one-step first-order HMM. Our goal in this research was to find a state sequence that has less error and higher total likelihood than this.

Bottom exhibit of Figure 2 shows the observation sequence for the second step HMM of our derivation. This is essentially calculated from the estimated probabilities of the first step HMM via Eq. (3). The nest step is the second step HMM that we run for this problem. Here we conduct a \( N^2=4 \) step HMM on the observation sequence of the Bottom exhibit of figure 2.

Figure 3 shows the estimated four states of the second step of our HMM via Eq. (4). Note that the hidden states for the second step are defined by Eq. (2).

After the second step is complete from the, from the dotter red curve of the Figure 3, we can calculate our extended Viterbi solution \( \hat{\mathbf{x}} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_k) \) via Eq. (5). Top exhibit of the Figure 4, shows both the first step and the second step state probability estimations. Note that first step (i.e. Blue dotted curve) is the
standard Viterbi solution via a standard first orders HMM, and green solid curve is the extended Viterbi solution via a two-step HMM.

It’s good to emphasis here that in the top exhibit of the figure 4, the green solid curve is still the estimated probabilities, not the state sequences, where the bottom exhibit of figure 4 is the state sequence. The fact that the second step probabilities are a lot cleaner then the first step estimation, shouldn’t make us confused. This bottom exhibit of the figure 4 shows the state sequence that we were trying to estimate. This figure clearly shows the advantages of our state estimation method versus the standard Viterbi.

V. A COMPARISON

The extended Viterbi algorithm via a two-step HMM that we discussed in this paper has one major advantage and one major weakness comparing to the standard Viterbi:

**Weakness:**

The computational complexity of our extended Viterbi is larger than the standard Viterbi. This is due to two facts: Firstly, the extended Viterbi runs the HMM algorithm twice. And Secondly, the second step of our extended Viterbi runs on a $N^2$ state HMM. In general the computational complexity of the standard Viterbi (1-step HMM) versus the extended Viterbi (2-step HMM) is $O(kN^2)$ versus $O\{k(N+N^2)^2\}$ respectively, where $k$ is the length of time series.
This difference in the computational complexity is especially noticeable for larger size HMMs.

**Advantage:**
The advantage of this method versus the standard Viterbi is the greater accuracy of estimation. In other words as we can see in Top exhibit of Figure 4, the state estimation of the extended Viterbi is more accurate and cleaner than the standard Viterbi. Furthermore there are multiple times that the standard Viterbi with a one step HMM, misses the Markov switching points. This is shown at time \( t=380^\circ, t=740^\circ, \) and \( t=830^\circ \), where the 2-step HMM catches the Markov switching but the 1-step is not able to catch it and skips it.

Basically with this method we are sacrificing some computational efficiency to get a more accurate state estimation.

To quantify the improvement of this method over the standard Viterbi, a series of similar experiments (30 experiments with 2 and 3 state HMMs, with time series of the length \( k=1000^\circ \)) have been conducted and the differences between the outputs of the two methods have been observed. On average this extended Viterbi method gives 29% improvement over the standard Viterbi. Along the series of experiments, a range of 14% to 41% improvement over the standard Viterbi was observed.

The particular experiment that was shown and studied in the previous section showed 21% improvement of state estimation over the standard Viterbi algorithm.

**VI. CONCLUSION**

An extended Viterbi algorithm is presented for first-order hidden Markov processes, with the help of a dummy combined state sequence. For this, the Markov switching’s transient probabilities and steady probabilities are studied separately. The algorithm gives a maximum likelihood estimate for the state sequence of a hidden Markov process. Comparing to the standard Viterbi algorithm, this method gives a higher maximum likelihood, and also picks up the state switching earlier, which is particularly important for the out of sample applications. The theory of this method was discussed in this paper and then an experiment was presented to illustrate the theory. A comparison was also given between this method and the standard Viterbi algorithm.
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