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Abstract 
 
Unmanned ground vehicles are increasingly employing a combination of active sensors such as 
LIDAR with passive sensors like cameras to perform at all levels of perception, which includes 
detection, recognition and classification. Typical cameras measure the intensity of light at a 
variety of different wavelengths to classify objects in different areas of an image. A polarimetric 
camera not only measures intensity of light, but can also determine its state of polarization. 
 
The polarization of light is the angle the electric field of the wave of light takes as it travels. A 
polarimetric camera can identify the state of polarization of the light, which can be used to 
segment highly polarizing areas in a natural environment, such the surface of water. The 
polarimetric camera designed and built for this thesis was created with low cost in mind, as 
commercial polarimetric cameras are very expensive. It uses multiple beam splitters to split 
incoming light into four machine vision cameras. In front of each machine vision camera is a 
linear polarizing filter that is set to a specific orientation. Using the data from each camera, the 
Stokes vector can be calculated on a pixel by pixel basis to determine what areas of the image are 
more polarized. Test images of various scenes that included running water, standing water, mud, 
and vehicles showed promise in using polarization data to highlight and identify areas of interest. 
This data could be used by a UGV to make more informed decisions in an autonomous 
navigation mode.
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1 Background and Motivation 

1.0 Thesis Summary 

This thesis will describe the process in developing, constructing, and testing a low-cost 
polarimetric camera. Development a low-cost polarimetric camera began after attempts to 
acquire a commercial polarimetric camera fell flat due to the high cost of entry, with cameras 
starting at over $25,000 each [1]. A polarimetric camera is a sensor that is sensitive to the angle 
of light that is being reflecting away from objects. By comparing the polarization of different 
areas of an image, objects of interest can be segmented or identified, which could provide new 
and useful information for an unmanned ground vehicle to make better decisions in its navigation 
and obstacle avoidance. For example, light reflected off of water and mud is commonly assumed 
to be horizontally polarized. If one looks at the water or mud with cameras equipped with linear 
polarizers oriented horizontally and vertically, a difference in the intensity of the water’s surface 
can be observed. 
 
The low-cost design used for the camera in this thesis was a multi-camera system that used a set 
of beam splitters to optically align each camera. A beam splitter is an optical device that splits 
incoming light into two separate beams. With three beam splitters arranged in the right order and 
orientation with respect to each other, four cameras can look and see exactly the same scene, 
which is required to directly compare the images to each other. In front of each camera is a linear 
polarizing filter each set at a unique angle. By combining the slightly different information from 
each camera, the system can identify the state of polarization of the scene. For an unmanned 
ground vehicle, a polarimetric camera could provide new information at relatively low cost 
compared to other sensors such as LIDARs. 
 
The polarimetric camera that was constructed was able to provide good results showing the 
polarization states of various scenes and objects, including standing and running water, muddy 
paths, and vehicles. Extra steps had to be taken in software to perfect the image alignment 
between cameras. Also, the beam splitter assembly induced an intensity difference between 
cameras that had to be manually corrected before taking data. However, once the alignment and 
intensity differences were corrected before a data capture, the camera was able to capture and 
calculate the linear Stokes parameters needed to characterize the state of polarization in real time 
and show them to a user. 

1.1 UGVs at Virginia Tech 

This section will briefly review the evolution of unmanned ground vehicles developed at 
Virginia Tech, with a focus on the perception systems used. Full sized ground vehicle 
development at Virginia Tech started in earnest in the DARPA Grand and Urban Challenges and 
continued with the GUSS UGV program for the US Marine Corps. The majority of the sensors 
used on these vehicles were single and multi-plane LIDARs that provided both object detection 
and some identification. Work on advanced perception with cameras began towards the end of 
the GUSS program by adding multispectral machine vision cameras to classify vegetation in a 
scene. Further work has been done on identifying people and water. The polarimetric camera 
would be an additional camera sensor that could be added to the advanced perception camera 
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suite. Polarization data is currently not collected by any of the sensors on any of the unmanned 
ground vehicles developed at Virginia Tech to date. The addition of a polarimetric camera would 
enhance the data available to a UGV’s autonomy software and enable it to make more informed 
decisions. 

1.1.1 2004 DARPA Grand Challenge 

The Mechatronics Lab at Virginia Tech has a several year history of developing unmanned 
ground vehicles, starting with the 2004 DARPA Grand Challenge. The 2004 DARPA Grand 
Challenge was the first robotics competition issued by DARPA to jumpstart unmanned ground 
vehicle development by offering cash prizes to teams. Teams had to complete a 150 mile road 
course in the Mojave Desert in California without any human intervention.  
 
Virginia Tech entered Cliff, a converted four-wheel drive Club Car utility vehicle, into the 2004 
Grand challenge [2]. Cliff carried radar, LIDAR, and visual cameras to detect obstacles in its 
path. The LIDAR sensors were placed so when combined, they could measure the ground at 
different levels. The absolute difference between measurements taken from the roll cage versus 
measurements taken from the front bumper allows the vehicle to decide if an object is present in 
front of the vehicle or if the ground slope was gradually changing. The combined data was used 
to create a local terrain map and determine the best immediate path for Cliff to take. The radar 
and camera sensors ended up not being used in the competition run [2]. 
 
Virginia Tech was one of 15 teams that qualified for the final event. However, no teams were 
able to travel more than 7 miles due to mechanical problems or navigation error. Cliff traveled 
approximately 30 meters before the computers applied the brakes and did not let it advance any 
further.  

1.1.2 2005 DARPA Grand Challenge 

In 2005, DARPA hosted another Grand Challenge event to see if teams could improve upon the 
results from 2004. Virginia Tech entered two vehicles, Rocky and Cliff, shown in Figure 1. They 
were designed independently with different navigation schemes to see which vehicle performed 
better and to compare the two directly [3].  

 
Figure 1: Virginia Tech’s two entries into the 2005 DARPA Grand Challenge, Cliff (left) and Rocky (right) [4].  

 
Rocky and Cliff had the same base vehicle platform and sensor suite. Two downward facing 
single plane Sick LIDARs and a third mounted horizontally on the bumper were used for local 



 3

terrain mapping and obstacle detection. A Point Grey Bumblebee stereovision camera is used to 
observe the area directly in front of the vehicle. Using the color data from one of the visual 
cameras, a color value for a road was logged once the vehicle determined where the road was. It 
did this by checking feature such as edge continuity, vertical narrowing, and relative size in the 
image. The pixel location of the road in the image was then converted to coordinates relative to 
the vehicle frame to be used in path planning. 
 
Rocky and Cliff traveled 39 and 44 miles on the course, respectively. Both vehicles failed due to 
mechanical, rather than navigation problems. Rocky’s onboard generator shut down due to a 
false low oil reading and Cliff’s engine stalled when it briefly idled.  

1.1.3 2007 DARPA Urban Challenge 

The 2007 Urban Challenge was the third unmanned ground vehicle competition put on by 
DARPA to further advance the field of robotics and autonomous vehicles. The main difference 
between the 2007 challenge and the 2004 and 2005 challenges was the environment. The 2007 
Urban Challenge was set in a model town part of the Victorville, CA airport. The course was 60 
miles long, with a target completion time of less than 6 hours. Teams were given GPS locations 
of checkpoints that the vehicles had to drive through 24 hours beforehand. 
 
The course had static obstacles such as buildings, signs and utility poles, as well as moving 
obstacles, such as other autonomous and human controlled vehicles. The autonomous vehicles 
running the course had to follow all California driving laws and could only pause for up to 10 
seconds at a time. Since the vehicles did not operate isolated from one another, they had to make 
real time decisions based on what their perception systems were telling them. For example, the 
vehicles had to correctly navigate an intersection with multiple vehicles at a 4-way stop. 
 
Team Victor Tango, a combination of engineers from Virginia Tech and TORC Technologies, 
was one of 11 teams that qualified for the national event in Victorville, CA. The vehicle entered 
was a 2005 Ford Escape Hybrid named “Odin” [5]. The Ford Escape platform, shown in Figure 
2, was chosen because the stock steering, shifting, and throttle were already drive-by-wire, 
reducing the time needed to convert the vehicle into a fully drive-by-wire platform. In addition, 
DARPA required that the OEM safety systems could not be bypassed. Since the drive-by-wire 
systems did not require any modification, these requirements were easily met. The hybrid 
platform meant that the on-board electrical system was more than capable of handling the added 
load that sensors and computers would place on the vehicle without any additional modification 
necessary. 
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Figure 2: The Victor Tango Ford Escape hybrid, Odin, with sensors labeled [5]. 

Odin had several sensors to navigate through the course and to see its environment. Its main 
localization sensor was a NovAtel GPS/INS unit. As the vehicle moved, the NovAtel would 
update its position in the world reference frame. To detect obstacles, a set of LIDARs were used. 
The sensing areas around the vehicle are shown in Figure 3.  
 

 
Figure 3: The sensor coverage around Odin [5]. 

Odin had two IBEO Alasca XT LIDARs that covered a 270° field of view in front of and to the 
side of the vehicle. Two SICK LMS LIDARs are positioned to look downwards from the roof 
rack to observe the areas immediately in front of and off the front corners of the vehicle. Two 
other SICK LMSs are positioned to look in the blind spots to the sides of the vehicle. For looking 
behind the vehicle when reversing and to observe any approaching vehicles, an IBEO Alasca A0 
was used.  
 
Two visible cameras were included on the roof rack for classifying objects, which the LIDAR-
only systems could not do. Objects were split into two groups, ones that will not move and ones 
that are moving or could move. The visible cameras were deemed too computationally expensive 
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to use, especially at higher speeds. Thus, the IBEO LIDARs were the only sensors used to 
classify objects. 
 
Odin did very well at the Urban Challenge, coming in third place overall with a time of 04:36:38, 
one of three teams to come in under the 6 hour goal set by DARPA and one of six teams to finish 
the course. 

1.1.4 GUSS Program 

The Ground Unmanned Support Surrogate (GUSS) program took the progress made on the 
DARPA Grand Challenge and Urban Challenge vehicles and then went to apply them to real 
world problems for a customer with specific needs. The GUSS project was a group of prototype 
UGVs developed for the United States Marine Corps under the supervision of NSWC Dalhgren 
for the purpose of assisting squad-level operations for deployed Marines. A Polaris ATV was 
chosen as a stand-in for an actual military vehicle. The GUSS vehicles, shown in Figure 4, would 
be used to determine how a UGV would most effectively be used by the military when out on a 
mission. 
 

 
Figure 4: Three GUSS unmanned ground vehicles [6].  

The GUSS vehicles operated in three main modes. First was a “follow me” mode, where the 
vehicle would closely follow a Marine on foot through the environment. The main motivation for 
this mode was to reduce the carrying load that each individual Marine normally carries, which 
could reach up to 100lbs of water, food, ammunition, and batteries [6]. By having a UGV 
transport these supplies with the squad, the Marine would expend less energy when out on a 
mission and be more capable and alert on long patrols and more mobile in dangerous situations. 
 
The second and third was a target mode and a teleoperated mode. Target mode tells the vehicle 
to move to a certain spot and teleoperated mode allows a user to directly control the vehicle’s 
movements [7]. In these modes, a vehicle out on a mission with a squad could be sent to return 
back to a forward operating base (FOB) or another squad. A UGV that can autonomously go to a 
certain point or return to base could be used to shuttle supplies between separate squads without 
exposing a driver to danger, such as on the many IED attacks on vehicle convoys in the Iraq and 
Afghanistan conflicts. A UGV could also transport an injured Marine away from the front lines 
back towards the FOB for immediate treatment. Both situations currently require a Marine to 
drive the vehicle, whereas a UGV could keep that driver with the rest of the squad, reducing the 
amount of time spent exposure to danger during transport. 



 6

 
The GUSS vehicles used LIDAR to perceive their environment and detect obstacles, like the 
DARPA Grand and Urban Challenge vehicles. While this worked for the majority of 
environments and situations that the GUSS vehicles encountered, there were a few specific cases 
that caused unwanted behaviors. For example, tall grass growing in between vehicle ruts on a 
path caused the LIDAR systems to think that there was a pole sticking up out of the ground. 
While the vehicle could easily drive through the grass, it instead stopped and tried to find a way 
around. These situations where the LIDAR perception system breaks down prompted Virginia 
Tech and the Marine Corps to start research into additional sensors that could give the vehicle 
the extra information it needed to make better decisions. Section 1.2.2 describes the use of 
passive sensing to defeat these problems. 

1.2 UGV Sensing Methods  

There are two general methods to sense the environment around a vehicle: active and passive 
sensing. Active sensing relies on emitting energy from a sensor, then reading a response. Active 
sonar and radar are examples of active sensors that emit energy, sound and radio waves, in these 
cases. Passive sensing, such as cameras, does not require any energy emission. The polarimetric 
camera is a specific kind of passive sensor that not only measures the intensity of light of a scene 
but also can calculate the state of polarization of areas in the scene. 

1.2.1 Active Sensing 

For an unmanned ground vehicle, one of the primary active sensors used is LIDAR, which stands 
for Light Detection and Ranging. The LIDARs used on UGVs at Virginia Tech work on the time 
of flight principle. A laser beam is emitted from the sensor, which strikes an object and returns 
back. The time it takes between sending the laser and receiving it can be measured and converted 
into a distance using the speed of light.  By sweeping a laser across a plane, LIDAR sensors can 
detect potential objects in front of it. A multi-plane LIDAR scan is shown in Figure 5. 
 

 
Figure 5: A  Velodyne 64-E  LIDAR scan with objects segmented as different colors [8]. 

In Figure 5, the grey lines each represent a scan plane. This particular LIDAR sensor sweeps 64 
planes 360° and reads hundreds of thousands of points of data per second. Points that stand out 
from the rest of the scan have been segmented and colorized as objects of interest. By analyzing 
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the shapes that the segmented areas take, a computer system can potentially determine the 
difference between a wall, a person, a road, or other objects of interest. The active aspect of the 
technology means that the signal to noise ratio is very good, ensuring accurate measurements in 
the vast majority of environments and situations it may encounter. 
 
While LIDAR remains the primary sensor on many unmanned ground vehicles, they have 
several drawbacks. LIDAR sensors only return distance information. Two objects of similar 
shape and at the same range will look similar to the LIDAR, regardless of what the actual 
makeup of the object is. For example, a human lying down on the ground can appear to have the 
same size and shape as a mid-sized log. To a UGV with only LIDAR sensors, it cannot tell the 
difference. LIDAR point cloud data is also sparse when compared to an image. Only areas that 
are struck by a laser are measured, leaving any area between points as unknown. 
 
In addition, LIDAR sensors are currently still relatively expensive, when compared to vehicle 
cost. A single plane LIDAR that can withstand outdoor environments can cost several thousand 
dollars, with multi-plane LIDAR sensors quickly escalating into the tens of thousands of dollars. 
If UGVs are to become more commonplace, the cost of sensing has to decrease.  
 
Finally, because LIDAR is an active sensor, it is susceptible to being detected by a third party. 
For a military vehicle, this is an unwanted behavior, as it increases the possibility of an enemy 
force detecting the vehicle at a longer distance than it would without a LIDAR. This could 
reduce the effectiveness of a military UGV and possibly place it in danger of being attacked and 
destroyed. 

1.2.2 Passive Sensing 

Traditional camera based perception systems measure the total intensity of light being reflected 
from a scene. Different objects reflect different wavelengths of light depending on their 
composition. Using this information, a computer system could identify what an object in an 
image is, or what it is made of. Compared to the cost of LIDAR sensors, many machine vision 
cameras are relatively inexpensive and potentially add a significant amount of information.  
 
There is a wide range of wavelengths that camera systems can operate in. Most cameras operate 
in the visible wavelengths that humans see in, 400nm to 700nm. Also available are ultraviolet, 
near-infrared, medium wave infrared, and long wave infrared. These different wavelengths allow 
for different features to be detected from the same object and for object classification and 
identification to take place. 
 
For example, a multispectral camera system can identify chlorophyll-rich vegetation with good 
accuracy. The relationship, called the Normalized Difference Vegetation Index (NDVI), uses the 
difference in intensity between near-infrared and red to determine if an object in a scene is likely 
vegetation. An example of NDVI segmentation can be seen in Figure 6. 
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Figure 6: A set of three scenes taken with visible (left) and near-infrared (center) sensors. The NDVI segmented image is on the 
right. 

The calculations needed for NDVI are computationally inexpensive and potentially give a UGV 
information it does not have with a LIDAR-only system. For example, if a UGV had a LIDAR-
only perception system, a tall blade of grass could potentially look like a guy wire or a pole, 
stopping it from proceeding further. If the UGV system had a multispectral camera as a part of 
its sensor suite, NDVI could be used to identify the grass and tell the UGV that it is safe to 
continue moving. A prototype NDVI system was applied on a GUSS vehicle, with promising 
results in defeating false positives from the original LIDAR-only perception system. 
 
There are many more scenes and situations that a camera-based perception system can be used 
for, such as human detection and water detection. Machine learning algorithms can combine 
information from many different sources, such as multispectral cameras and LIDAR sensors, to 
make decisions based on statistics from previously observed and classified data [9] [10].  
 
In addition to performing object identification and classification, vision data can be used to 
identify distance to an object. Ranging is achieved using cameras by implementing stereo vision. 
Stereo vision is the same mechanism allows humans to see depth with two eyes. A stereo vision 
depth map can be seen in Figure 7. By comparing the difference in images from two offset 
cameras, a depth can be calculated and correlated with a distance. This is a direct competitor to a 
LIDAR sensor that also returns distance information.  
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Figure 7: An outdoor scene taken with a near-infrared camera (left) and the corresponding depth map (right). 

The stereo depth map on the right in Figure 7 colors pixels based on how near or far away the 
area of the scene is. Red is classified as close to the camera and blue is far, with varying shades 
in between. Stereo depth information is much denser than LIDAR,but is more susceptible to 
noise because it is a passive system and relies on many variables that can affect accuracy.  
 
However, sensor cost for a stereo system can be orders of magnitude lower than a LIDAR and 
work across many different wavelengths. It is not inconceivable for a camera-only perception 
system that returns depth in addition to color and intensity to succeed in place of a LIDAR-based 
perception system. Currently, many UGVs are combining LIDAR data with vision data to get the 
benefits of both modalities.  

1.3 Why Polarized Light? 

The advanced perception team initially experimented with polarizing filters as a method to 
reduce glare and reflections from water in visible and infrared images. After attending the US 
Army Hyperspectral and Polarimetric Workshop in Huntsville, AL in July 2012, the advanced 
perception team began looking at quantifying the polarization of light directly to be used as a 
new source of information for a UGV.   
 
Efforts to obtain a commercial polarimetric camera were quickly halted due to the high cost of 
purchasing a camera, with prices starting in the $25,000 range and escalating quickly. 
Companies that make polarimetric cameras were also hesitant to loan out cameras to evaluate 
their performance without purchasing. The idea to construct a polarimetric linear Stokes camera 
soon followed.  
 
Field tests using a single JAI AD-080GE multispectral camera with a standard linear polarizer 
showed potential in segmenting parts of an image such as reflections of standing water. Figure 8 
and Figure 9 show the results of one of these early tests. 
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Figure 8: A visible image of the Duck Pond at Virginia Tech. 

 

 
Figure 9: A thresholded degree of polarization of the same scene from Figure 8.  

The polarized images were taken by manually rotating a linear polarizer to specific angles before 
saving each image. They were processed afterwards in MATLAB to calculate the degree of 
polarization over the entire image using the linear Stokes parameters. The processed images 
clearly showed that the surface of the water was differently polarized than much of the 
surrounding environment. It also showed that the sky had different polarization characteristics 
than the vegetation and the ground. The thresholded image also showed that polarization was not 
a function of what the surface of the water was reflecting from the point of view of the camera. 
The water surface is reflecting both sky and trees in the visible image, but both are relatively 
highly polarized in the processed image. 

1.4 Thesis Content 

Chapter 1 of this thesis described the historical background and motivation for why the use of 
polarized light could be useful for an unmanned ground vehicle. It reviewed the history of 
unmanned ground vehicles at Virginia Tech. It also went into detail what the vehicles had to 
sense in their environments and the sensor packages used to do so. 
 
Chapter 2 will go over the literature review for different areas of interest for the polarimetric 
camera. It will review the history of how the polarization of light was first discovered and used. 
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Chapter 2 will also go over how polarization is used by insects to both navigate in their 
environment as well as distinguish water from land and mirages. 
 
Chapter 3 will review the methods used to design and assemble the polarimetric camera itself. It 
will first go over the fundamental science behind polarized light and the optical hardware used. 
Then it will go over the detailed design and assembly of the polarimetric camera used in this 
thesis. 
 
Chapter 4 will review the experimental data taken with the polarimetric camera. It will first go 
over tests done indoors in a controlled environment to characterize the state of polarization, 
check intensity difference between cameras, and check image alignment between cameras. It will 
then take the camera outdoors to view scenes that include running water, standing water, mud, 
and automobiles. 
 
Chapter 5 will go over the results from the data collected in Chapter 4 and discuss areas where 
the camera worked and did not work as designed. It will also discuss how the polarimetric 
camera could be used on a future UGV as an additional sensor. 
 
Chapter 6 will conclude the thesis and summarize the results and future work for the prototype 
polarimetric camera system
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2 Literature Review 

2.0 Chapter Summary 

Chapter 2 of this thesis will review the history of polarized light and how it was first discovered. 
The chapter will then summarize how insects use polarized light to navigate and to identify 
water. It will then summarize the different methods of observing the state of polarization of 
incoming light using a camera in both research and commercially available systems. Finally, the 
chapter will discuss image processing that uses polarization data to classify areas of an image as 
water or mud, as well as filter an image for haze. 

2.1 Discovery of Polarization 

The first rumored use of the polarization of light was in the 13th and 14th centuries in Iceland. A 
medieval text, The story of Rauð and his sons, makes reference to a “sun-stone” that was used to 
determine the position of the sun on an overcast day [11]. However, there is little evidence 
supporting the theory that Vikings used this method as a form of localization. In 2012, 
researchers at Eötvös University in Budapest determined that the use of polarization as a locating 
mechanism for the sun was theoretically possible in the Arctic regions that Vikings would have 
sailed in [12]. 
 
The first documented discovery of the polarization of light occurred in 1690, when Christian 
Huygens demonstrated that the refracted light from a crystal of calc-spar (or Iceland Spar), a 
transparent form of calcite, could be extinguished by passing it through a second crystal rotated 
about the direction of the incoming wave of light [13]. The first demonstrated method of 
polarizing light by reflection was discovered by Étienne-Louis Malus in 1808. Malus reflected a 
beam of unpolarized light off a glass surface at an angle. The light was then reflected again by a 
second glass surface parallel to the first. If the second glass surface was then rotated about the 
axis of the incoming light, the intensity of the second reflected beam was observed to decrease 
until it reached zero when the second plate rotated to 90° [13], [14]. Both methods linearly 
polarized the light when it passed through the first crystal or reflected off the first glass surface. 
When the light interacted with the second surface, the 90° difference in orientation blocked the 
light from passing through. 

2.2 Polarization in nature 

Several species of insects have been observed to be sensitive to polarization. The insects use 
their ability to observe polarized light to both navigate and distinguish different areas of their 
environment from one another. 

2.2.1 Honeybee orientation with skylight polarization 

A well-known example of the use of polarization by insects is the honeybee Apis mellifera. In 
1949, Karl von Frisch observed that the dances of bees became disoriented in total darkness, but 
corrected themselves and reoriented when a light source such as the sun, blue sky, or a lamp 
became visible. The bees use the dances to communicate where sources of food are located with 
respect to the hive. When the bees were dancing on a vertical surface in total darkness, the bees 
oriented with respect to gravity. However, with about a 10 to 15° patch of blue sky visible, the 
bees orient themselves toward the direction of the sun, even if the sun was not directly visible 



 13

[15]. Frisch theorized that sky-light polarization could be the means by which the bees oriented 
themselves. To test the hypothesis, he linearly polarized the light in a controlled setting on bees 
dancing on a horizontal surface. When the polarizer was turned, the direction of the bees’ dance 
changed along with it. Further experiments determined that the bees were sensitive specifically 
to polarization in the UV and blue bands. The sensitivity in the UV and blue bands allows the 
bees to orient themselves in an overcast sky, as the sun is still visible in the UV band through 
cloud cover. 

2.2.2 Aquatic insects and water detection 

There is ample evidence to suggest that aquatic insects use polarization to distinguish water from 
the rest of the environment. A study done on mirages found that there is no contrast in the degree 
and angle of polarization between the sky and a mirage but a large contrast between the water 
surface and the sky [16]. Bodies of water tend to reflect and horizontally polarize light, while 
mirages gradually bend the light back upwards without changing its polarization. Polarization-
sensitive insects then use this difference in observed polarization to distinguish bodies of water 
from a mirage [15]. To a non-polarization sensitive observer, such as a human, a mirage and a 
body of water could potentially look the same. 
 
A study on insects’ attraction to bodies of water found that insects perceive the polarization of 
light reflecting off water at a wide range of wavelengths from the UV to the red [17]. To 
determine what wavelengths different insect species used to identify water, the study determined 
how the degree of linear polarization varied with wavelength asshown in Figure 10. 
 

 
Figure 10: Degree of linear polarization P of light reflected at the Brewster Angle from a pond with clear water and dark bottom 
(dashed line) and a eutrophic pond with green-brown appearance (solid line) [17]. 

The study found that the degree of linear polarization is higher at shorter wavelengths than at 
longer wavelengths. 

2.2.3 Human Polarization Sensitivity 

Human sensitivity to polarization was first discovered by Wilhelm Karl von Haidinger in 
1844.[15] The effect, called Haidinger Brushes, can be seen if one gazes at strongly linearly 
polarized light emitting from an unstructured area. For example, looking at a uniform 
background through a linear polarizer or at a blank white area on an LCD screen can produce the 
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effect. Haidinger Brushes take the form of a faint bow-tie or propeller shaped pattern aligned 
with the polarization.   

2.3 Polarization Cameras 

This section will discuss commercially available polarization cameras as well as ones developed 
for research. Polarization cameras can use different methods to observe a scene at different 
polarizations. These methods include division of time, beam splitters with linear polarizing 
filters, and beam splitters with wave plates and retarders. 

2.3.1 Division of Time polarization camera 

There are a handful of commercially available linear Stokes polarization cameras available on 
the market today.  Bossa Nova Tech sells a compact linear Stokes polarization camera for use in 
research. It is a division of time system, meaning that one sensor is used with rotating or 
changing polarizing filters placed in front of it. The Bossa Nova SALSA camera uses a set of 
two polarization rotators. The first set has a quarter wave plate and a programmable quarter wave 
plate and the second has a programmable half wave plate and a polarizer. The polarization states 
of the camera are shown in Figure 11.  

 
Figure 11: Polarization module principle of the SALSA camera [18]. 

By changing the orientation of the programmable quarter wave and half wave plate, polarization 
states of -45°, 0°, 45°, and 90° can be achieved with  a small time delay between frames [18]. 
This method is faster than using a physically rotating polarizing filter to achieve the states and 
has the added benefit of only requiring one sensor to record data. With only one sensor, a smaller 
overall unit size can be achieved. However, only one sensor means that multiple frames are 
needed to fully characterize the polarization, which could potentially pose problems with a 
moving UGV. According to emails from Bossa Nova Tech, the SALSA camera can cost up to 
$25,000[1]. 

2.3.2 Polarization camera using a beam splitter 

The other method of sampling multiple polarizations involves the use of a beam splitter and 
independent imaging sensors. Using a beam splitter, a sensor can sample the same area of an 
image simultaneously through different filters. Types of beam splitters available include cube 



 15

beam splitters, pellicle beam splitters, and plate beam splitters. Cube beam splitters often have a 
limited field of view and pellicle beam splitters are sensitive to vibration, which limits their use 
on a moving vehicle, leaving plate beam splitters as an ideal choice [19]. The basic layout of the 
beam splitter polarization camera can be seen in Figure 12. 
 

 
Figure 12: Top-view diagram of a two-CCD polarization camera using a polarizing beam splitter [19]. 

Incoming light is reflected and transmitted with a plate beam splitter oriented at 45°. Two 
cameras are placed in the path of the reflected and transmitted light, which optically aligns them 
and allows for pixel to pixel correspondence between both cameras.  
 
This specific setup used a polarizing plate beam splitter and an electronically controlled crystal 
that could shift the phase of the light by 90°. Flipping the phase shift back and forth as both 
cameras took a frame allowed for the full polarization state to be calculated after just two frames. 
Assuming that the polarization parallel to the page is P and the polarization vertical to the page is 
S, then the intensity of the polarized transmitted and reflected light can be represented as  
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where a2+b2 = 1, a≥0, b≥0, a≠b. Coefficients a and b are dependent on the coating of the beam 
splitter used [19]. 
 
A commercially available polarization camera that uses a beam splitter and linear polarizing 
filters is available from FluxData [20]. The FD-1665 is a three-sensor multispectral camera that 
can have polarizing filters inserted before each sensor, as shown in Figure 13. It uses a 3-way 
prism beam splitter to send the light to each filter and sensor. 
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Figure 13: Schematic view of the Fluxdata 3-CCD camera showing the 3-way beam splitter and polarizer configuration [21]. 

The FluxData FD-1665 can be configured as a monochrome or color camera, with polarizers 
typically oriented at 0°, 45°, and 90° or 0°, 60°, 120°. The Stokes parameters can be easily 
calculated with the intensities from each sensor.  However, according to emails from FluxData, 
an FD-1665 configured as a polarization camera can cost between $25,000 and $50,000 to 
purchase, depending on what sensors are used [22]. 

2.3.3 Polarization camera using a beam splitter and waveplates 

Another method of observing polarized light is to use beam splitters in combination with wave 
plates to observe different states of polarization. A beam splitter polarization camera using this 
method was constructed to observe the slope of waves in the ocean [23]. Four cameras were 
aligned around a set of three partially polarizing beam splitters, as shown in Figure 14. 
 

 
Figure 14: Schematic of a beam splitter polarization camera that uses wave-plates [23]. 
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The first beam splitter transmitted 80% p-polarized light and 20% s-polarized light and reflected 
20% p-polarized light and 80% s-polarized light. The transmitted light was passed through a 
half-wave plate oriented at 22.5°, then through a second polarizing beam splitter that transmitted 
the p-polarization onto one sensor and reflected the s-polarization onto a second sensor. The 
reflected light from the first beam splitter was passed through a quarter-wave plate oriented at 
45°, then passed through a second polarizing beam splitter that transmitted the p-polarized 
component onto the third sensor and reflected the s-polarized component onto the fourth sensor.  
 
For this system, S0 was defined as the sum of intensities across all four sensors. S1 is the 
difference of intensities between the sum of paths 1 and 2 and the sum of paths 3 and 4. S2 is the 
difference of intensities between path 1 and path 2.  S3 is the intensity of path 4 minus the 
intensity of path 3. These were the four Stokes parameters needed to determine the polarization 
characteristics of the incoming light. Once built, the camera was able to run at 60 frames per 
second, which was necessary to be able to characterize quickly changing waves in the ocean. 

2.4 Scene Classification and Image Processing 

2.4.1 Mud detection using polarization 

The ability to detect mud would be highly desirable for an unmanned ground vehicle. Rankin and 
Matthies used polarization contrast as a method of detecting mud [24].  Polarization contrast 
only requires two images of a scene taken with a polarization offset of 90°. The method assumes 
that one of the two polarization images taken is aligned with the orientation of the incoming 
linearly polarized light. If the incoming linearly polarized light is not aligned with one of the two 
polarizing filters, then polarization contrast provides a lower bound to the degree of linear 
polarization instead. 
 
Since water and mud were assumed to horizontally polarize the light reflecting off it, the linear 
polarization angles chosen to be measured were 0° and 90°. To calculate the polarization contrast 
at each pixel, the absolute value of the difference of the two images were divided by the sum of 
the two images. 
 
 �� � |�� � ���|�� + ��� 	 (2.3) 

 
In the first experiment, a large patch of mud was observed over the course of seven hours. 
Matthies found that the polarization contrast of the mud did not change over the course of the 
day and that the polarization contrast of the mud was significantly higher than the surrounding 
dry soil, as shown in Figure 15. 
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Figure 15: A set of polarization contrast and segmented images of a patch of mud taken seven hours apart [24] 

The same research also looked at the degree of linear polarization of mud from various 
orientations. It found that the degree of linear polarization remained high regardless of the 
direction the mud was observed from. However, standing water had a much lower degree of 
linear polarization than the wet soil, since the degree of linear polarization is dependent on sky 
conditions and the orientation of the sensor relative to the sun. Finally, mud that was in shadow 
was hard to distinguish from the rest of the soil using the degree of linear polarization [24]. 

2.4.2 Water detection using passive sensing  

Passive water detection using cameras is a subject of intense study in the field of unmanned 
ground vehicles. Research has been done on using color, stereo vision, short-wave infrared, 
thermal infrared, and polarization as potential methods of detection [25].  
 
Color imagery is often used due to the relatively low cost of high quality machine vision 
cameras. Color imagery gives an algorithm data such as brightness and saturation. On average, 
the mean brightness of the sky tends to be at near saturation of the pixel values and that the sky is 
two and a half times brighter than the terrain. The average brightness of water is mid-way 
between the sky and terrain [26]. A machine learning algorithm can use that relationship to 
classify pixels in images with some accuracy. According to Matthies, incorrect classifications 
tended to occur when an image of vegetation was reflected in still water, which is a problem that 
has also occurred in the NDVI images described in Section 1.2.2. 
 
Stereo vision could also be used to identify bodies of water. Stereo vision is the method of using 
two cameras to provide depth information by measuring the disparity between images of the 
same object or feature in a scene, similar to how a human sees depth with two eyes. In a scene 
that has water, the depth map could show reflections from the water’s surface as depths that are 
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farther away than the surrounding terrain, or below the ground plane [26]. This information can 
be combined with a method of detecting water using sky reflections if viewed at large incidence 
angles  to detect bodies of water with good accuracy  [27]. 
 
Outside of the visual spectrum, short-wave (SWIR) and long wave infrared (LWIR) imaging are 
two non-visible methods of segmenting water. Water heavily absorbs SWIR at around 1450nm, 
making it appear very dark or black when viewed through a SWIR camera. Bodies of water tend 
to be warmer than the surrounding land at night and cooler during the day, which is a 
characteristic easily measured with a LWIR camera [26]. These known characteristics can be 
used to identify potential areas of water with simple intensity-based segmentation techniques.  
 
According to David West, the polarization of snow has shown to not be as useful of a descriptor 
compared to intensity due to the highly varied surface and the Umov Effect. The Umov effect 
states that bright surfaces tend to have unpolarized reflections while dark ones have highly 
polarized ones [28]. The same paper showed a small correlation to changes in the degree of 
linear polarization between disturbed snow, such as footsteps or tire tracks, and undisturbed 
snow.   

2.4.3 Haze Reduction 

Polarization can also be used to reduce haze present in an image. Schechner used polarization 
contrast to reduce haze and improve image quality beyond what simple optical filtering can 
accomplish [29]. The process assumes that the polarized light reaching the sensor is made up 
from two sources, the direct transmission and the airlight. The direct transmission is the scattered 
signal reaching the camera from the scene objects and the airlight is the ambient illumination 
from the sun scattered by the air. Both sources of light have increased scattering as distance 
increases. 
 
Schechner assumes that the direct transmission portion of the light is unpolarized. Thus, 
variations of intensity as polarizer filter angle changes are assumed to be due to airlight. The 
irradiance due to airlight is measured as a function of polarization angle and is used to determine 
what the best case and worse case angles are. The airlight component of the irradiance is 
considered to be at its highest, or worst, when the polarizing filter is horizontal and is the lowest, 
or best, when vertical. The worse state case occurs because the irradiance due to the airlight is 
enhanced compared to the irradiance from direct transmission, which is assumed to be constant. 
Using the difference between the two, the irradiance due to the airlight can be estimated. 
Using the two raw images, the dehazed image can be calculated using Equation (2.4). An 
example is shown in Figure 16. 
 
 ��� !��� � �"����� � #"$̂ 	 (2.4) ��� !��� is the dehazed image, #" is the estimated airlight, and $̂ is the estimated transmittance 
[29].  
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Figure 16: (a) A raw image taken at one polarization state. (b) A second raw image taken at a different polarization state. (c) The 
final processed image with haze reduced [29]. 
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2.5  Thesis Relevance 

The literature review in Chapter 2 identifies the polarization state of light as a potentially useful 
source of information. There are examples of polarization being used by insects to locate the sun 
and navigate on cloudy days and to identify water. This example shows the potential to do 
similar sensing on an unmanned ground vehicle. A UGV that can use polarization to sense where 
it is or perform obstacle navigation will have advantages over a UGV that does not have sensors 
that can detect this information. A UGV could add a polarimetric camera at relatively low cost 
and greatly enhance its ability to perceive its environment in some of the more difficult 
navigation cases.  
 
For example, a UGV that approaches a large patch of mud or water with only LIDAR or 
traditional camera sensors may not be able to differentiate between the mud and the surrounding 
ground. While a human driver can tell where potential difficult spots are and avoid them, a 
computer will have a much harder time differentiating with a traditional sensor suite and could 
potentially get the vehicle stuck. With a polarimetric camera capable of identifying these 
previously unidentifiable areas, an autonomous UGV would have its decision making 
capabilities improved. 
 
The literature review included commercially available cameras that can accomplish everything a 
UGV would need in a polarimetric camera, except at a cost equal to a full size vehicle. This 
thesis will determine the feasibility of developing a low cost polarimetric camera and what 
capabilities it would have. 
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3 Methods of Camera Design and Assembly 

3.0 Introduction 

Chapter 3 is split into two main sections. The first section will discuss the fundamental science 
behind light, including a summary of the electromagnetic wave model and how the polarization 
of light is a special case. It will also discuss how the polarization of light is mathematically 
described and how the polarization state of a scene can be calculated using the Stokes 
parameters. The second section of chapter 3 will discuss the detailed design of the polarimetric 
camera including its design requirements, selection and layout of components, and the issues that 
came up during the assembly of the camera.  
 
This thesis aims to develop a polarimetric camera at relatively low cost. This thesis will evaluate 
the design process and potential problem areas in going with an inexpensive route. By 
determining what data could be collected with a low cost system, a future UGV design that 
wants to use polarimetric data can make a more informed decision about purchasing a 
commercial system or developing one in-house. 
 

3.1 Fundamental Science and Optics Hardware 

This section will discuss the fundamental science behind polarized light as well as discuss the 
optical hardware used in the polarimetric camera. The fundamental science of polarized light will 
discuss the electromagnetic wave model and how the orientation of the electric field relates to 
the polarization state of the light. It will also discuss mathematical methods for describing the 
polarization state and how they could be used to process images taken with the polarimetric 
camera. 

3.1.1 Electromagnetic Waves and Polarized Light 

Light is a transverse electromagnetic wave. Transverse waves have oscillations that are 
perpendicular to the direction of the wave’s travel. Electromagnetic waves are comprised of two 
components, an electric field, &''(, and a magnetic field, )''(, shown in Figure 17.  

 
Figure 17: An illustration of an electromagnetic wave [30]. 

The two fields are perpendicular to each other and oscillate transversely to the direction of the 
wave’s travel. The direction of the wave’s travel is also the direction of energy transfer. The 
angle of the electric field when viewed from the direction of travel is defined as the polarization 
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of the wave. Polarization is a property of waves that describes the orientation by which they 
oscillate. It is defined as the orientation of the wave’s electric field over one period. The 
polarization is perpendicular to the wave’s direction of travel. This means that the orientation of 
a wave of light traveling towards an observer in the z direction can be described by two 
components in the x and y directions. 
 
A wave of light that has random, sudden changes in angle and orientation with no correlation 
between the x and y components is defined as unpolarized. Every orientation of the wave is 
considered to be equally probable at any given time, so that on average, the light is symmetrical 
around the direction of propagation. An alternative method of imagining unpolarized light is to 
think of it as randomly polarized light. Partially polarized light has partial correlation between 
the x and y components and can be thought of as the superposition of completely polarized light 
with completely unpolarized light. 
 
If the x and y components of the wave’s oscillation remain constant with respect to each other 
and are in phase, the light is linearly polarized. When viewed from the z direction, a line is traced 
in the x-y plane, with the angle it makes equal to the angle of the linearly polarized light. A 
model of the polarization of light can is shown in Figure 18. 
 

 
Figure 18: Oscillation in a wave of light viewed end-on. (A) Unpolarized light, all planes are equally probable. (B) One wave 
polarized light [31]. 

When the x and y components of a wave have the same amplitude but are 90° out of phase, the 
light is circularly polarized. This means that when one component of the electric field is at a 
maximum or minimum, the other is at zero, tracing out a circle in the x-y plane as the wave 
propagates.  The direction of circular polarization, whether the circle is being draw clockwise or 
counter-clockwise, is dependent on if the x-component is 90° ahead of the y-component or vice-
versa. This is called right-hand or left-hand circular polarization. If the x and y components of 
the wave are out of phase and do not have the same amplitude or are not 90° out of phase, the 
polarization is elliptical. Examples of these three polarization states can be seen in Figure 19. 
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Figure 19: (left to right) Representations of linear polarization, circular polarization, and elliptical polarization. The bottom plane 
shows the shape traced out by the combination of the two components, the red and blue waves.  

When light reflects off a surface, the plane made by the propagation direction and a vector 
perpendicular to the surface is known as the plane of incidence, shown in Figure 20. 

 
Figure 20: A visualization of p-polarized and s-polarized light [32]. 

The component parallel to the plane is plane-polarized, or p-polarized, and the component 
perpendicular to the plane is sigma-polarized or s-polarized. 

3.1.2 Jones Vector   

The Jones vector is a mathematical method of describing the state of polarization of a beam of 
light. It uses the amplitude and phase of each component of the electric field to describe the state 
of polarization [33]. The Jones vector is only applicable to fully polarized light; it cannot 
characterize partial polarization.  
 
 *'( � 	 +*,
$�*-
$�. (3.1) 
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Ex(t) and Ey(t) are the instantaneous scalar components of the electromagnetic wave *'(. In 
complex form, the Jones vector is 
 
 */ � 	 0*�,1
23*�-1
245 (3.2) 

 
where 6, and 6- are the phases of each component of the wave and	*�, and *�- are the 
amplitudes. For example, purely horizontally and vertically polarized light can be represented by 
 
 */7 �	 +*�,1
230 . and */9 �	 + 0*�-1
24. (3.3) 

 
because the y component of horizontally polarized light is 0 and the x component of vertically 
polarized light is 0.  We know that the sum of the horizontal and vertical components of a wave 
of light is equal to the full intensity 
 */ � 	*/7 + */9 (3.4) 

 
If we assume, for example, that the amplitudes *�, and 	*�- are equal, and the phases 	6,	and 6- 
are aligned (equal), then  
 */ � 	 0*�,1
23*�,1
235 (3.5) 

 
If we factor out *�,1
23, then  
 */ � *�,1
23 :11;	 (3.6) 

 
which describes linearly polarized light at 45°. If we visualize this on the elliptical plane, we 
would see that at the instant in time when the x and y components of the light wave reach 
maximum, the vector that goes through the point is at 45° above the x-axis. 
 
To simplify the Jones vector notation, the irradiance of each component can be normalized to 1. 
This sacrifices the exact amplitude and phase information, but results in simpler notation. 
Normalization is accomplished by dividing both elements in the vector by the same scalar 
quantity such that the sum of the squares of the components in the vector is equal to one [33].  
 
For example, dividing both components of Equation (3.5) by  √2*�,1
23 reveals the common 
Jones vector for 45°polarized light 
 *'(>? � 1√2 :11; (3.7) 

 
A list of common Jones vectors can be found in Appendix A. 

3.1.3 Stokes Parameters 

Another mathematical method of describing the polarization state of light is the Stokes vector. It 
has the ability to describe both fully polarized and partially polarized light. Stokes vectors can be 
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calculated in real time from data taken by the polarimetric camera system on a pixel by pixel 
basis to create a Stokes image. The Stokes images can be used to determine the state of 
polarization of the scene captured by the camera. 
 
Stokes parameters are calculated from a set of four intensity measurements taken through 
polarizing filters. For example, the first filter could be isotropic (allow all states through), the 
second would horizontally polarize light, the third at 45°, and the fourth would circularly 
polarize light. These are the intensities I0, I1, I2, and I3. The filtered light is then measured by a 
polarization-insensitive device, such as a camera. The definition of the Stokes parameters is then 
given by  
 
 �� � 2�� (3.8) 

 �@ � 2�@ � 2�� (3.9) 

 �A � 2�A � 2�� (3.10) 

 �B � 2�B � 2�� (3.11) 

 
S0 is the overall intensity, while S1, S2, and S3 specify the state of polarization. S1 describes 
whether the polarization state trends towards horizontal (if S1 is greater than 0) or towards 
vertical (if S1 is less than 0). If S1 is equal to 0, it may be elliptical, circular, or unpolarized [33]. 
S2 describes a tendency for the polarization state to be -45°, 45°, or neither (if S2 is greater, less 
than, or equal to 0). S3 describes the tendency for the light to be circularly polarized (right 
handed if S3 is greater than 0, left handed if S3 is less than 0, or neither if S3 is equal to 0). The 
combination of the Stokes parameters is called the Stokes vector, shown in Equation (3.12). 
 C���@�A�BD (3.12) 

 
The Stokes vector is often normalized by dividing each element by ��. For example, the Stokes 
vector for natural (unpolarized) light is  
 C1000D (3.13) 

 
For the purposes of the polarimetric camera, the Stokes vector can be calculated at the pixel level 
across the entire image. This makes it an ideal choice to be calculated from real world data 
sensed by the camera. Differences in the Stokes vector values between objects or areas in an 
image can allow a user or computer system to perform segmentation or object classification 
based on how they change. A list of common Stokes vectors can be found in Appendix A. 
 
From the Stokes vector, the degree of polarization for partially polarized light can be calculated 
by 
 EF� � G
�@A +	�AA + �BA���  (3.14) 
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A degree of polarization of 1 means that the light is fully polarized, while a degree of 
polarization of 0 means that the light is fully unpolarized. The degree of polarization is used in 
determining if an area of an image is polarizing light more or less than other areas of an image. 
Areas that are highly polarizing, such as shiny reflective surfaces, could be objects of interest for 
a UGV operating in a natural environment. 

3.1.4 Jones and Mueller Matrices 

The Jones and Muller matrices are methods of mathematically manipulating Jones and Stokes 
vectors by passing a beam of light through representations of optical elements, such as a 
polarizer.  
 
For example, if horizontally polarized light, represented by the Jones vector 
 
 */� �	 :10; (3.15) 

is passed through a vertical linear polarizer, represented by the Jones matrix 
 
 H �	 :0 00 1; (3.16) 

 
the final state of polarization is represented by 
 */@ � 	H*/� �	 :0 00 1; :10; (3.17) 

 
with */@ equaling  
 */@ �	 :00; 

 
(3.18) 

This follows what we expect to occur when horizontally polarized light, which has no vertical 
component, is passed through a vertical linear polarizer, which only allows vertical components 
through, resulting in no light passing through the polarizer. 
 
Mueller matrices manipulate the Stokes vector in a similar fashion to how the Jones matrices 
manipulate the Jones vector. For the same example above, horizontally polarized light 
represented by the Stokes vector 
 */� �	 C1000D (3.19) 

 
is modified by a vertical polarizer represented by the Mueller matrix 
 H �	12 C

1 �1 0 0�1 1 0 00 0 0 00 0 0 0D (3.20) 
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with the final state of polarization, */@ � 	H*/�, equaling 
 */@ �	 C0000D (3.21) 

This again confirms what we know happens when horizontally polarized light is filtered with a 
vertical linear polarizer.  
 
For the polarimetric camera, there are four paths of light going through the system. The four 
angles of polarization measured are 0°, 90°, 45°, and -45°.  The -45° measurement was chosen in 
place of circular polarization, which does not occur in many places in nature. The general 
Mueller matrices modifying input light */  for the four paths of light can be found in Table 1. 
 
Table 1: The generic Mueller matrices for the polarimetric camera 

Camera 0 (0°) */� �	H�*/ � @A C
1 1 0 01 1 0 00 0 0 00 0 0 0D */   

Camera 1 (90°) */@ �	H��*/ � 12 C
1 �1 0 0�1 1 0 00 0 0 00 0 0 0D */	 

Camera 2 (45°) */A �	H>?*/ � @A C
1 0 1 00 0 0 01 0 1 00 0 0 0D */    

Camera 3 (-45°) */� �	HI>?*/ � @A C
1 0 �1 00 0 0 0�1 0 1 00 0 0 0D */   

 
A list of common Jones and Mueller matrices for various optical elements can be found in 
Appendix B. 

3.1.5 Brewster’s Angle 

Sir David Brewster discovered Brewster’s angle in 1815. It is a special case when dealing with 
light interacting with a dielectric surface at a certain angle. If the incoming light is p-polarized, it 
is transmitted through the surface perfectly with no reflections. If the incoming light is 
unpolarized, the reflected light is perfectly polarized and the transmitted light is partially 
polarized. A simple representation of light reflecting at Brewster’s Angle is shown in Figure 21. 
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Figure 21:  An illustration of the polarization of light when reflected off a dielectric surface at Brewster’s Angle [34]. 

When light interacts with a boundary between two different indexes of refraction, some of the 
light is refracted and reflected. Brewster’s angle is found by Brewster’s Law, a special case of 
the Fresnel Equations:  
 JK � arctan QRAR@S (3.22) 

 
where n1 is the refractive index of the first medium the light is traveling through and n2 is the 
index of the second medium. Brewster’s Law states that the angle of incidence for maximum 
polarization depends only on the index of refraction and that maximum polarization occurs when 
the angle between the reflected and refracted light is 90°. Since the refractive index of a medium 
is a function of wavelength, Brewster’s angle will also vary with wavelength. Visible light 
traveling through air and reflecting off glass has a Brewster’s angle of approximately 56°, while 
visible light traveling through air and reflecting off of water is approximately 53°. For the 
polarimetric camera, light reflecting closer to Brewster’s angle off of water or mud will be more 
polarized than the rest of the scene. 
 
When the incident light is temporarily absorbed by the atoms in the dielectric material, the 
electrons in the atom begin to oscillate in the direction of the electric field of the refracted light. 
The oscillation of the electrons reemits the light and is the source of the refracted and reflected 
light off and through the dielectric material. The direction of the electric field of the reemitted 
light is the same as the direction the electrons’ oscillation. At Brewster’s angle, the orientation of 
the incoming electric field is perpendicular to the plane of incidence and parallel to the reflecting 
surface. Electrons oscillating in the plane of incidence are parallel to the electric field and cannot 
radiate in the same direction. Only electrons perpendicular to the plane of incidence can. Thus, 
only light oscillating perpendicular to the plane of incidence, or s-polarized light, is reflected 
[14], [35]. This change in the polarization of the reflection can be seen in the graph in Figure 22. 
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Figure 22: The reflectivity of smooth water at 20° C [36]. 

At 56°, the reflectivity of the s-polarized light goes to zero, leaving only the s-polarized 
component in the reflection. This s-polarized component is the horizontally polarized light that 
the polarimetric camera looks for when searching for water or mud in a scene. 
 

3.1.6 Polarizing Filters 

The most common type of polarizer in use is a Polaroid filter. Polaroid is the trademark name for 
the material patented by Edwin Land in 1932, originally developed to reduce glare [37]. It is a 
synthetic plastic sheet that contains dichroic crystals. When the sheet is stretched during 
manufacturing, the crystals in the plastic align along the direction it is stretched. Dichroic 
crystals absorb light polarized in parallel with the direction of the crystal alignment and transmit 
light polarized perpendicular to it. Figure 23 shows a representation of light traveling through a 
dichroic crystal.  
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Figure 23: (top) A electromagnetic wave polarized parallel to a dichroic crystal is absorbed and its intensity reduced. (bottom) 
An electromagnetic wave polarized perpendicularly to the crystal passes through with little change. [38] 

If the orientation of the electric field, which is the same as the polarization of a wave of light, is 
parallel to the line of crystals, a current will begin to flow along that line, transferring energy 
away from the wave and reducing the intensity of the polarized light. Light polarized 
perpendicular to the line of crystals will produce little or no current in the crystal, which leaves 
the wave unchanged in that direction and able to continue through the filter. The end result is 
only light polarized perpendicular to the orientation of the crystals is able to pass through the 
filter [14], [38].  
 
Today, the most widely used linear polarizing film is H-sheet, also invented by Edwin Land [33]. 
H-sheet uses hydrocarbon molecules instead of dichroic crystals, but otherwise functions in a 
similar fashion. Typically, the polarizing film is mounted between two glass plates for durability 
and the ability to orient the direction of polarization. It can also be purchased in large sheets that 
can be cut down to custom size and shape. For the polarimetric camera, linear polarizing film 
was placed in front of each camera after being cut to the correct size and orientation. The design 
of the filter assembly is described in detail in Section 3.2.8. 

3.1.7 Beam splitters 

A beam splitter is an optical element that takes in light from one direction and both transmits and 
reflects the beam into two separate beams, usually at right angles to each other, as shown in 
Figure 24. The polarimetric camera will use beam splitters to split the light four ways. Each split 
will then go through a linear polarizer and into a camera to be recorded. 
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Figure 24: An artist representation of a cube beam splitter. The image is transmitted from the left side, through the beam splitter 
and reflected at a 90° angle, producing two images [39]. 

Beam splitters can take the form of either a plate or a cube, made out of different materials 
depending on what wavelengths of light it needs to split. Plate beam splitters tend to be 
inexpensive compared to cube beam splitters. Plate beam splitters are often used for 
teleprompters and 3D cinema cameras, which makes economies of scale work in their favor.  
Cube beam splitters usually use more material than a plate beam splitter of the same size. Cube 
beam splitters are also often specially made to withstand high power lasers or be non-polarizing. 
This makes cube beam splitters more expensive compared to a similarly sized plate beam 
splitter.  The beam splitter design for the polarimetric camera is discussed in detail in Section 
3.2.6. 
 

3.2 Detailed design and assembly 

This section will discuss in detail the hardware and software design of the polarimetric camera.  

3.2.1 Requirements 

The main motivation for designing and building a polarimetric camera in-house was the potential 
low cost when compared to commercial systems. The general requirements for a prototype 
polarimetric camera are listed below. 
 

1. The total camera cost must be low compared to commercially available cameras. 

The initial motivation for starting the polarimetric camera design was the high cost of entry for 
commercial polarimetric cameras. Companies were hesitant to lend out cameras to test and were 
quoting between $25,000 and $50,000 to purchase. 
 

2. The raw images to be used in the Stokes vector calculations must be taken simultaneously. 

In order to compare the images to calculate the Stokes images, the images must be taken 
simultaneously. If they are not, then moving objects would appear to be in different areas of the 
images and would not provide useful data. 
 

3. The raw images to be used in the Stokes vectors calculations must be registered to each other. 

Related to Requirement 2, the features in each image must be registered, or aligned, to each 
other. The methods used for registration are discussed in section 3.2.3. 
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4. The camera must be easily carried by one person. 
5. The camera should be easily mounted on a tripod or vehicle. 

Requirements 4 and 5 are specific to the work done for this thesis. Ease of use makes collecting 
data easier and quicker. On a future UGV, light weight and ease of mounting would be required 
to ensure that adding a polarimetric camera is not a burden to the vehicle or other sensors. 
 

6. Images should be processed at a minimum of 10Hz. 

This requirement is to prove that a polarimetric camera could be used on a moving UGV. The 
main sensor used on many UGVs at Virginia Tech, the Velodyne 32-E LIDAR, operates at 
10Hz. 
 

3.2.2 Design Summary 

The prototype polarimetric camera, seen in Figure 25, is an optically registered four camera 
system that calculates linear Stokes parameters to determine how light in a scene is polarized.  
 

 
Figure 25: A CAD screenshot of the overall system design showing the cameras, beam splitter assembly, mounting plate, and 
USB hub. 

The beam splitter assembly, inside the green box, splits the incoming light four ways into each 
camera, so that the images are all identical. The cameras are all screwed down onto the 
aluminum base plate and aligned so the lenses are all the same distance from their respective 
beam splitter. The decision was made to not design an optical system that required a forward 
facing lens that then focused down directly onto the separate camera sensors. This reduced the 
complexity of the overall design. Optics design is out of the scope of most traditional 
engineering coursework and would have greatly increased the amount of time needed to learn 
and apply the techniques needed for a prototype polarimetric camera system. 

3.2.3 Image Registration 

For requirement 3, there were two available methods to register images from separate cameras to 
each other. Registering images is defined as having the same point in a scene located at the same 
pixel in each image. Registering the images is a required step for calculating the Stokes 
parameters used in a polarimetric camera. 
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The first method of registering images could have been implemented in software using a feature-
level detection algorithm such as the Scale-Invariant Feature Transform (SIFT) [40]. SIFT 
operates by detecting features in an image, such as areas of high contrast like edges or corners. 
The SIFT algorithm is designed to identify these features because they do not change if the 
images are rotated or scaled. The features are stored in an index to be compared to features in 
another image. The locations of matching features in both images could then be used to warp or 
transform the image so that the pixel locations in the images match. Figure 26 shows a pair of 
images that have features detected and matched using SIFT. 
 

 
Figure 26: (top) A pair of images showing a rooftop scene viewed at different angles. (bottom) The same two images with 
matching SIFT features [41]. 

The two images in Figure 26 were taken with only parts of the scene showing up in both images. 
The SIFT algorithm matches the points it finds using features it identifies as the same in both, 
even after the camera perspective has changed. 
 
There are some advantages to registering the images in software. There is no requirement to line 
up the cameras optically, simplifying the actual mounting and placement of the cameras. As long 
as all the cameras could see most of the same scene, the images could be registered. However, 
using feature level registration is very computer intensive and would slow down the overall 
frame rate of the camera. It would also dramatically increase the amount of programming needed 
to successfully run the camera. Also, some pixels along the borders of the image are lost and the 
overall image size is reduced when the images are warped and transformed. Finally, feature level 
registration is not guaranteed to work 100% of the time if there is a lack of features in the scene, 
such as large blank areas like a solid colored wall. 
 
The second method of registering images is to optically align the cameras so that the same ray of 
light hits the same point on each sensor simultaneously. This method is sometimes called bore 
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sighting. This is achieved using beam splitters or prisms to split the light into two directions, 
with a camera aligned to view each image at the same distance and orientation. This method 
requires no extra software to achieve registration aside from potential small corrections to 
account for manufacturing tolerances. The downside to optically aligning the cameras is a much 
more complex physical design and manufacturing process to ensure registration is achieved. 
Additional optical hardware is also needed to split the light, increasing the total cost of the 
camera system. Adjustments to the image alignment would be further tuned in software by 
translating and rotating the images if necessary to achieve a proper alignment. 
 
In the end, the decision was made to pursue optical registration over software based registration. 
Optical registration, once achieved, will work regardless of what the contents of the scene hold. 
Software-based registration could fail if the algorithm does not detect enough feature points to 
make an accurate transformation. It also simplifies the program needed to capture and process 
the images, which keeps the frame rate of the camera higher and enables it to operate in real 
time. 

3.2.4 Optical Components and Camera Details 

The following section will describe in detail the beam splitters chosen to be the heart of the 
polarimetric camera, as well as the Point Grey Firefly MVs that acted as the main sensors. It will 
also describe the triggering process that ensured the cameras had synchronized images. 

3.2.4.1 Beam splitter selection 

The beam splitters used in the prototype camera had some key requirements. 
 

1. The beam splitters must reflect and transmit the incoming light without changing its polarization 
state. 

2. The beam splitters must be large enough to encompass the field of view of the cameras. 
3. The beam splitters must reflect and transmit light equally. 

For requirement 1, this required a non-polarizing beam splitter. Traditional plate beam splitters 
polarize the light upon reflection, which would destroy any of the original polarization data 
coming into the cameras. Non-polarizing beam splitters are available in cube form in various 
sizes. With a 16mm lens on each camera, a 20mm cube beam splitter is just large enough to 
encompass the field of view. This was calculated using the simplified equation for the field of 
view of a lens 
 T � 2TUV$�R Q W2XS (3.23) 

 
where d is the size of the sensor in the measured direction, f is the focal length of the lens, and α 
is the angle of view in the measured direction. Using CAD software, a model of the field of view 
was constructed and used in positioning the cameras relative to the beam splitters so that their 
fields of view did not exit the beam splitter assembly through the side faces.  
 
The beam splitter chosen was a ThorLabs 50:50 non-polarizing cube beam splitter, shown in 
Figure 27. 
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Figure 27: ThorLabs BS016 50:50 Non-Polarizing Beam splitting cube. [42] 

The BS016 beam splitter is made of N-BK7 optical glass, which has a transmission range from 
350-2500nm. It has an anti-reflective coating that is optimized for visible ranges between 400-
700nm and has a purchase price of $181.50  when purchased in quantities of one. [42].  

3.2.4.2 Camera Selection 

A large portion of the total cost of the system is machine vision cameras. There were several 
requirements for the cameras in order to meet some of the general requirements detailed in 
section 3.2.1. 
 

1. The cameras must have an external trigger. 
2. The cameras must come with a C++ API. 
3. The cameras must have a standard interchangeable lens mount. 
4. The cameras must have a relatively low cost. 

External triggering and the C++ API allow images to be captured at exactly the same moment in 
time. The images would then be read by a custom computer program for further processing. An 
interchangeable standard lens mount would allow for a range of focal lengths to be tested to 
determine what the best one for prototyping purposes would be without the need for complicated 
optics calculations or modeling. Finally, low camera cost keeps the overall polarimetric camera 
cost low. 
 
The Point Grey Firefly MV, model FMVU-03MTM/C, seen in Figure 28, was the machine 
vision camera selected.  
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Figure 28: The Point Grey Firefly MV machine vision camera [43]. 

The Firefly MV boasts a 1/3” CMOS sensor capable of outputting 640x480 pixel images at up to 
30 frames per second in a free running mode, or 15 frames per second in an externally triggered 
mode. The CMOS sensor has a global shutter, meaning the entire sensor is read at once, instead 
of line by line, avoiding wobble or warping if the camera encounters rapid movement or 
vibration. The Firefly can accept any C or CS mount lens. 
 
The Firefly MV both receives power and transmits data over a single USB 2.0 cable. The 
cameras are all plugged into a powered USB hub that then has a single USB cable going to the 
computer. This simplifies connecting to the polarimetric camera and reduces the amount of 
cables needed. Finally, when purchased in quantities of 5, the Firefly MVs cost $200 each. In 
quantities of one, price goes up to $275 each. 
 
 

3.2.4.3 Triggering 

Requirement 2 from section 3.2.1 states that all the cameras in the system must capture images 
simultaneously. The proper way to achieve this is to synchronize the cameras using a hardware 
trigger.  
 
A hardware trigger is an electrical signal that is sent to a digital input line on the camera to start a 
new frame. The signal is usually a step change from 0 to 3.3V that is pulsed at the desired frame 
rate. A diagram of the external trigger timing from the Firefly MV manual is shown in Figure 29. 
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Figure 29: Point Grey Firefly MV external trigger timing characteristics [43].  

The external trigger signal at step 1 starts the camera exposure time at step 2. After the image is 
finished exposing during step 3, the camera begins data transfer at steps 4 and 5. Once data 
transfer is complete, a new trigger signal can be accepted to start the next frame. 
 
Typically, a hardware trigger is sent from a printed circuit board (PCB). For the prototype 
polarimetric camera, the level of simplicity needed for triggering meant that an off the shelf 
solution could be used in place of a custom designed board. The Texas Instruments MSP430 
LaunchPad, seen in Figure 30, was chosen to supply the hardware trigger signal. 
 

 
Figure 30: A top down view of the MSP430 LaunchPad development board [44].  

The MSP430 LaunchPad is a developer board made by Texas Instruments as a method of 
introducing their line of MSP430 processors to a wide range of potential developers by offering 
them at low cost. It offers several digital inputs and outputs that can be configured to be GPIO, 
or communication lines such as RS232. It also has a reset and interrupt button, as well as two 
LED indicators. The LaunchPad is programmed via a USB interface, which also delivers power. 
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The USB power interface is ideal for the prototype polarimetric camera as it will already have a 
powered USB hub inside delivering power to the Firefly MV cameras.  
 
The LaunchPad is programmed in C using TI’s Code Composer Studio development 
environment. A very simple program was written to trigger the cameras at a rate of 15Hz, which 
is the maximum rate that a Firefly MV can be externally triggered. The source code for the 
program can be found in Appendix C.  

3.2.5 Base Platform 

The main mounting platform for the cameras and beam splitters is a plate that is CNC machined 
out of 6061 aluminum, shown in Figure 31. The plate also has a raised platform for the beam 
splitter assembly.  

 
Figure 31: A CAD screenshot of the aluminum base plate. 

The beam splitter platform is 7mm tall, placing the vertical center of the beam splitters at the 
same height as the center of the Firefly MV camera sensors.  
 
The front of the camera is facing towards the upper right corner in Figure 31. The aluminum 
plate has M2 clearance holes drilled for 3 Firefly MV cameras, spaced around three edges of the 
beam splitter platform. Around the edges are 1/8in. clearance holes to secure the plate into the 
bottom of a plastic enclosure. The last sets of holes drilled are tapped 1/8in. holes for securing 
the beam splitter clamp and box to the plate. The majority of the plate area that holds the 
cameras and USB hub mounted is 0.25in. thick. 
 
The base plate was milled out of 6061 aluminum by Metal Processing, Inc. in Radford, VA. The 
cost associated with a third party doing the machining was determined to be less than milling it 
in-house.  
 

3.2.6 Beam Splitter Layout 

The beam splitters selected in section 3.1.7 were ThorLabs 20mm beam splitters. A diagram of 
how the beam splitters are laid out is shown in Figure 32 with the front of the camera is facing to 
the right. 
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Figure 32: A top-down view of the beam splitters, labeled 1 through 3. 

In this orientation, the incoming light enters from the right into beam splitter #1. With the beam 
splitters in this configuration, there is not enough room to have all four cameras in the same 
plane as the beam splitters without at least one camera partially blocking the others or the path of 
the incoming light. Thus, the beam splitters are oriented so that the light travels in the path 
shown in Figure 33. 

 
Figure 33: A top-down view of the path light takes inside the beam splitter assembly. The dark blue arrow is the entrance face of 
the assembly. The red arrows show how the light is split inside. The light blue lines and square are where the Firefly MVs are 
located. 

The incoming light, shown in dark blue, enters from the right into beam splitter #1, which 
reflects half the light into beam splitter #3 and transmits the other half into beam splitter #2. In 
beam splitter #2, the light is split again and enters two Firefly MVs, which are represented by 
light blue planes. For beam splitter #3, space constraints required a different orientation. Beam 
splitter #3 is set so the reflected portion is directed upwards instead of to a side, shown in Figure 
34.  

 
Figure 34: A front view of the beam splitter assembly (Not visible: beam splitter #2). 
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The transmitted portion continues through beam splitter #3 and into the third Firefly MV. This 
allows for the fourth Firefly MV camera to be placed above the beam splitter assembly without 
interfering with the other three Firefly MVs or the incoming light.  
 

3.2.7 Beam Splitter Mount Design and Results 

The beam splitters from ThorLabs were unmounted. Thus, a method for securing them to the 
baseplate had to be devised. Two different methods are explored in this section, a clamp method 
and an adhesive method. In the end, the adhesive method was used with good results. 
 

 
Figure 35: A CAD screenshot of the beam splitter clamp method (highlighted in blue). 

The clamp method, shown in Figure 35, would press the beam splitter assembly into the raised 
lips on the sides of the beam splitter platform. The clamp piece would be pushed into the beam 
splitters and then bolted down, keeping the clamping force on the sides of the cubes.  
 
The alternative to the clamp method is to attach the beam splitter directly to the aluminum using 
an adhesive. In the auto industry, glass and metal are most commonly adhered in the rear view 
mirror assembly. The adhesive must withstand daily use by the driver, UV radiation, large 
temperature ranges and swings, as well as vibration and shock. These adhesives are inexpensive 
and readily available in any hardware or auto parts store. 
 
An adhesive method would simplify the overall design, since it does not require any additional 
components or assembly to work. Commercial adhesives also have a very high holding strength, 
which greatly surpasses the actual force needed to hold the beam splitters in. Commercially 
available mounted cube beam splitters are held in their mounts with adhesive, not mechanically. 
However, an adhesive method would be very difficult, if not impossible, to undo or correct once 
set. This would make any mistakes in assembly permanent. 
 
In practice, the beam splitter clamp system did not work as designed. Due to small 
manufacturing tolerances in the beam splitters, force could only be applied normal to one face of 
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the beam splitter assembly. This secured beam splitters #2 and #3, but could not secure beam 
splitter #1. Thus, the epoxy method had to be used. Devcon 2 Ton Epoxy was the adhesive used 
to secure the beam splitters to the aluminum. Tests on scrap glass and aluminum showed it had 
excellent holding strength and dried clear. 
 
The beam splitters were glued in one at a time to ensure they were properly seated against the 
raised lip of the beam splitter platform and square to each other. An image of the beam splitter 
assembly after it was placed onto the base plate is shown in Figure 36. 
 

 
Figure 36: An image of the beam splitters during assembly of the camera. 

Index matching fluid from Cargille Labs was applied to the surfaces between each beam splitter 
before the faces were matched up. The index matching fluid reduces the number of interfaces 
where the index of refraction would change. This reduces the possibility of internal reflections 
occurring inside the beam splitter assembly. 
 

3.2.8 Polarizing Filters and Holder 

The polarimetric camera requires that each Firefly MV has its own dedicated polarizing filter to 
look through in order to calculate the differences in polarization needed. This requires a unique 
filter mounting solution that fits into the overall design without obstructing any beam splitter 
paths or obstructing camera fields of view. A CAD image of the filter holder can be seen in 
Figure 37.  
 

 
Figure 37: A CAD screenshot of the filter holder box. The first opening is on the bottom right of the box. 
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The filter holder serves two purposes. First, it holds the polarization filters in their correct 
orientation in front of each Firefly MV camera. This is accomplished by including a small 2mm 
inset on the inner side of each opening. From the outside, the opening has a 2mm smaller 
diameter than the filters.. This gives the filter an inset area to fit snugly into. For the linear 
polarizers, alignment is carefully performed by hand to insert the filter at the correct angle for 
each camera. The filters would be secured into place with a small amount of adhesive to keep 
them from moving. 
 
The second function of the filter holder is to stop any stray light from entering the beam splitter 
assembly. For the best image quality, light can only enter from the front of the beam splitter 
assembly, through the opening on the bottom right on Figure 37. With the camera lenses very 
close to the other openings in the filter holder, little stray light can enter the assembly. Painting it 
black further reduces any chances of light reflecting inside the filter holder and into the beam 
splitter assembly. 
 
To manufacture the filter holder, an additive manufacturing method was used. Because 
complexity is “free” with additive manufacturing, the complex shape of the filter holder was 
rendered moot. The filter holder was printed on a Stratasys 768 fused deposition machine 
courtesy of the DREAMS Lab at Virginia Tech. If the filter holder was printed commercially, it 
would cost about $31. An image of the filter holder after it was printed is shown in Figure 38.  
 

 
Figure 38: An image of the filter holder after it was printed. 

The filter holder was spray painted a flat black to reduce the light levels inside further. After the 
filter holder was printed, there were some issues with the design that were observed. While 
additive manufacturing made it easy to print a filter holder box that would otherwise be difficult 
or expensive to machine, the tolerances were difficult to get correct. Tolerances varied 
depending on the print direction and made it difficult to size the diameters of the insets where the 
unmounted glass polarizers would sit. However, a simple substitute was implemented by 
swapping the unmounted polarizing filters with linear polarizing film. The film was simply 
adhered to the face of the box over each opening at the correct orientation for each camera to 
look through. 
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To correctly determine the state of polarization using the Stokes parameters, the polarizing filters 
in front of each camera had to be correctly oriented. This involved both characterizing the filters 
as well as placing them in the correct orientation in front of each camera. The list of cameras and 
the filtered light each one measures can be found in Table 2.  
 
Table 2: The polarizer-camera pairs in the polarimetric camera  

Firefly MV camera number Intensity Measured Polarization State Measured 
Camera 0 I0 0° Polarization (Horizontal) 
Camera 1 I1 90° Polarization (Vertical) 
Camera 2 I2 45° Polarization 
Camera 3 I3 -45° Polarization 

 
The intensity measured by each camera is the same intensity that is used to calculate the Stokes 
vector in Equation (3.12). The Stokes vector calculated from these measurements for this thesis 
is  
 C���@�A�BD � C �� + �@�� � �@2�A � 
�� + �@�2�B � 
�� + �@�D (3.24) 

S0 is the overall intensity of the scene, S1 is the difference between horizontal and vertical 
polarization, S2 is the difference between 45° polarization and the overall intensity, and S3 is the 
difference between -45° polarization and the overall intensity. 
 
The decision to not measure circularly polarized light was made because there are very few 
instances in nature where naturally occurring circular polarization is found. For the purposes of 
classifying objects for a UGV, linear polarization is the primary modality of interest. This means 
for the purposes of this camera, the degree of polarization in Equation (3.14) would actually 
measure the degree of linear polarization, since there is no circular polarization data available.  
  
To verify that the 45° and -45° polarizers on Camera 2 and Camera 3 were working as intended, 
the system was pointed at a -45° polarized light source, an Apple MacBook Pro laptop screen. 
The 45° polarization of the screen was discovered during the examination of a linear polarizer 
with the direction of filtering marked from the factory. When the filter was placed on the screen 
and turned at a 45° angle, it went black.  
 

 
Figure 39: A diagram showing how light from an LCD screen with -45° polarization is filtered by linear polarizers placed at 
different angles. 
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After the filter was rotated 90°, the filtered and unfiltered portions of the monitor had similar 
intensities, meaning that the polarization angle of the filter had matched the polarization angle of 
the laptop screen at -45°. When the filter was placed at a 0° and 90° orientation, the screen 
intensity was about half. 
 
The camera was first pointed at an unpolarized light source, a blank cinderblock wall. The 
exposures were matched so that the average intensities of each camera calculated in MATLAB 
differed by less than 0.02 on a scale of 0 to 1. A histogram of all four cameras can be seen in 
Figure 40. 
 

 
Figure 40: A histogram of all four cameras showing equal intensities when pointed at a blank wall. 

With the same settings, the camera was pointed at the laptop monitor in a horizontal orientation. 
Images from all four cameras can be seen in Figure 41. 

 
Figure 41: Raw Firefly MV images of a Macbook Pro laptop screen displaying an image. (top left) Camera 0, (top right) Camera 
1, (bottom left) Camera 2, (bottom right) Camera 3. 
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As expected, the -45° linear polarizer on Camera 3, which is at the same polarization angle of the 
laptop screen, allows the light to pass through unfiltered. The 45° polarizer on Camera 2, which 
is oriented 90° offset to the polarization of the laptop screen, filters the majority of the light out. 
The mean intensity of the image in Camera 2 is 0.0257, while the mean intensity of the image in 
Camera 3 is 0.1165. With theoretical ideal polarizers and beam splitter optics, the crossed 
polarizer in Camera 2 should result in zero intensity. 
 
The horizontal and vertical images from Camera 0 and Camera 1 in Figure 41 have mean 
intensities of 0.0515 and 0.0608, respectively. This is what is expected when looking at a -45° 
polarized light source. The intensities of the horizontal and vertical components are roughly 
equal and are about half the intensity of the -45° polarized filter. We can verify this by placing 
the camera at a 45° angle relative to the screen, shown in Figure 42. 

 
Figure 42: Raw images of a Macbook Pro laptop screen taken at a 45° angle. (top left) Camera 0, (top right) Camera 1, (bottom 
left) Camera 2, (bottom right) Camera 3. 

At a 45° angle, we can see that the image intensity has dropped in Camera 1, which is the 
vertically polarized sensor. This matches what we expect to happen: the vertically polarized filter 
is at a 90° offset to the -45° polarization of the monitor, allowing very little light through. The 
mean intensity of Camera 2 and Camera 3 are roughly equal, at 0.0626 and 0.0720 respectively. 

3.2.9 Software 

The software for the prototype polarization camera has several main requirements. 
• The software must acquire images from all four cameras simultaneously.  

• The software will compute the linear stokes parameters. 

• The software will correct for small image alignment errors. 

• The software will display raw and processed images in real time. 

• The software will save raw and processed images to disk. 
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Point Grey includes the FlyCapture2 C++ SDK for use with the Firefly MV cameras. The 
FlyCapture2 SDK includes functions that can acquire data and control camera parameters such 
as triggering modes or shutter speed.  
 
The OpenCV C++ library was selected for image processing. OpenCV is the industry standard 
image library used for both commercial and research applications OpenCV is an open source 
C++ library to develop software for PC, Mac, and Linux, as well as the Android and iOS mobile 
platforms. It has over 2500 built-in functions for image processing and machine learning.  
 
The QT Creator IDE was chosen to integrate the FlyCapture2 SDK and the OpenCV libraries. 
QT Creator also has an integrated GUI development kit that can be set up to display OpenCV 
image types. QT Creator greatly reduced the time needed to set up a usable GUI as well as 
integrate the FlyCapture2 and OpenCV libraries. The GUI developed for the polarimetric camera 
can be seen in Figure 43. 
 

 
Figure 43: A screenshot of the software GUI for the polarimetric camera. 

The software developed for the camera has several main functions. It reads in images from the 
cameras and displays the raw data to the user. The user also has the ability to manually control 
camera parameters such as shutter speed and gain. By default, the cameras control these 
parameters automatically when first powered up. To aid in adjusting camera exposure 
parameters, the software calculates the mean intensity of each camera in real time and displays 
them to the user. The software also calculates the Stokes parameters and the degree of 
polarization. It can show the final processed data to the user. Finally, both raw images and 
processed images can be saved to disk in real time as the cameras capture new frames. 
 
Tolerances required to manufacture and assemble the baseplate meant that a perfectly aligned 
image with no corrections needed is unlikely. Therefore, the final image alignment was 
completed by the camera software. The software image alignment correction only needs to be 
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done once, as the cameras and beam splitter would not move relative to each other once they are 
both secured.  
 
 
The source code for the polarimetric camera software developed for this thesis can be found in 
Appendix D.
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4 Experiments 

4.0 Summary of Chapter 

The first section of this chapter will discuss the verification of data produced by the polarimetric 
camera. This includes image alignment between cameras, which is required to produce the 
Stokes images. It will then discuss an observed intensity difference between the Firefly cameras 
as they look into different outputs of the beam splitter assembly. Finally, the verification section 
will review data and calculated Stokes images of a controlled polarized light source. 
 
The second section of chapter 4 will take the polarimetric camera outdoors to observe natural 
and man-made environments. The natural scenes are focused on standing water and muddy paths 
after a heavy rain storm, as well as running water on the Virginia Tech campus. Man-made 
scenes observed include roads, buildings, and vehicles. 
 
The step-by-step process used to collect data with the polarimetric camera can be found in 
Appendix E. 

4.1 Indoor verification and tests 

4.1.1 Image alignment between Firefly cameras 

Accurate alignment is a requirement for the polarimetric camera system to function properly. 
There were several sources of error that contributed to the amount of correction needed in 
software. 
 
The most common source of error in aligning the Firefly MV cameras was in the clearance holes 
needed to secure the cameras to the base plate with screws. Since a certain amount of tolerance is 
needed to allow the screws to slide smoothly through the plate and into the cameras, exact 
placement of the cameras relative to each other is not possible. In addition to the mounting hole 
error, the aluminum angle used as the bracket was found to be slightly acute and not at a true 90° 
angle. This caused a larger vertical error in Camera 3 compared to Camera 1 and Camera 2. The 
final source of error was discovered in the lenses used on the Firefly MVs. The inexpensive CS-
mount lenses purchased for the cameras shifted the images slightly as the focus ring was rotated. 
However, the lenses tended to shift the image equally when all the lenses were set to the same 
focus point. In the future, this could be avoided with higher quality lenses. 
 
Initial alignment of the cameras was done by hand, one camera at a time. The reference camera 
was assumed to be Camera 0, with the other three cameras attempting to align to it. The image 
from Camera 1 was subtracted from Camera 0. The resulting image from the subtraction would 
clearly show any horizontal or vertical errors when looking at objects in the scene with 
horizontal or vertical features. Figure 44 shows a sample scene taken with Camera 0 and Camera 
1. The window frame, which contains the horizontal and vertical features that will be examined, 
is approximately 13 feet away from the camera. 
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Figure 44: A typical scene looking from Randolph Hall towards Whittemore Hall at Virginia Tech. 

In this image, the dark window frames in the foreground clearly stand out from the brighter 
building in the background, making it ideal for alignment. The subtracted image is shown in 
Figure 45. 

 
Figure 45: The subtracted image from Camera 0 and Camera 1. 

The white areas in Figure 45 show where the images from Camera 0 and Camera 1 are out of 
alignment. In order to align the images, they had to be shifted in the X and Y directions. This 
was accomplished by placing the original 640x480 image array centered in a 744x560 blank 
image array. This places a buffer area around the images that lets the user move an image up to 
40 pixels in any direction. An example image with the blank border is shown in Figure 46. 
 

 
Figure 46: A raw image placed into a larger image array. 

The border gives a buffer area for the image to move into as it is shifted around during 
alignment. Each camera is shifted relative to the image from Camera 0. After the image was 
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shifted to align the edges, the image in Figure 45 went dark, with no white areas showing an 
overlap. 
 
To determine the amount of pixel shift needed for objects at varying distances, the camera was 
pointed at a standard grid target commonly used in characterizing stereo camera rigs or lenses. 
The sharp, contrasting horizontal and vertical lines produced by the checkerboard provides a 
good target to identify areas of misalignment. An image of the test setup is shown in Figure 47.  
 

 
Figure 47: An image showing the test setup used to determine pixel shift at various distances. 

A sample image of the grid as observed by Camera 0 and Cameras 1 at five feet is shown in 
Figure 48. 
 

 
Figure 48: The calibration grid as observed by Camera 0 (left) and Camera 1 (right) at a distance of five feet. 

Again, the images were subtracted and displayed in real time as pixel shifts and affine transforms 
were introduced to line up the horizontal and vertical edges of the grid. The subtracted image 
before alignment is shown in Figure 49.  
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Figure 49: The subtracted image from Camera 0 and Camera 1 of the grid shown in Figure 48. 

The white gaps are areas of misalignment that are present before the software alignment. After 
alignment, the white gaps disappear, leaving behind a dark image. The calibration grid target was 
placed at distances of 5, 10, 15, 20, 25, 30, 40, and 50 feet away from the camera. The program 
was reset at each distance to start the calibration process with zero pixel shifts in any direction. A 
graph showing each camera’s pixel shift in the X and Y directions is shown in Figure 50. 
 

 
Figure 50: A graph showing the relationship between the amount of pixels Cameras 1-3 had to be shifted to align with Camera 0. 

Figure 50 shows the relationship between object distance and the amount of shifting each image 
has to go through to be aligned with one another. The most important takeaway from Figure 50 is 
that all the cameras reached a “steady state” where the amount of pixel shift stayed the same or 
within one pixel. At about the same distance, the focus distance on the lenses reached infinity, 
meaning that all objects beyond about 25 feet came into focus. Any objects beyond this point 
will be in focus. 
 
The amount of physical space that is observed by a single pixel at 50 feet is much larger than at 5 
feet, so less correction was needed. Eventually, the target grid would converge into a single pixel 
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located at the same point in all four cameras. This means that in a future version of the 
polarimetric camera, careful lens and camera selection can be combined with an assumption that 
any targets of interest would be at some minimum distance away from the sensor. This would 
mean only one initial calibration would be needed which would hold true for objects at that 
minimum distance and beyond. This calibration process only takes a few minutes and can be 
done with little training beforehand. 
 
A similar design decision that is commonly made for cameras on a UGV is to set the lens focal 
point to infinity focus. This would ensure that anything the camera looks at beyond its infinite 
focus location would be in focus, which is useful for a UGV that is looking several tens of 
meters ahead for objects. 
 

4.1.2 Intensity differences between cameras 

When testing first started, an apparent difference in intensity was immediately obvious between 
the raw images when the cameras were set to identical exposures. To quantify the difference, the 
camera was pointed at an unpolarized light source, a standard CFL light bulb. The raw images 
are shown in Figure 51. 
 

 
Figure 51: A set of raw images of a CFL light bulb taken with the prototype polarimetric camera. 

The Firefly MV cameras were commanded to their fastest shutter speed, lowest gain and 
exposure settings, and maximum brightness setting. Camera 3 immediately stands out as much 
darker than the other three cameras. Camera 2 is slightly darker than Camera 0 and Camera 1, 
which are indistinguishable between each other. 
 
Using MATLAB, the mean intensity value of each image was calculated, listed in Table 3. The 
values range from 0 to 1 due to how MATLAB handles the double data type. 
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Table 3: Mean intensities of each camera of the scene in Figure 51. 

Camera Mean Intensity Percent Difference From Max 
Camera 0 0.0559 5.6 
Camera 1 0.0592 0 
Camera 2 0.0458 22.7 
Camera 3 0.0278 53.1 

  
The mean values verify the visual observations of each camera, with a small difference between 
Camera 0 and Camera 1, and much larger differences between Camera 2 and Camera 3. 
A second image set is shown in Figure 52. 
 

 
Figure 52: A set of images taken looking from inside Randolph Hall towards Whittemore Hall at Virginia Tech. 

The images in Figure 52 were taken with brightness, exposure, and gain settings set to their 
minimum values and shutter speed set to 0.625ms. The differences in average intensity are listed 
in Table 4. 
 
Table 4: The mean intensities of the images in Figure 52. 

Camera Mean Intensity Percent Difference From Max 
Camera 0 0.3848 0 
Camera 1 0.3639 5.43 
Camera 2 0.2953 23.26 
Camera 3 0.0396 89.70 

 
The difference between Camera 0, Camera 1, and Camera 2 were all similar to the values in 
Table 3, with the main difference being the reversal of Camera 0 and Camera 1 as the brightest 
in the group. Camera 3 was again the darkest image, this time 89% darker than the brightest 
image. 
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The intensity difference is most likely due to the beam splitter assembly used in the camera. The 
two darker cameras, Camera 2 and Camera 3, both observe light that has been first reflected in 
beam splitter #1 before splitting in beam splitter #3. 
As shown in Figure 53, the light reflected from beam splitter #1 enters beam splitter #3, where it 
is transmitted into Camera 2 and reflected into Camera 3, located above it.  
 

 
Figure 53: A top-down view of the beam splitters, labeled 1 through 3. 

Camera 0 and Camera 1 observe light that is first transmitted through beam splitter #1 before 
being split in beam splitter #2. In addition, Camera 3 looks downward into the aluminum base 
plate, while the other three do not.  
 
To ensure that the cameras themselves were not faulty, Camera 2 and Camera 3 had their 
locations swapped. No intensity difference was observed and the cameras were switched back. 
The intensity drop was also observed without the filter holder box in place, indicating that the 
box and polarizing filters were also not the cause of the intensity difference. 
 
The beam splitters are non-polarizing 50:50 beam splitting cubes from ThorLabs.  They have an 
anti-reflective coating on them that is effective from 400-700nm. The transmission graph for the 
beam splitter is shown in Figure 54. 
 

 
Figure 54: The transmission graph for the ThorLabs 50:50 non-polarizing cube beam splitter [42]. 
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Looking at the transmission graph, the percent transmitted drops off as wavelength increases. 
This means that as wavelength increases, more of the light should be reflected versus 
transmitted. However, in tests, the drop off does not account for the dramatic drop off in 
intensity in the images from the Firefly cameras. 
 
To characterize how the beam splitters change the wavelengths of light that pass through them, 
an Ocean Optics visible spectrometer was aimed into the beam splitter assembly where Camera 3 
and Camera 0 are located. A white LED light source was aimed into the front of the camera, 
which has a spectral response shown in Figure 55. 
 

 
Figure 55: The spectral response of the white LED aimed into the beam splitter assembly. 

The spectral response observed through the beam splitter assembly is shown in Figure 56. 

 
Figure 56: The spectral response of a white LED observed from the point of view of Camera 0 (left) and Camera 3 (right). 

While there is a difference in the intensity of the spectrometer reading between Camera 0 and 
Camera 3, there is no strong difference in the wavelengths that each camera is observing. 
 
For the purposes of observing the polarization states of various objects or scenes, the camera 
could still be used as long as the intensities of each Firefly camera were matched beforehand. 
This was accomplished by observing a non-polarizing scene, such as a blank wall indoors or by 
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pointing the camera straight down at the ground, and adjusting exposure levels of each camera so 
that the mean intensities of each camera’s image were equal. The camera was then able to be 
pointed at the scene of interest to measure its polarization characteristics.  

4.1.3 Stokes images of a polarized light source 

Using a similar technique applied in Section 3.2.8, we can verify that the Stokes parameters are 
calculated as we expected. The same set of images of an LCD screen with -45° polarization is 
shown in Figure 57. The images were taken after camera intensities were equalized on a non-
polarized source and aligned. The borders of some images have areas where the alignment 
process overlapped an edge with a blank border, resulting in incorrect data that would normally 
be ignored. 
 

 
Figure 57: A set of raw images of a -45° polarized LCD monitor. (top left) Camera 0, (top right) Camera 1, (bottom left) Camera 
2, (bottom right) Camera 3. 

We can see again that the image from Camera 2, which has a 45° polarizer over it, is very dark 
compared to the other three cameras. This is because the -45° polarizer over Camera 2 is at a 90° 
angle to the 45° polarization of the monitor, effectively filtering out all the light from the 
monitor. Camera 3 has the highest intensity because its -45° polarizing filter matches the 
polarization angle of the monitor at -45°. The calculated Stokes images are shown in Figure 58. 
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Figure 58: Stokes images of a -45° polarized LCD monitor. The images are shown on a scale of  0 to 1, truncating any negative 
values for visualization purposes. (top left) S0, (top right) S1, (bottom left) S2, (bottom right) S3. 

Looking at the Stokes images, there are several conclusions that can be made. First, we can see 
that overall value of S1 is very close to zero. This is expected because the intensities of Camera 0 
and Camera 1, the horizontal and vertical polarized cameras, are about equal because they are 
each capturing about half of the intensity of the -45° polarized light. Since their intensities are 
about equal, their subtracted values come close to cancelling out. Using MATLAB, the 
calculated mean intensity of S1 is -0.0093. 
 
Second, S2 also appears dark. S2 is calculated by	2�A � �0. Because the mean value of Camera 2 
is very close to 0, S2 drops into the negatives when S0 is subtracted, with a mean value of -
0.0608. This correlates with the fact that the camera was looking at a -45° strongly polarized 
source of light. A larger negative value in S2 means that the light entering the camera has very 
little polarization at a 45° angle. 
 
Third, S3 has a very high overall value, calculated by 2�B � �0. Since Camera 3 had the highest 
intensity out of all the cameras, S3 returns a positive overall value, with a mean of 0.1207. This 
is expected because the polarization of the monitor is at a -45°, which is the same angle that 
Camera 3’s filter is set at. The positive value in S3 correlates with a strong -45° polarization, 
much like how a negative value in S2 means the polarization is not at a 45° angle. 
 
The degree of polarization, listed in Equation (3.14), can also be calculated from the Stokes 
parameters. To show this, the camera was aimed to include both polarized and non-polarized 
sources, an LCD monitor and a cinderblock wall. The raw images are shown below. The monitor 
was displaying a blank white area to make visualization easier.  
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Figure 59: A set of raw images of a -45° polarized LCD monitor on the left and a cinderblock wall on the right. (top left) Camera 
0, (top right) Camera 1, (bottom left) Camera 2, (bottom right) Camera 3. 

As before, the -45° polarized image from Camera 3 is the brightest and the 45° polarized image 
from Camera 2 is the darkest, with the intensities of the horizontal and vertical images from 
Camera 0 and Camera 1 in between. The Stokes images calculated from these images are shown 
in Figure 60. 
 

 
Figure 60: Stokes images of a -45° polarized LCD monitor and cinderblock wall. (top left) S0, (top right) S1, (bottom left) S2, 
(bottom right) S3. 

Looking at the Stokes images, S0 and S3 have a higher intensity than S1 and S2, which are close 
to zero intensity. The degree of polarization image is shown in Figure 61. 
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Figure 61: The degree of polarization image of an LCD monitor on the left and a cinderblock wall on the right. 

As we expect, the area of the image that contains the LCD monitor has a high degree of 
polarization compared to the cinderblock wall and the frame of the monitor. The average degree 
of polarization value of the LCD screen is 0.9225, compared with the wall at 0.1185.  This 
confirms that the light from the LCD monitor is highly polarized light and the light coming from 
the wall is not. 

4.2 Polarization in the outdoors 

This section will review scenes and images taken outdoors at various time of day. The 
polarization state of many objects depends on the angle of the camera relative to the position of 
the sun in the sky. Regardless, polarization remains an intriguing source of information that 
could potentially be applied to a future unmanned ground vehicle in a system that uses methods 
to segment images from each other using intensities or more complex techniques such as 
machine learning algorithms that can pick up more subtle differences between images and use 
prior knowledge to make its decisions. 

4.2.1 Mud and Still Water 

To observe standing water in a natural environment, data was taken at the Drillfield on Virginia 
Tech’s campus after 36 hours of heavy rains had swept through the area. Several places on the 
Drillfield had standing water more than an inch deep, while other places were muddy from 
students walking to class through the field. The sun was at an elevation of about 37° above the 
horizon in the western part of the sky and was not covered by clouds. 
 
A muddy path surrounded by grass was observed from various directions relative to the sun. The 
path and the surrounding grass are shown in Figure 62 below. 
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Figure 62: An image of the type of muddy path on the Drillfield at Virginia Tech after heavy rain. 

The degree of polarization of the muddy path taken from the same point of view as Figure 62 is 
shown in Figure 63. 
 

 
Figure 63: The S0 Stokes image (left), degree of polarization (center), and polarization contrast (right) of the muddy path. 

In this figure, the sun is to the left of the image. We can clearly see that the muddy area is 
brighter than much of the surrounding grass. There is also a high polarized response in the grass 
towards the bottom of the image, where it was still wet from the rain. The polarization contrast 
image of the same scene is darker than the degree of polarization, but the muddy path is still 
contrasted with the grass. 
 
After the rain storm, there were also several areas of standing water. An example image is shown 
in Figure 64. 
 

 
Figure 64: S0 image (left), degree of polarization (center), and polarization contrast (right) of standing water on the Drillfield. 
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In the image, we can see that the standing water has a high degree of polarization but a low 
polarization contrast. When we view the same standing water from different angles in Figure 65 
and Figure 66, we can see how the degree of polarization changes. 
 

 
Figure 65: S0 image (left), degree of polarization (center), and polarization contrast (right) of standing water on the drillfield. 

 
Figure 66: S0 image (left), degree of polarization (center), and polarization contrast (right) of standing water on the drillfield. 

The change in polarization of the standing water agrees with the results shown by Rankin and 
Matthies in 2008[24]. The apparent polarization of standing water is highly dependent on the 
angle the camera makes with the water and the position of the sun in the sky. The next set of 
images was taken at a higher angle from the Pylons that overlook the Drillfield on the Virginia 
Tech campus. 
 

 
Figure 67: Standing water and mud on the drillfield when viewed from above. 

Both the muddy areas and the standing water are highlighted when viewed from a higher angle. 
This could be because the viewing angle to the water is closer to Brewster’s angle than when 
viewed from the ground. The muddy path on the top of the image is also very visible. This could 
be an indication that a polarimetric camera on a UGV should be mounted as high as possible to 
create a viewing angle closer to Brewster’s angle. 
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4.2.2 Moving water 

An important obstacle of interest for an unmanned ground vehicle is small bodies of water that 
could pose problems, such as streams or rivers. The camera was taken to Stroubles Creek on the 
Virginia Tech campus to evaluate its performance in detecting water features. The results 
showed that moving water was easily detected using the degree of polarization and the 
polarization contrast functions. 
 
The first set of images was taken looking down the length of Stroubles Creek in the early 
afternoon with the sun behind a cloudbank. The water in Stroubles Creek was running and not 
standing water. The sun was roughly in front of the camera looking towards the southwest at an 
altitude of 61° in the sky. The camera was approximately 10 feet above the water on the bridge 
that crosses over Stroubles Creek next to West Campus Drive. The raw images are shown in 
Figure 68. 
 

 
Figure 68: The four images from each camera looking down Stroubles Creek.(top left) Horizontally filter (top right) Vertically 
filter (bottom left) 45° filter. (bottom right) -45° filter. 

The raw images show Stroubles Creek as it moves away from the camera. The tree in the top 
right is approximately 100 feet away from the camera. The camera exposures were equalized 
manually before taking data by pointing the camera straight down at the ground at a concrete 
sidewalk. The intensity level was set to provide a well exposed image in S0. The Stokes images 
calculated from the images in Figure 68 are shown below. 
 



 64

 
Figure 69: The Stokes vectors calculated from the images in Figure 68. From the top left going clockwise: S0, S1, S3, S2. 

The degree of polarization image calculated from the Stokes images is shown in Figure 70. 
 

 
Figure 70: The degree of polarization calculated from the Stokes images in Figure 69. 

We can immediately see that the degree of polarization has highlighted the water’s surface 
compared to the surrounding grass. The surface of the water has values in the 0.4 to 0.6 range 
while the grass has values below 0.1. This strongly suggests that the light reflecting off the 
surface of the water is at least partially polarized while most of the light from the surrounding 
land is not. To make sure that the data from Camera 3 is not providing false data due to its 
corrected exposure, we removed the S3 term from the degree of polarization equation. The 
resulting image is shown in Figure 71. 
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Figure 71: The degree of polarization image calculated without the S3 term. 

With only S0, S1, and S2 terms, the degree of polarization of the image still shows that the 
water’s surface is different than the surrounding land, although at a muted intensity. The water’s 
surface has values in the 0.1 to 0.3 range, while the grass still is below 0.1. 
 
The “Polarization Contrast” method proposed by Matthies [24] and detailed in Section 2.4.1 is 
applied to the same scene in Figure 72. 
 

 
Figure 72: A polarization contrast image of Stroubles Creek. 

The polarization contrast only uses the horizontal and vertical polarization images, which 
assumes that there is a difference in polarization between them to make its distinction. This 
proves to be correct, with the average value of the water’s surface above 0.1 and the average 
value of the grass around 0.01. This method would prove useful if the intensity differences 
between four cameras using the beam splitter assembly could not be easily resolved. A 
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simplified version of the polarization camera could implement this technique with just two 
cameras, two filters, and one beam splitter. 
 
The degree of polarization of the water appears to be resistant to whether the sun was visible or 
behind clouds, as shown in Figure 73. 
 

 
Figure 73: The degree of polarization of Stroubles Creek with the sun behind clouds (left) and the sun visible (right). 

The degree of polarization remains high on the surface of the water in both images compared to 
the surrounding grass in both bright sunlight and with the sun behind clouds. The intensity of the 
degree of polarization was lower behind clouds, but still significantly higher than the grass. 
 
The degree of polarization also appeared to be independent of the location of the sun relative to 
the body of water and to the camera. The camera was moved to the side of Stroubles Creek, 
shown in Figure 74. 
 

 
Figure 74: The polarimetric camera at Stroubles Creek. 

While the previous were taken with the water, camera, and sun all relatively lined up with each 
other, the scene in Figure 75 was taken with the Sun to the left of the camera. In the raw images 
are in Figure 75, the camera is looking roughly north-northwest while the sun is in the 
southwestern part of the sky at an elevation of about 58°. 
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Figure 75: Stroubles Creek viewed perpendicular to the Sun, located to the left from this point of view. 

From the raw images, the degree of polarization was calculated, shown in Figure 76. 
 

 
Figure 76: The degree of polarization of Stroubles Creek viewed perpendicular to the sun. 

From these images, we see that the degree of polarization of the water’s surface remained higher 
than the surrounding grass when viewed at a different angle relative to the sun. 

4.2.3 Man-made objects 

A polarimetric camera can add additional information for computer systems in a UGV to make 
better decisions. One common example for UGVs is road detection. 
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Figure 77: A pair of image of West Campus Drive at Virginia Tech. (left) Horizontal polarized image. (right) Vertically 
polarized image. 

To the untrained eye, the images in Figure 77 look like typical images of a road passing through 
campus. If we apply a simple polarization contrast technique from Equation (2.3) to the pair of 
images, we get the resulting image in Figure 78. 
 

 
Figure 78: A polarization contrast image of West Campus Drive on Virginia Tech’s campus. 

As we can see, the road clearly stands out from the rest of the scene. This is due to the angle the 
road is making with the sun, producing some glare on its surface. The walking path to the right 
of the road also stands out from the grass it cuts through. The painted lines on the road are also 
clearly visible as different from the road surface. We can also see that the building behind the 
road stands out, including through one of the trees, because of the light filtering through the leaf-
less branches.  
 
Besides roadways, cars are another typical object of interest for many UGV platforms. Human 
drivers often employ polarized sunglasses to reduce glare and make it easier to see while driving 
on sunny days. For a computer system, the polarization of reflections on a vehicle could 
potentially provide useful information. A sample image of a vehicle is shown in Figure 79 
below. 
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Figure 79:  A set of polarized images of a typical van. (top left) Horizontally polarized. (top right) Vertically polarized. (bottom 
left) 45° polarization. (bottom right) -45° polarization. 

The scene of the vehicle in Figure 79 was taken in mid-afternoon with the sun oriented towards 
the left side of the image. Using these images, the Stokes parameter images can be calculated, 
shown in Figure 80. 

 
Figure 80: The stokes parameters calculated from the images in Figure 79. (top left) S0. (top right) S1. (bottom left) S2. (bottom 
right) S3. 

As we can see, the windshield of the van shows up as polarized the Stokes images. This 
polarized light is the same effect that is filtered out by polarizing sunglasses that are popular with 
drivers. A similar effect is seen in the cars in Figure 81. 
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Figure 81: Raw images of cars on West Campus Drive at Virginia Tech. 

The polarization contrast image calculated from the horizontal and vertical images are shown in 
Figure 82. 
 

 
Figure 82: The polarization contrast image of the same scene shown in Figure 81. 

Looking at the polarization contrast, we can clearly see that the windshields of the cars facing the 
camera are highlighted compared to the rest of the scene. The minivan in the center of the image, 
however, does not, indicating that this polarization could be dependent on the angle of the glass 
to the camera relative to the sun. However, this still is potentially useful information for a UGV 
looking to classify objects in a road environment.
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5 Results 
The experiments in Chapter 4 proved the feasibility of using a beam splitter system as the core of 
a low cost polarimetric camera. With a few preparation steps, the current camera could calculate 
real-time polarization data and display it to a user or save it to disk. The beam splitter design 
used in this thesis could become the core of a future camera design for use on a UGV. Chapter 5 
will review the results from the experiments of the previous chapter. 

5.1 Camera Alignment 

The requirements in Section 3.2.1 stated that the images from each of the cameras in the overall 
polarimetric camera system had to be registered to each other so that the same pixel in each 
camera corresponded to the same point in space. 
 
The alignment tests in section 4.1.1 showed that the image alignment error between t Firefly 
cameras reached a steady state once a certain distance from the camera was achieved. After the 
object was at least 25 feet away, the amount of pixel shift needed to align the images to each 
other in software stayed constant, whether the object was at 30 feet or 50 feet from the camera.  
 
This would allow for a future polarimetric camera to have a preset minimum effective distance 
for it to function, similar to how a current camera can have its focus distance set beforehand. 
Once this minimum distance is established, calibration can be permanently set and remain valid 
for any distances beyond this minimum distance while the vehicle is used. This minimum 
distance is also related to the focal length used, which can be adjusted based on future 
requirements set by a new UGV development program. This required calibration is similar to the 
calibration that has been necessary with current camera sensors on the UGVs previously tested at 
the Mechatronics Lab at Virginia Tech. 

5.2 Artificially Polarized Light Source 

Once a method for camera alignment was developed, the next test took images of a light source 
with known polarization, an LCD monitor at -45° linear polarization. The Stokes vector of a 
fully polarized source can be easily calculated, as shown in Section 3.1.3. When images of the 
LCD monitor were taken with the polarimetric camera, it produced images that correlated with 
what was expected. The -45° filtered image let almost all the light from the monitor through, the 
45° image stopped most of the light from passing through, while the 0° and 90° filtered images 
let about half as much light in as the -45° image. This set of images produced a set of Stokes 
images that correctly corresponded with a -45° polarized light source. The camera was then 
ready to begin collecting data from outdoor scenes. 

5.3 Water and Mud 

The data taken with the polarimetric camera showed potential for detecting mud and standing 
water surrounded by grass. The degree of polarization and polarization contrast of mud had a 
high amount of contrast when compared to the surrounding ground. For a UGV, this is 
potentially very useful information. 
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When the polarimetric camera observed standing puddles of water, results were mixed. The 
degree of polarization and polarization contrast of the water stood out from the surrounding 
grass. However, the intensity that the water stood out varied greatly depending on the position of 
the sun with respect to the camera and the water. This agrees with the results of Rankine and 
Matthies discussed in Section  2.4.1. 
 
Images taken of running water proved to be different than standing water. The degree of 
polarization and polarization contrast images calculated from the Stokes images taken by the 
camera showed that the running water stood out very clearly from the surrounding ground. The 
degree of polarization and polarization contrast of the running water remained high even when 
looking at the water from different angels, as well as with the sun both behind clouds and shining 
directly. This indicates that the ability to detect running water could be more robust than standing 
water. 
 

5.4 Man Made Objects 

Finally, the polarimetric camera observed scenes that had roads and vehicles in the image. A 
special case was observed where an inclined road produced visible glare in the 0° polarization 
image but almost no glare in the 90° polarization image. When the polarization contrast of the 
scene was calculated, the road clearly stood out from the rest of the scene. 
 
Data taken at other times of day showed that the degree of polarization of highly reflective 
objects such as car windshields also stood out from the rest of the scene. Polarizing sunglasses 
are commonly used by drivers to cut down on glare on the road. The polarimetric camera was 
able to detect this and display it in the form of a higher degree of polarization. This could be used 
on a UGV that travels in an urban environment to provide more information for the UGV about 
objects that it is detecting. 
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6 Conclusion 

6.0 Summary of Chapter 

Chapter 6 will summarize the methods used to design and assemble the polarimetric camera. It 
will then review the results from the polarization data collected by the camera. Finally, chapter 6 
will review potential future work for the next generation of the low cost polarimetric camera and 
areas of improvement to the camera itself. 

6.1 Polarimetric Camera Design and Assembly 

Overall, the polarimetric camera design was successful. It provided real time polarimetric data at 
an order of magnitude less cost than commercially available cameras. It was able to use four 
different cameras to look at the same scene with different polarizing filters applied to each input. 
The beam splitter method of registering images worked with some drawbacks. The beam splitter 
alignment required careful machining of the beam splitter assembly with a relatively high degree 
of accuracy. The beam splitters also had to be secured using a two-part epoxy, making any errors 
permanent and any changes to their alignment impossible once set. The base plate had a ¼-20 
tapped hole in the center that allowed it to be easily mounted on a standard tripod for collecting 
data. 
 
The major issue with the beam splitter assembly was the large change in intensity between 
cameras looking at different outputs of the assembly. This occurred because the beam splitters 
used in the camera are not ideal and reflect and transmit light in different amounts. Cameras 2 
and 3, which light that was reflected in the first beam splitter, were noticeably darker than 
Cameras 0 and 1, which viewed light that was transmitted through the first beam splitter. Camera 
3, which viewed light that was reflected twice, was the darkest out of all the cameras. 
 
In order to be used as a sensor in a UGV, the intensity difference must be corrected, either 
physically with a different beam splitter design, or in software by characterizing the difference 
and applying a correction. For this prototype, manually correcting the camera intensities before 
taking data was sufficient and provided good polarimetric results. The camera intensities were 
corrected by observing a uniform, unpolarized surface, such as looking straight down at grass 
outside or at a blank wall indoors. The mean intensity and histogram of each camera feed was 
calculated and displayed to the user in real time to aid this process. 
 
The filter holder system, once linear polarizing film was used instead of uncounted glass 
polarizers, worked well. It was difficult to accurately set tolerances for the additive 
manufacturing process used to create the filter box, which made setting glass polarizing filters 
difficult as some of the openings were slightly too small. To work around this problem, linear 
polarizing film was adhered to the outside of the opening instead forcing a glass filter into the 
opening as originally designed. The filter holder box also kept out stray light while protecting the 
beam splitter assembly from errant touches. 
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6.1.1 Overall Cost 

The first requirement listed in Section 3.2.1 was that the polarimetric camera had to be low 
compared to commercially available cameras. A summary table of the component cost of the 
polarimetric camera can be seen in Table 5 
 
Table 5: List of components in the polarimetric camera and their part cost 

Component Price How many Total 

Point Grey Firefly MV Camera $250.00 4 $1000.00 
ThorLabs 50/50 20mm non-polarizing beam splitter $181.50 3 544.50 
Cargille Refractive Index Matching Fluid $63.75 1 $63.75 
Thorlabs 2x2” linear polarizing film $8.00 4 $32.00 
Aluminum and Machine Shop $317.96 1 $317.96 
Right angle USB Cables $8.85 4 $35.40 
7-port USB Hub $28.99 1 $28.99 
TI MSP Launchpad $9.99 1 $9.99 
16mm CS-mount lens $13.95 4 $55.80 
Total Cost   $2088.39 

 
The largest portion of the total cost was the Firefly MV cameras, followed by the beam splitters 
and the cost of machining the aluminum base plate. The total component cost of the polarimetric 
camera was $2088.39. This does not include the cost of the filter holder, which was printed on a 
Virginia Tech FDM machine. If it was purchased commercially, it would add approximately $31 
to the total cost. The cost of software is free as both the QT IDE and OpenCV libraries are freely 
available at no cost. The Point Grey FlyCapture SDK is free to download from the Point Grey 
website. 
 
At an order of magnitude less than what was quoted for a commercially available polarimetric 
camera, the camera designed and build for this thesis achieved its goal of low cost by a large 
margin. Even with higher quality parts, a future version of the camera would still come in well 
below commercial cost and provide more flexibility in how it is used. If the camera was 
produced commercially, larger volume builds would further lower cost as price breaks come into 
effect when ordering higher quantities of components. 

6.2 Future work 

The polarimetric camera constructed for this thesis has proved to be a functional sensor design 
that could easily be adapted for use on a future unmanned ground vehicle platform. There are 
several areas where future work for the polarimetric camera system can be targeted, which are 
detailed below. The current four camera design has several improvements that could be made to 
improve its results. There is more work that can be done in obtaining larger data sets of filtered 
images of a wide variety of scenes and locations to continue to test the camera’s effectiveness 
and to provide a large enough data set for future machine learning algorithms to use. 

6.2.1 Redesign of beam splitter platform 

In future iterations of the polarimetric camera, the beam splitter platform could be redesigned to 
take up less space. The current beam splitter platform design was originally sized to incorporate 
a mechanical clamp to hold the beam splitter assembly together. However, the clamping 
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mechanism did not work as designed, necessitating the use of epoxy instead. Epoxy holds the 
beam splitter assembly together very well and would be the primary method of attachment in a 
future iteration of the camera. The areas that would be eliminated from the beam splitter platform 
are located around the edges of the platform.  
 
The largest areas that would be removed are on the left side of Figure 83, on the back side of the 
beam splitter assembly.  
 

 
Figure 83: A CAD screenshot of the beam splitter platform and assembly.  

The new beam splitter platform edge would be lined up with or only slightly beyond the back 
face of the beam splitters. On the front side of the beam splitter platform, towards the right of the 
figure, the raised stops that the beam splitters are aligned to could be reduced in thickness. 
Overall, several millimeters of space would be saved in each direction, which would directly 
translate in being able to position the cameras closer to the beam splitters themselves, potentially 
allowing for a wider field of view and reducing the overall space of the polarimetric camera 
system. It would also allow for larger lenses to be used. 

6.2.2 Redesign of filter holder 

The current filter holder used on the polarimetric camera worked fairly well. It held the 
polarizing filters and protected the beam splitter assembly both from inadvertent contact by a 
user as well as shielded it from ambient light. The filter holder was printed out of ABS plastic on 
a Stratasys 768 FDM at Virginia Tech and would be inexpensive to have made commercially. 
The filter holder fit snugly onto the beam splitter platform, requiring the use of no screws to hold 
it down and made it easy to install and remove. 
 
In the future, some improvements can be made to make orienting linear polarizing filters easier, 
as well as allow filters to be easily replaced. Currently, the linear polarizing filters are fixed 
directly to the filter holder box and cannot be removed. A drop-in or screw-in filter would be a 
better solution for the next iteration of the design.  
 
The beam splitter assembly, coupled with the filter holder, allows for the basic design of the 
camera to be used for other research, not just polarimetric. For example, because the Firefly MV 
cameras are sensitive to both visible and near-infrared light, bandpass filters could be placed in 
front of each camera to segment out different wavelengths of interest. It would also allow a user 
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to swap different sets of filters for different experiments or tests without the need for multiple 
filter boxes or any adhesives. The polarimetric camera would then become a multispectral 
camera. Changing the filter holder design to facilitate this would be a beneficial next step in a 
future camera. 

6.2.3 Alternative camera and lens selection 

While redesigning the beam splitter platform could allow for some space savings, the largest 
contributor to volume consumed was the Firefly MV cameras and lenses. In the future, a board 
level camera could be used, such as the Point Grey Dragonfly2, which provides similar sensing 
characteristics in a smaller form factor. The smaller size comes at the expense of some protection 
to the camera components, as well as more difficulty in mounting the camera itself.  
 
The current lenses used on the polarimetric camera, while inexpensive, had some issues with 
image quality and shifting as the focus ring was turned. In the future, spending more on higher 
quality lenses would prove to be very beneficial. Alternatively, if space was as a premium, a 
camera such as the Dragonfly2 could also accept microlens mounts, which would save space 
with smaller lenses. 

6.2.4 Polarization data sets and other polarizing sources 

The polarization camera could be used to obtain large quantities of data that would be useful for 
a machine learning algorithm. Machine learning uses prior knowledge, such as a database of 
correctly classified images, to interpret and process new data [45]. A machine learning algorithm 
could use the polarization data from the camera as one of many sources of information for object 
classification, an important part of autonomy for unmanned systems. The new information 
provided by the Stokes images from the camera could provide the extra data needed to classify 
areas of an image that traditional camera systems could not classify on their own. 
 
The polarization data sets could be expanded to cover subjects beyond simply the water and 
vehicles discussed in this thesis. Any shiny, reflective object has potential to be detected using a 
polarimetric camera. This could include windows in buildings, sunglasses on a person, certain 
paint finishes, and more. In a different direction from pure obstacle sensing, a future iteration of 
the polarimetric camera could be used as a navigation tool using the polarization of the sky [46], 
much like the honeybees discussed in Section 2.2.1. 
 

6.2.5 Simplified design 

Images of water in section 4.2.2 showed that detection of moving water could be done with just 
horizontal and vertical filters using polarization contrast. Section 4.2.3 showed the potential for 
detecting automobile windshields using the same method. A simpler polarimetric camera could 
be designed using only one beam splitter and two cameras. With two linear polarizing filters 
instead of four, the simpler design would not be able to fully characterize the state of polarization 
of a scene, but would have less sources of error with image intensity and camera alignment. A 
simpler design could also allow for the use of wider angle lenses, as they would only have to 
look through one beam splitter instead of two. 
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APPENDIX A: Typical Stokes and Jones vectors for polarized light 
 
Polarization State Stokes vectors Jones Vectors 
Horizontal polarization C1100D :10; 
Vertical polarization C 1−100 D :01; 
45° polarization C1010D 

1√2	 :11; 
-45° polarization C 10−10 D 

1√2	 : 1−1; 
Right-handed circular 
polarization C1001D 

1√2	 : 1−Y; 
Left-handed circular 
polarization C1001D 

1√2	 :1Y ; 
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APPENDIX B: Typical Jones and Mueller Matrices 

Linear Optical Element Jones Matrix Mueller Matrix 

Horizontal Linear Polarizer :1 00 0; 12 C
1 1 0 01 1 0 00 0 0 00 0 0 0D 

Vertical Linear Polarizer  :0 00 1; 12 C
1 −1 0 0−1 1 0 00 0 0 00 0 0 0D 

45° Linear Polarizer 
12 :1 11 1; 12 C

1 0 1 00 0 0 01 0 1 00 0 0 0D 
-45° Linear Polarizer 

12 : 1 −1−1 1 ; 12 C
1 0 −1 00 0 0 0−1 0 1 00 0 0 0D 

Quarter-wave plate, fast axis 
vertical 1
Z/>	 :1 11 −Y; 12 C

1 0 0 00 1 0 00 0 0 10 0 −1 0D 
Quarter-wave plate, fast axis 
horizontal 1
Z/>	 :1 11 Y ; 12 C

1 0 0 00 1 0 00 0 0 10 0 −1 0D 
Homogeneous right-handed 
circular polarizer 

12 : 1 Y−Y 1; 12 C
1 0 0 10 0 0 00 0 0 01 0 0 1D 

Homogeneous left-handed 
circular polarizer 

12 :1 −YY 1 ; 12 C
1 0 0 −10 0 0 00 0 0 0−1 0 0 1 D 
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APPENDIX C: MSP430 Source Code 
The MSP430 trigger board was programmed in C using Texas Instruments’ Code Composer 
Studio. 
 
/* 

 * Simple Camera Trigger - Mark Umansky - Spring 2013 *  

 * Notes: 1Mhz clock 

 */ 

 

#include <msp430.h> 

int main(void) { 

  WDTCTL = WDTPW + WDTHOLD;               // Stop watchdog timer 

  P1DIR = 255;                            // Set P1.0 to output direction 

  P1OUT = 0; 

 while(1)  { 

   P1OUT = 255; 

   __delay_cycles(5000); 

   P1OUT = 0; 

   __delay_cycles(25000); } 

} 
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APPENDIX D: Camera capture source code 
The source code used to control the polarimetric camera and process the data was developed in 
C++ using the QT Project IDE, which has an easy to use GUI creator. It requires the Point Grey 
FlyCapture2 SDK, QT 5.0.0 IDE, and OpenCV 2.4.3. 
 
The source code for the software written for this thesis can be found at: 
http://filebox.vt.edu/users/mumansky/thesis/ 
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APPENDIX E: Procedure for using the polarimetric camera 
 
There are several short steps needed to set up the prototype polarimetric camera before data 
collection can begin. The entire process can be completed in a few minutes. 
 

1. Power on laptop, plug in USB cable. 

The polarimetric camera receives both data and power through the single USB output from the 
onboard USB hub. Connecting the laptop to the USB hub automatically powers on and starts the 
cameras. The trigger from the MSP430 will also automatically start sending signals to the 
cameras. 
 

2. Open control software and start the program. 

The control software will automatically find the cameras and start receiving data. If a camera is 
not connected, the software will prompt you to check all cables and exit. 
 

3. Focus each lens until subject is in focus across all cameras. 

This step is required to ensure that the scene is in focus across all cameras, providing the best 
possible image quality. The raw images displayed in the software can be used to check focus. 
 

4. Perform image alignment. 

The image alignment discussed in Section 4.1.1is required to provide accurate data for the Stokes 
vector calculation. The image alignment is performed by looking at the subtracted images in the 
tabs highlighted by the red box in Figure 84 and adjusting the correction for Cameras 1 through 3 
by comparing them to Camera 0. The alignment controls are highlighted by the blue box. 
 

 
Figure 84: A screenshot of the control software with image alignment panels highlighted in blue and alignment image tabs 
highlighted in red. 
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For a future camera mounted on a UGV, step 4 would only need to be performed once. Once 
alignment would be set, it would be valid for any objects at its minimum focus distance and 
beyond. 
 

5. Adjust exposures on non-polarized light source. 

When the cameras first power on, they will automatically expose by default. In the raw images, 
their exposures will look the same. In reality, the auto exposure algorithm is adjusting each 
camera’s parameters individually because of the non-ideal beam splitter assembly, which 
destroys any intensity differences due to polarization. Thus, manually setting each camera’s 
exposure is necessary before taking data. The camera parameters for setting exposure are 
highlighted by the blue box in Figure 85. 
 

 
Figure 85: A screenshot of the control software with camera exposure controls highlighted by the blue box. 

To adjust exposure, point the camera at a non-polarized light source, such as straight down 
looking at grass or concrete. Adjust each camera’s exposure parameters for shutter speed, 
exposure, and gain until the average intensities from each image are as close as possible. The 
average intensities are highlighted by the orange box in Figure 85. Once equalized, the camera is 
ready to be pointed up at the scene of interest. In the future, a beam splitter assembly that more 
closely splits light 50:50 would reduce or eliminate the need for this step. 

 
6. Save data to disk.  

Once the camera is pointed at the scene, it is ready to save data to disk. The save path must be set 
beforehand so the program knows what folder to save images in. Checking off the save box in 
the top right corner will start saving all images in real time until the box is unchecked. 


