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(ABSTRACT)

Distributed Transactional Memory (DTM) is an emerging synchronization abstraction that promises to alleviate the scalability, programmability, and composability challenges of lock-based distributed synchronization. With DTM, programmers organize code that read/write shared memory objects, both local and remote, as memory transactions. An underlying DTM framework guarantees atomicity, isolation, and consistency properties for those transactions through speculative concurrency control.

In DTM, restarting an aborted transaction from the beginning can degrade performance as transactional conflicts may have occurred in the later part of the transaction, wasting work. The partial abort method alleviates this difficulty by enabling a transaction to be rolled back to the point where objects in the transaction’s read-set and write-set are still consistent.

In this thesis, we present protocols for supporting partial aborts in QR-DTM, a fault-tolerant DTM that uses quorum protocols for distributed concurrency control in the presence of failures. We focus on two partial abort models: closed nesting, which allows transactions to be nested and inner transactions to be rolled back without rolling back outer transactions; and checkpointing, which allows the transaction state to be saved in checkpoints throughout execution and transactions to be rolled back to those checkpoints. We present protocols that support these partial abort models in QR-DTM, called QR-CN and QR-CHK. We implemented these protocols and conducted experimental studies using macro-benchmarks (e.g., distributed versions of STAMP benchmark), and micro-benchmarks (e.g., distributed data structures). Our studies reveal that QR-CN improves throughput by as much as 101% over flat nesting in specific cases, with an average improvement of 53%.

We also develop QR-ACN, a framework that automatically decomposes programmer-written transactions into closed nested transactions, at run-time, to improve performance. The composition of a closed nested transaction depends on the contention of objects, which can change at run-time depending upon the workload at hand. Our implementation and experimental studies reveal that QR-ACN consistently outperforms flat nesting by an average of 51% on benchmarks including TPC-C.

False conflicts occur when high-level operations, even though semantically independent, traverse the same set of objects during transaction execution. Such conflicts can lead to repeated aborts, increasing transaction execution time and degrading performance, which can be significant in DTM, since transaction execution also includes network communication.
We consider the approach of reducing validation cost for resolving false conflicts. We present three protocols for reducing validation cost in DTM. Our first protocol, QR-ON, incorporates the open nesting model into QR-DTM. Open nesting allows inner-nested transactions to commit independently of their parent transaction, releasing objects in the transaction read-set and write-set early, minimizing aborts due to false conflicts. We then present QR-OON, in which open-nested transactions commit asynchronously so that subsequent transactions can proceed without waiting for the commit of previous transactions. Finally, we present an early release methodology, QR-ER, in which objects that do not affect the final state of the shared data are dropped from the transaction’s read-set, which avoids false conflicts and reduces communication costs. Our implementation and experimental studies revealed that QR-OON outperforms QR-ON by up to 43%, and that QR-ER outperforms QR-ON and QR-OON by up to $10\times$ on micro- and macro-benchmarks.
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Chapter 1

Introduction

With the advent of multi-core architectures, application software performance can no longer be improved by simply relying on increased clock speeds; performance can only be improved by exposing greater concurrency. Since the presence of sequential code in a concurrent program—often required for concurrency control—significantly limits the program’s speedup [34], sequential code must be minimized as much as possible. Coarse-grained locking, though simple to program, increases sequential execution time. Fine-grained locking (and lock-free synchronization) reduce sequential execution but suffer from poor programmability. Additionally, lock-based synchronization suffers from scalability and composability challenges [26]. These difficulties are exacerbated in distributed systems due to the challenges of multi-computer concurrency—e.g., distributed race conditions; distributed versions of deadlocks, livelocks, lock convoying, priority inversion; distributed composability.

Transactional memory (TM) [40] has recently emerged as an alternative concurrency control abstraction that promises to alleviate these difficulties. TM is inspired by database transactions [24], which has been a phenomenally successful abstraction for database systems. With TM, code that access shared memory objects are organized as *memory transactions*, which speculatively execute, while logging changes made to objects in memory logs. Transactions are monitored for read/write and write/write conflicts, usually by keeping track of objects that they read from (in read-sets) and write to (in write-sets). When two transactions conflict (detected using read-sets and write-sets), one of them is aborted, and the other’s object updates are made permanent (i.e., committed). Aborted transactions are re-started, after rolling-back their object changes using the saved logs. The approach thus yields (the illusion of) transactional atomicity (all or none), memory consistency (linearizable execution), and transactional isolation (local changes are hidden till commit), with a simple programming interface that is devoid of locks (i.e., high programmability).

TM was originally proposed in hardware (called HTM [30]), later in software (called STM [66]), and subsequently in hardware/software combination (called HybridTM [41]). HTM has the lowest overhead, but hardware must support TM and transactions are limited in space and
time. STM does not have such limitations, but has higher overhead.

TM is increasingly gaining traction: Intel has released a C++ compiler with STM support [35]. Oracle [16, 70], AMD [2, 18], and Intel [36] have released experimental or commodity hardware with HTM support. GCC has released language extensions to support STM [3].

Similar to STM, distributed STM (or DTM) [15, 12] is also emerging as a promising alternative to lock-based distributed concurrency control. DTM can be supported in any distributed execution model, including a) control flow [9], where objects are immobile and transactions invoke object operations through RMIs/RPCs; b) dataflow [68], where transactions are immobile, and objects are migrated to invoking transactions; and c) a hybrid model [13], where transactions or objects are migrated, based on access profiles, object size, or locality.

DTM can also be classified based on the system architecture: cache-coherent DTM (or cc DTM) [33, 79, 57] and cluster DTM [19, 54, 55]. While both use message-passing links over a communication network for node-to-node communication, they differ in the underlying communication cost model. cc DTM assumes a metric-space network (i.e., the communication cost between nodes form a metric), whereas cluster DTM differentiates between local cluster memory and remote memory at other clusters. cc DTM typically uses a cache-coherence protocol (e.g., Ballistic [33], Relay [78]) to locate and move objects in the network, satisfying object consistency properties. In this thesis, we focus on cc DTM.

With a single object copy, node/link failures cannot be tolerated. If a node fails, the objects held by the failed node will be simply lost and all following transactions requesting such objects would never commit. Additionally, read concurrency cannot be effectively exploited. Thus, an array of DTM works [13, 39, 19, 51, 15, 12] – all of which are cluster DTM – consider object replication. These works provide fault-tolerance properties by inheriting fault-tolerance protocols from database replication schemes, which rely on broadcast primitives (e.g., atomic broadcast, uniform reliable broadcast) [13, 39, 19, 55, 15, 12]. Broadcasting transactional read/write sets or memory differences in metric-space networks is inherently non-scalable, as messages transmitted grow quadratically with the number of nodes. Thus, directly applying cluster DTM replication solutions to cc DTM may not yield similar performance.

The use of STM has broadened the nature of transactional operations, which are no longer seen only as a way for exclusively manipulating application data in a consistent manner, but also as a way to synchronize worker threads within any software layer. Additionally, they have induced a shift in terms of the transactional properties that must be guaranteed and how those guarantees should be conveniently supported. Historically, transactional data manipulation supports were required to enforce the so called ACID (Atomicity, Consistency, Isolation, Durability) properties. On the other hand, durability via the logging of transaction updates on stable storage systems, like in traditional DBMS architectures, may be sub-optimal in STM-based environments; durability could instead be efficiently achieved using replication strategies that exclusively operate in main memory.
Replication strategies can be classified based on the number of copies available for each shared object. One is called partial replication \cite{52, 53, 63}, in which each object is located at more than one node, but fewer than all nodes in the system. The second is called full replication \cite{65}, in which each node has all the shared objects. Even though the latter model guarantees greater resilience in the presence of faults, it needs costly atomic broadcast protocols that are inherently non-scalable in terms of messages transmitted for establishing agreement. This limitation can be overcome using quorums that minimize the number of contacted nodes – e.g., \cite{5, 17}’s quorum-based replication (or QR) protocol.

1.1 Partial Transactional Abort

Flat nested transactions, typically, gain access to objects through read and write requests, perform computations on them, and finally attempt to commit the modifications via a commit request. If the commit request does not succeed, the work done so far is rolled back and retried. This approach ensures that the transaction is able to access the latest copy of objects the next time. However, it can be conservative in many cases, and can result in doing redundant work, degrading performance – e.g., the transaction may have suffered a conflict in its later part, while the earlier part was conflict-free, but the entire transaction is nevertheless rolled back and re-executed upon a conflict.

Partial abort is a mechanism that enables a transaction to partially rollback its changes and restart from a point where it has consistent and valid view of the shared data. This enables rolling back (potentially) only the conflicting part of the transaction, improving performance, which can be significant in DTM, where transaction execution involves remote object accesses and thus network communication. Partial aborts therefore help improve performance in DTM particularly by reducing remote accesses.

Closed nesting \cite{49} and checkpointing \cite{37} are two different mechanisms to partially abort or rollback a transaction. In the closed nesting model, a transaction can enclose sub-transactions inside it, which can be aborted and rolled back independently of the outer transaction. In contrast, in the checkpointing model, the transaction execution state is saved throughout the transaction execution using special API calls, enabling the transaction to be rolled back to a previous execution state.

We show the benefit of partial abort by illustrating an example of closed nesting. Figure 1.1 shows the code snippet for a transaction, which takes three matrices, $m_1$, $m_2$, and $m_3$ as arguments and returns their sum on successful commit. The transaction adds two matrices at a time. First, the result of the addition of the matrices $m_1$ and $m_2$ is stored in an intermediate matrix. Next, the matrix $m_3$ is added to the intermediate matrix to obtain the final result, after which $T_{flat}$ attempts to commit.

Assume that before $T_{flat}$ attempts to commit its changes, a conflicting transaction, say $T_c$, has successfully modified $m_3$. This will cause $T_{flat}$ to abort, and start again from the
T\textsubscript{flat}
\begin{verbatim}
m1 = getRemote(m1_Obj);
m2 = getRemote(m2_Obj);
m3 = getRemote(m3_Obj);

intm = add(m1,m2);
result = add(intm,m3);
if commit()
    return result;
else
    retry T\textsubscript{flat};
\end{verbatim}

Figure 1.1: An Example Flat Nested Transaction.

T\textsubscript{parent}
\begin{verbatim}
m1 = getRemote(m1_Obj);
m2 = getRemote(m2_Obj);
intm = add(m1,m2);

T\textsubscript{closed}
m3 = getRemote(m3_Obj);
result = add(intm,m3);
if commit()
    return result;
else
    retry T\textsubscript{closed};

if commit()
    return result;
else
    retry T\textsubscript{parent};
\end{verbatim}

Figure 1.2: An Example Closed Nested Transaction.

beginning (label T\textsubscript{flat} in Figure 1.1). In the next attempt, T\textsubscript{flat} again reads m\textsubscript{1} and m\textsubscript{2}, though they were unchanged, incurring additional remote calls.

Figure 1.2 shows a closed nested transaction, T\textsubscript{closed}, enclosed inside a parent transaction, T\textsubscript{parent}. Here, T\textsubscript{parent} adds m\textsubscript{1} and m\textsubscript{2}, while T\textsubscript{closed} adds the intermediate matrix m\textsubscript{3}. Similar to the previous example, assume that before T\textsubscript{closed} attempts to commit, a conflicting transaction, T\textsubscript{c}, has made changes to m\textsubscript{3}. As a result, the commit attempt of T\textsubscript{closed} fails, and restarts from label T\textsubscript{closed} in Figure 1.2. In the subsequent attempt, T\textsubscript{closed} will only read m\textsubscript{3}. After T\textsubscript{closed} commits, T\textsubscript{parent} will attempt to commit its changes to shared memory.

In the closed nesting scenario, we did not repeat the first add operation on m\textsubscript{1} and m\textsubscript{2}, thus avoiding extra computation and remote calls. In the DTM context, partial abort of transactions can therefore potentially save computation time and communication messages.
for requesting remote object copies. In a replicated DTM context, the commit request can incur remote messages equal to the number of nodes in the system. Therefore, it becomes important to reduce commit requests (e.g., by minimizing the abort rate) to reduce network traffic.

In the example in Figure 1.2, we considered a simple scenario where we knew beforehand that the conflicting transaction had modified the matrix $m_3$. However, in general, we need to answer the following questions:

- What application workload will benefit from partial abort, as compared to flat nesting?
- What is the potential performance improvement or degradation due to partial abort?
- Which parameters of a transaction will affect partial abort’s performance (improvement or degradation)?
- How should the transaction code be transformed to obtain maximum benefits from partial abort?

In this thesis, we answer these questions by developing DTM protocols in the following partial abort models:

- **Closed Nesting.** In this model, a transaction can consist of multiple inner or closed nested transactions. Each inner transaction attempts to commit locally, but the commit is not visible outside the enclosing transaction. Inner transactions can abort independently of their parent, without altering the state of the outer transaction (i.e., partial rollback).

- **Checkpointing.** In this model, transactions create checkpoints by saving transactional execution state. Checkpoints provide a way to resume from a consistent transaction state. In case of conflict, a transaction can partially rollback to a checkpoint to resolve conflict and resume execution. Checkpointing can be thought of as a generalization of closed nesting, where a transaction can rollback to any of the checkpoints, whereas, in closed nesting, it is limited to one of the enclosing transactions.

To develop partial abort protocols in these models, we use Zhang and Ravindran’s quorum-based DTM concurrency control protocol called QR [80] as the baseline DTM. In QR, a quorum system [5] is used to manage replication and concurrency control of shared objects. Transactions communicate with a read quorum for obtaining the latest copy of an object for reading and writing, and communicate with a write quorum for committing their changes. The intersection property of read and write quorums is used for concurrency control: they ensure consistent state of the replicas and thus, 1-copy equivalence [11].

We develop protocols for supporting closed nesting and checkpointing in QR, called, $QR-CN$ and $QR-CHK$, respectively. We also improve QR’s commit overhead through an incremental
validation technique called, *Read Quorum Validation* or *Rqv*. We show that Rqv also ensures 1-copy equivalence.

We construct a Java implementation of QR-based DTM, called QR-DTM, and implement our proposed protocols. We conduct experimental studies using macro-benchmarks including distributed versions of applications from the STAMP benchmark suite and micro-benchmarks including distributed data structures. Our studies reveal that closed nesting improves throughput by as much as 101% over flat nesting in specific cases, with an average improvement of 53% across all benchmarks.

We also develop QR-ACN, a framework that automatically decomposes programmer-written transactions into closed nested transactions, at run-time, to improve performance. The composition of a closed nested transaction depends on the contention of objects, which can change at run-time depending upon the workload at hand. QR-ACN decomposes transactions into closed-nested transactions depending on the workload and contention of objects. We implement QR-ACN and conduct experimental studies using benchmarks including TPC-C [1] and Vacation [44]. Our results reveal that QR-ACN provides an average improvement of 51%, with highest improvement of 112% for Vacation benchmark.

### 1.2 Reducing Transactional Validation Costs

In DTM, validation of objects in a transaction’s read-set and write-set is performed during its execution and commit operation. Successful validation means that the objects’ versions have not changed since they were read by the transaction i.e., the objects are still valid. Unsuccessful validation means that an object version has increased and therefore the transaction must be aborted and retried.

Long running transactions have higher chance of unsuccessful validations because of large size of their read-sets and write-sets that need to be validated. With several long running transactions executing simultaneously, the chances of conflict among them further increases. Abort of such transactions would mean redoing the entire execution from the beginning, which can degrade performance. This can be significant in DTM, where the read or commit operation involves network communication.

To mitigate such performance degradation, the cost of validation must be reduced by reducing the objects that need to be validated. This will minimize the chance of unsuccessful validations. There are two general approaches for reducing validation costs:

- **Approach A.** Transactions can globally commit sub-transactions or inner transactions to expose their partial changes [49]. Once the changes are committed, objects corresponding to inner transactions can be removed from the read-set and write-set. The outer transaction can then resume further execution. Thus, at any point during exe-
cation, transaction has to validate lesser number of objects, thus, reducing the cost of validations performed during execution and commit operation.

- **Approach B.** Transactions can selectively drop objects from their read-set based on the knowledge that changes to these objects do not affect transaction semantics [67, 69]. This approach effectively reduces the objects accessed by a transaction, and those objects no longer participate in the validation operation. This reduces the cost of validation for the transaction.

A conflict occurs among transactions when at least one of them is writing to the same object. This can give rise to read/write or write/write conflict. One of the transactions must be aborted to resolve the conflict. In addition, STM systems also suffer from false conflicts [50, 48], which occur among transactions performing seemingly independent operations.

False conflict occurs among transactions involving semantically independent high-level operations that traverse the same set of objects during transaction execution. We illustrate this with an example of a set implemented using a sorted list. Insertion/deletion of an element in the set can be viewed as a high-level operation, whereas insertion of an object in the sorted list can be viewed as a low-level operation. Consider two transactions $T_1$ and $T_2$, each attempting to insert objects $O_1$ and $O_2$ with distinct values into the set. Both $T_1$ and $T_2$ will traverse from the head of the list, and continue traversal until they find an object with a value greater than their input object. Once the target object is discovered, they will perform a write operation on the two nearby objects for inserting the new object. From a low-level perspective, if $T_1$ and $T_2$ are executing simultaneously, they will conflict since there is an intersection between $T_1$’s write-set and $T_2$’s read-set or vice-versa. From a high-level perspective, the operations of $T_1$ and $T_2$ are semantically independent as the input elements are different, and the transactions merely traverse through the objects to reach the target objects to perform their operation. Conflicts among such independent transactions are called false conflicts. Note that the conflict depends on the choice of implementation of the set.

The problem of false conflicts has been studied in centralized settings (i.e., multicore/multiprocessors) [50, 69, 27]. However, transaction execution characteristics in distributed settings are significantly different from multiprocessor settings. Unlike multiprocessors, in a distributed system, the cost of communication dominates overall transaction execution time. Moreover, replication (often used for fault-tolerance) incurs additional overhead due to communication and synchronization with remote nodes. False conflicts can therefore degrade performance, which can be significant in fault-tolerant DTM, where repeated aborts can significantly increase transaction execution time and network resource consumption.

We propose to mitigate false conflicts by reducing the validation cost. This raises several interesting questions:

- What is the performance improvement that can be obtained by reducing the validation cost?
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- What validation cost reduction approach has the least performance degradation with increasing number of operations or inner transactions within a transaction?

- What applications are most suited for what validation cost reduction approaches?

The thesis answers these questions by developing validation cost reduction protocols for reducing false conflicts in QR-based DTM. We consider both the previously mentioned approaches. In the first approach, we globally commit the semantically independent high level operations, thus, releasing the read-set and write-set objects. Here, we use the independence of the operations to increase concurrency among the transactions. In the second approach, certain objects are dropped from the read-set, thus, from that point onwards, they will not be validated. Here, we use the fact that the high-level operation traverses through objects to reach the target object, and, any invalidations on those dropped objects do not affect the correctness of the transaction.

We present three protocols that are based on these two approaches: QR-ON, QR-OON, and QR-ER.

QR-ON incorporates the open nesting model [49] into QR-DTM. In the open nesting model, only the objects accessed within the (open) nested transactions are validated and (globally) released after successful commit. Once the inner transactions commit, the objects are no longer accessed by the inner or outer transactions. This early memory release increases the potential for improving concurrency: two parent transactions that have read from or written to the same set of objects in their inner transactions will not detect any conflict during validation at commit time. Since each nested transaction directly commits to the shared memory, other transactions can also immediately access the just committed data.

QR-OON improves upon QR-ON. The commit phase is costly in fault-tolerant DTM. Hence, the open nesting model does not scale when there are many open-nested transactions. QR-OON is based on this observation. In QR-OON, the commit phase is non-blocking: an open-nested transaction locally commits, speculatively, without blocking, allowing subsequent transactions to start their execution without waiting for its commit. This causes an overlap between the commit of an open-nested transaction and the read/write phase of the subsequent transactions, thereby reducing overall transaction execution time and improving throughput.

QR-ER embodies an early release methodology. Even though in QR-OON, the expensive cost of commit is alleviated by an asynchronous implementation, fault-tolerant DTM protocols such as QR-DTM still extensively use the network during transaction execution. To further reduce false conflicts and improve performance, QR-ER releases objects from the read-set that do not need to be validated because, even in case of invalidation, they do not compromise correctness of transaction execution. This approach is suited for transactional data structures [27] and for protocols that require a significant amount of network communication for execution and commit operation. With early release, each transaction locally
decides if it wants to exclude objects from its read-set, according to the semantics of the data structure used, thereby saving additional messages and improving throughput.

We implemented the protocols and conducted experimental studies using micro benchmarks (i.e., data structures such as Linked List, Hashmap, Binary Search Tree) and a version of the TPC-C benchmark [1] implemented using a DHT [52, 53]. Our studies revealed that QR-OON outperforms QR-ON by up to 43%. Additionally, they showed that QR-ER outperforms QR-ON and QR-OON by up to $10\times$.

### 1.3 Summary of Thesis Contributions

The thesis contributions are summarized as follows:

- We present two protocols for supporting partial aborts in fault-tolerant DTM called QR-CN and QR-CHK. While QR-CN uses the closed nesting partial abort model, QR-CHK uses the checkpointing model for partial aborts. Our implementation and experimental evaluation of these protocols show their improvement over state-of-the-art i.e., flat nesting in fault-tolerant DTM: QR-CN improves throughput by as much as 101%.

- We present a framework called QR-ACN that automatically decomposes programmer-written transactions into closed nested transactions, at run-time, to improve performance. QR-ACN decomposes transactions into closed-nested transactions depending on the workload and object contention. Our implementation and evaluation reveal that QR-ACN improves flat nesting by 51% (on average).

- We present three protocols for avoiding false conflicts in fault-tolerant DTM called QR-ON, QR-OON, and QR-ER. While QR-ON incorporates the open nesting model into QR-DTM, QR-OON commits open-nested transactions asynchronously, and QR-ER releases objects that do not affect the final state of the shared data from the transaction’s read-set. All three techniques are shown to be highly effective through implementation and experimental studies: QR-OON outperforms QR-ON by up to 43%, and QR-ER outperforms QR-ON and QR-OON by up to $10\times$.

### 1.4 Thesis Organization

The rest of the thesis is organized as follows.

We overview past and related work in Chapter 2. Since our work is based on the QR protocol for DTM concurrency control [80], we summarize this protocol in Chapter 3 for completeness.
We describe the partial abort protocols QR-CN and QR-CHK in Chapter 4. We also introduce the Read Quorum Validation protocol, Rqv, which improves QR by incremental validation. In this chapter, we describe QR-ACN, an automated closed nesting framework. Chapter 5 reports our experimental evaluation of QR-CN and QR-CHK protocols, as well as the QR-ACN framework.

The validation cost reduction protocols QR-ON, QR-OON, and QR-ER are described in Chapter 6. We report our experimental evaluation for these protocols in Chapter 7.

The thesis concludes and outlines potential future research directions in Chapter 8.
Chapter 2

Related Work

Locking is one of the most widely used mechanisms for concurrency control. Locks provide mutual exclusion, thus, guaranteeing that only one thread can enter the critical section. Coarse-grained locking locks all the shared objects, thus, enforcing sequential execution. On the other hand, fine-grained locking provides much higher parallelism as it acquires locks only on selected objects [8, 71]. Non-blocking mechanisms using atomic read-modify-write primitives are much more performant than fine-grained locking [10, 77, 76]. Unfortunately, all these mechanisms are prone to deadlock, priority inversion and starvation. Moreover, methods implemented using locking and non-blocking mechanisms are non-composable. Efforts have been made to automate fine-grained locking [23], however, it has limited applicability.

STM is an alternative to lock-based concurrency control mechanisms. STM systems provide atomicity, isolation and consistency. They support composability i.e. the properties guaranteed by a transaction are also guaranteed by combination of two transactions. STM has been implemented in centralized settings [61, 22, 62, 28].

DTM was first proposed by Herlihy and Sun [32] as an alternative to distributed locking mechanisms. They introduced Ballistic cache coherence protocol in which clusters are arranged hierarchically and the leaders of the clusters communicate to track and update object copies. The dynamic analysis of Relay cache coherence protocol by Zhang and Ravindran [78] shows that Relay is appropriate for DTM and that contention manager has an impact on the performance of DTM. They also introduce a location aware protocol which takes advantage of proximity of the nodes. The Transaction Forwarding Algorithm [58] observes the changes in version numbers of objects while transaction execution, and perform early validation to detect conflict earlier in the transaction. Objects can be migrated to specific nodes based on access pattern of transactions to maximize local execution, thereby increasing performance. This protocol has been implemented in Java(HyFlow [59]), Scala(Hyflow2 [72]) and C++(HyflowCPP [45]).

The aforementioned DTMs maintain single copy of the object, hence, cannot handle node
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failure. Replication has been used in the context of cluster for coping with failures [13, 39, 19, 51, 15, 12]. These works provide fault-tolerance properties by inheriting fault-tolerance protocols from database replication schemes, which rely on broadcast primitives. D2STM [19], is a replicated cluster STM that provides snapshot isolation through a distributed certification scheme. Read-only transactions can execute locally without incurring any aborts as D2STM provides full-replication. It uses Bloom Filter Scheme (BFC) for transaction involving writes to atomically broadcast the read-set and write-set in order to reduce the message size. This scheme helps to reduce the broadcast latency, thus, improving performance by up to 37% compared to naive distributed certification scheme. DiSTM [38] implements three cache coherence protocol in a cluster setting with master nodes having multiple slave nodes. They compare the protocols for different benchmarks and infer that applications which have transactions with large number of remote calls should use centralized protocols to avoid high network overhead. On the other hand, transactions which spend most of the time in local execution will benefit maximum from decentralized protocol. Decent STM [12] implements a decentralized snapshot isolation protocol for guaranteeing consistency. A list of committed versions is maintained for the executing transaction to choose the object version on which it is dependent upon. The use of randomized consensus helps to decentralize the concurrency control. They observed that although the scheme scales with increasing application threads, it also suffers from overhead due to maintainence of versioned objects. GenRSTM [15] is a generic framework for replicated DTM, and supports replication via a replication manager, which is notified of updates made by local STMs. This work is aimed to provide a common platform for development and testing for DTM applications.

In contrast to the earlier works, Zhang and Ravindran’s QR protocol [80] implement a replicated DTM model, based on metric-space network, that relies on quorums for managing transactional metadata, and ensures consistency using multicast among the replicas. (QR is the foundation of our work.) Granola [20] executes most of the transactions locally based on its data partitioning strategy. Distributed transactions can be executed as co-ordinated transactions using two-phase commit or as independent transactions by breaking original transaction into multiple independent operations. Sinfonia [7] uses the concept of minitransaction where instead of sending individual requests, the entire transaction is sent to the memory node. Additionally, Sinfonia provides fault-tolerance and high availability.

Transactional nesting has been studied for TM, but largely in the multiprocessor context. Earlier multiprocessor TMs either did not support nesting or simply flattened nested transactions into a single top-level transaction. Harris et. al. [25] argued that closed nested transactions, supporting partial rollback, are important for implementing composable transactions, and presented an orElse construct that relies on closed nesting. In [4], Adl-Tabatabai et. al. presented an STM that provides both nested atomic regions and orElse, and introduced the notion of mementos to support efficient partial rollback.

Recently, a number of researchers have proposed the use of open nesting in (multiprocessor) TM. Moss described the use of open nesting to implement highly concurrent data structures in a transactional setting [47]. In contrast to the database setting, the different levels of
nesting are not well-defined; thus different levels may conflict. For example, a parent and a child transaction may both access the same memory location and conflict.

Atomos [14], TCC [43], and LogTM [46] describe HTM implementations of closed and open nesting, with commit and abort handlers for open nesting. Agrawal et al. [6] study the memory model semantics of open-nested TM. They describe ownership-aware transactions, which provide a disciplined methodology for open nesting, while guaranteeing abstract serializability.

Herlihy and Koskinen [37] proposed checkpointing and partial aborts (in multiprocessor TM), as an alternate to nesting. They argued that fine grained checkpointing can be achieved and closed nesting is a more rigid alternative. However, checkpointing needs to save and restore the processor context to resolve conflicts. Therefore, this approach may not be suited for all platforms. Rainbow OS [64] propose checkpointing to include entire view of the DTM system which can be used in case of node failure. Note, this is different from the checkpoints for transaction mentioned in this paper.

None of the DTM efforts [13, 42, 19, 54, 55, 57, 15, 12] consider transactional nesting or checkpointing. The nested DTM works that we are aware of include the N-TFA protocol [74], which supports closed nesting, and the TFA-ON protocol [73], which supports open nesting. N-TFA extends Saad and Ravindran’s TFA algorithm, which uses an asynchronous clock-based validation technique to ensure DTM transactional properties, to support closed nesting. The work [74] reports 2% average performance benefit for closed nesting compared to flat nesting (and 84% speedup in certain cases). In TFA-ON [73], abstract locks are used to guarantee that no data conflicts occur. The average speedup for open nesting is 30% compared to flat nesting [73]. However, N-TFA and TFA-ON use a single copy DTM model and therefore are not fault-tolerant. In contrast, we consider nesting (QR-CN), checkpointing (QR-CHK) and open nesting (QR-ON) in replicated (and thus fault-tolerant) DTM, and is the first work to do so.
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Quorum-Based Replication

3.1 Overview

Zhang and Ravindran’s quorum-based replication protocol [80] (QR for short) provides concurrency control for objects via STM and fault-tolerance by maintaining copies of an object at multiple nodes. Each node is designated a read quorum and a write quorum, where a quorum is a set of nodes having specific properties. A read quorum services read and write requests of objects, while a write quorum is used to commit changes to objects. A transaction executing on a node uses the read and write quorum designated to that node. (From here on, when we say a node’s or transaction’s quorum we will refer to these designated quorums).

The QR protocol ensures 1-copy equivalence [11], meaning that when a transaction reads an object, it will use the latest copy of the object. This property is maintained by the system, because any write quorum and read quorum always intersect [5]. Thus, the latest changes committed to a write quorum will be visible to at least one node in the read quorum. Therefore, any read quorum can provide the latest version of the object. (Note that the rest of the nodes in a read quorum may have stale versions of an object.) Thus, the QR protocol ensures a consistent view of the most recently committed changes.

A transaction uses its read quorum and write quorum for reading from, or writing to objects and for propagating updates, respectively. For reading or acquiring a writable copy of an object, a transaction sends a request to its read quorum. The transaction selects the object copy with the latest version from all the copies received from the read quorum. This object copy is the most recent one in the system, at that point of time.

For committing writes, a transaction uses a two-phase commit protocol to obtain consensus for commit from its write quorum. Initially, the transaction sends a commit request message to its write quorum. On every node of the write quorum, a decision for commit or abort is
made based on the state of objects. If the node decides to commit the requesting transaction, it will lock the objects in write-set for the transaction by setting the object field *protected* to *true*. If the node decides to abort, the object state remains unchanged. The decision is then sent back as reply to the requesting transaction. The transaction collects all the replies and commits only when it receives *commit* message from all the nodes; otherwise, the transaction is aborted.

Quorums maintain *potential readers list* (PR) and *potential writers list* (PW) for every object. Whenever a read or a write request is processed for an object, the requesting transaction is added to the PW or PR, accordingly. These lists are used by contention managers to decide which transaction needs to be aborted or committed.

The nodes in QR form a logical ternary tree. Agrawal *et al* [5] have defined the procedure for creating read and write quorum. A read quorum can be viewed as majority of children at a level, while write quorum can be viewed as majority of children at every level.

Figure 3.1 illustrates the process. The figure shows a tree with 13 nodes with read quorum as \( R_1 = \{ n_1, n_2 \} \) and write quorum as \( W_2 = \{ n_0, n_2, n_3, n_8, n_9, n_{11}, n_{12} \} \). A transaction \( T_w \) writes to an object \( o_1 \) and commits the changes at time \( t \) using \( W_2 \). All the nodes of \( W_2 \) have the latest version of \( o_1 \). Now, another transaction \( T_r \) reads \( o_1 \) by requesting to \( R_1 \) after time \( t \). Since the intersection of \( R_1 \) and \( W_1 \) is \( n_2 \), \( n_2 \) has the latest version of \( o_1 \). \( T_r \) collects copies of objects from \( n_1 \) and \( n_2 \), and chooses the one sent by \( n_2 \).

### 3.2 System Model

We consider a distributed system which consists of a set of nodes that communicate with each other by message-passing links. We consider a set of *distributed transactions* \( \mathcal{T} := \{ T_1, T_2, \ldots \} \) sharing a set of objects \( \mathcal{O} := \{ o_1, o_2, \ldots \} \) distributed on the network. A transaction contains a sequence of requests, each of which is a read or a write operation request for an individual object, followed by a commit operation.
3.3 System Design

We have implemented QR protocol in QR-DTM as a Java based DTM. QR-DTM uses the QR protocol [80] as the basic algorithm for providing replication and cache coherency. During system initialization, objects are created on the quorum nodes. The nodes are provided with an unique ID which are used to create an overlay logical ternary tree. This tree forms the basis for the creation of read and write quorums for each of the nodes. On tree formation, the quorum system is ready for servicing transactions. QR-DTM follows client-server architecture, the quorum nodes form the server while the client nodes execute transactions, as shown in Figure 3.2. The clients send read/write and commit requests for executing the transaction. The requests are processed synchronously i.e. the client sends request, and waits till it recieves response from the quorum nodes.

Figure 3.3 shows the architecture diagram for QR-DTM. Both the clients and quorum nodes have a dedicated process, there are modules within this process each with different responsibility.

3.3.1 Components.

A client node consists of the following components/modules:

- Context. There is a Context object associated with every transaction (both parent and child). It maintains transactional metadata like transaction ID, read-set, write-set, create-set, transaction priority and data specific to the nesting models.
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- **ClusterManager.** This module keeps track of the read and quorum designated to that client node.

- **ClientProxy.** This module acts as an interface for transactions to service their requests. Every request is first processed by this module. Depending on the type of request, pre-processing is performed and message that is to be sent by *ClientNetworkLayer* is generated. Once the request receives responses, they are processed again to obtain final result which can be used by the transaction for further execution.

- **ClientNetworkLayer.** This module is used for multicast and unicast communication between client node and quorum nodes. *ClientProxy* delegates every request to this module. *ClientNetworkLayer* sends messages to quorum nodes (multicast) and waits for the expected number of replies, which is read from the *ClusterManager*. Once all the replies are collected they are sent back to *ClientProxy*.

A quorum node consists of the following:

- **ServerNetworkLayer.** This layer waits for messages from client, delegates the processing to *ServiceThreadPool* and sends back the response to the sender.

- **ServiceThreadPool.** This consists of pool of threads to process the incoming requests. The request is first received by *Monitor* thread which delegates the processing task to one of the service threads in the pool in round-robin manner. The service thread invokes appropriate function based on the type of message. Every message type inherits *Message* class and implements *process* method which is invoked to process the request. A response message is created which is then returned to the *ServerNetworkLayer* for replying back.

- **ResourcePool.** This consists of the objects shared across the system. This module is responsible for changing the state of objects for locking and updating the version number. The operations on PW and PR lists are also performed by this module.

The quorum node maintains the shared objects while client nodes maintain their copies. Every object, *QObject*, has fields like *version number* to maintain the version number of object, *protected* to inform if the object is in locked state and *owner* to note the transaction which has set the protected or locked state on the object. The state of shared objects can change when *process* method is invoked. The client node send their consistent version of object copy to the quorum nodes for validation and applying commit changes.

### 3.3.2 Network Layer.

Network Layer (*ServerNetworkLayer* and *ClientNetworkLayer* combined) is responsible for reliable unicast and multicast messaging between the client nodes and quorum nodes. Based
Figure 3.3: Design Diagram.
on whether the infrastructure provides UDP multicast or not, this layer supports two types
of clusters that QR-DTM can run on, private and public cluster. In private cluster, messages
are send via UDP multicast. In public cluster, UDP multicast is not allowed, hence, multicast
is implemented by sending UDP unicast to all the nodes in the quorum.

With UDP there are chances of packets being dropped. We have implemented a simple
timeout mechanism on the client side to detect packet drop. On occurrence of timeout,
message is re-sent. We choose UDP over TCP because we observed minimal packet loss in
our testbed setup, and, thus ACK sent for every message in TCP would have been redundant
and put extra overhead on the network layer.

We use Kryo library for serialization and deserialization of messages. We observed that the
network latency reduced from 10ms for Java Serialization Library to 1ms for Kryo Serialization.
The reason for this improvement is because Java Serialization being generic generates
messages of size 10KB as opposed to only 500B for Kryo.

### 3.3.3 Feature Implementation

For the closed nesting model, the nested transactions are distinguished from flat nested
transactions. Every child transaction keeps note of its parent transaction. This information is
noted by remote nodes whenever they process a request from the transaction. The read/write
operation of child and root transactions are similar, except that no metadata is maintained
on the remote node for child transactions. During the commit of a child transaction, its
read-set and write-set are merged with its parent’s respective sets.

Each transaction is implemented as a regular function call in Java. A parent transaction
must be passed as an argument to the child transaction. A root transaction takes \texttt{null}
as its argument since it does not have any parent. On successful commit of a child transaction,
the execution returns to the parent.

QR-DTM uses Java Exceptions for partial rollback in closed nesting. On abort of a transac-
tion, an exception encapsulating the transaction \texttt{AbortTxn} is thrown. Transaction catching
this exception compares \texttt{AbortTxn} with its ID. If it does not match, it throws another ex-
ception which is caught by its parent. This process continues until transaction Id matches
\texttt{AbortTxn}. At this point, the transaction discards the previous read and write sets, and
starts afresh.

QR-DTM uses Java Continuations for partial rollback in checkpointing. Continuations pro-
vide a mechanism to save the current execution state, and resume from this saved state
at a later time. During checkpoint creation, Continuation objects are saved along with a
copy of transaction information. For restoring from a given checkpoint ID, the execution
resumes from the state saved in corresponding Continuation object using transaction copy.
Java Continuations require a customized JVM available at [56].
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3.3.4 Programming Framework.

Programming framework consist of writing application code in sequential manner and wrapping it inside a transaction. The shared objects require ClientProxy API for accessing them. Figure 3.4 is an example of transaction in Bank application. Each transaction commit attempt creates a new Context object. The object copies are fetched from remote nodes via the ClientProxy interface. The read-set and write-set are maintained in within the Context object.

Closed nesting requires enclosing the nested transactions inside the parent transaction. In the example code Figure 3.5, the account transfer includes a closed nested transaction as well updateTotalAmount for updating the total amount within the bank. It is triggered as a function invocation. Initially, the parent context is recorded by the getTransactionContext. The read requests for objects are similar to flat nested transaction, while for the commit merge is invoked.

Figure 3.6 shows code for transaction which encloses three open nested transactions of list. Each open nested transaction records the context of parent transaction in getTransactionContext.
atomic {

for (int i = 0; i < 0xffff; i++) {
    Context context = getTransactionContext(null);
    Account acc1 = ClientProxy.write(accObj1, context);
    Account acc2 = ClientProxy.write(accObj2, context);
    acc1.deposit(10);
    acc2.withdraw(10);
    updateTotalAmount(acc1, acc2);
    if (context.commit()) {
        return;
    } else {
        // restart the transaction
    }
}

updateTotalAmount(Account acc1, Account acc2, Context parentContext) {

for (int i = 0; i < 0xffff; i++) {
    Context context = getTransactionContext(parentContext);
    Account global = ClientProxy.write(globalAcc, context);
    global.amount = acc1.getAmount() + acc2.getAmount();
    context.merge();
}

Figure 3.5: Example of closed nested Bank Transaction in QR-DTM.
atomic {
    for (int i = 0; i < 0xffffffff; i++) {
        Context context = getTransactionContext(null);
        list.insert(10, context);
        list.insert(23, context);
        list.insert(68, context);
        if (context.commit()) {
            return;
        } else {
            context.compensate();
        }
    }
    insert(int element, Context parentContext) {
        for (int i = 0; i < 0xffffffff; i++) {
            Context context = getTransactionContext(parentContext);
            listInsert(element);
            if (context.commit()) {
                context.recordAbstractLock(element);
            } else {
                // restart the open nested transaction
            }
        }
    }
}

Figure 3.6: Example of open nested List Transaction in QR-DTM.
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Partial Transactional Abort

Typically, transactions in TM system rollback completely and retry from the beginning of the transaction. Often this results in redundant work. This can degrade the performance of the system, especially in fault-tolerant DTM, where each operation is network intensive. Partial abort enables a transaction to rollback transactions partially and restart from a consistent transactional state. The rollback point is determined such that all the objects in that state are valid i.e. have not changed since it was read. The execution of transaction can resume from this point without altering the state of the previously read objects.

Following are the definitions of transactions in the system [49] to understand partial aborts.

Closed Nesting Model

• **Root transaction.** This transaction has a behavior similar to that of a flat nested transaction. The commit of a root transaction is globally visible i.e., any transaction accessing objects after root transaction’s commit will be able to view the changes. The abort of a root transaction will retry the transaction from beginning.

• **Closed Nested Transaction.** A closed nested transaction (CT) executes on behalf of the parent transaction. Commit of a closed nested transaction is not globally visible. Successful commit of CT moves the execution back to the parent, while an abort either retries the CT or its parent transaction. Root transaction is the enclosing transaction of CT. Root transaction can have multiple enclosed CTs.

The rollback occurs at the granularity of closed nested transactions. This means if a conflict occurs during execution of inner transaction then restart will occur either from the inner transaction itself or from the parent transaction, depending on which object has encountered the conflict.
Chapter 4. Partial Transactional Abort

Checkpointing Model

This model requires transactions to support checkpoint creation and rollback.

- **Checkpointing transaction.** A checkpointing transaction (CPT) creates checkpoints based on specific criterion during its execution. Note, this criterion is predefined in the system, as opposed to programmer created manual checkpoints [37]. The checkpoint consists of execution state stack reference and local variable as well as the metadata like read-set and write-set of transaction at that point. Commit of CPT is globally visible.

The rollback occurs at the granularity of checkpointing. This means if a conflict occurs during execution of a CPT then it can resume from a point where the objects are valid. Checkpointing can be seen as generalization of closed nesting.

We have implemented partial aborts through *Closed Nesting (QR-CN)* and *Checkpointing (QR-CHK)* in QR-DTM framework. We describe both the protocols in detail, followed by experimental evaluation.

4.1 QR-CN Protocol

4.1.1 QR-CN: Overview

A closed nested transaction obtains object copies from its read quorum. For the commit of a CT, it needs to validate objects in its read-set and write-set, and then merge these objects to the respective sets of the parent. In QR [80], validation is performed by sending a request to a write quorum. However, such a validation would increase message overhead for closed nested transactions, when compared to flat nested transactions.

We add an incremental validation mechanism to the read operation. This mechanism validates a transaction’s read-set and write-set objects on every read operation. This means that, when a read request is completed, the transaction’s read-set is valid at that point of time. Further, when a transaction completes reading all the objects, its read-set and write-set objects are valid. As a result, a CT does not need to send a validation request to its write quorum and can commit without incurring any remote communications. For commit of CT, it only has to merge its read-set and write-set with its parent. Similarly, a read-only operation can commit without sending a commit request.

In the subsequent sections, we describe QR-CN protocol to support closed nested transactions. We describe the *read/write* operation at local and remote nodes in Section 4.1.2, and *commitCT*, commit operation for CT, in Section 3. The operations for *commit – request*, *commit*, and *abort* are same as in QR, which we summarized in Section 3.
4.1.2 QR-CN : Read/Write Operation

Read quorum validation (Rqv). Rqv is an incremental validation mechanism to detect early abort of a transaction. It helps CT and read-only transactions to commit locally.

Recall the following two properties of QR:

1. Every node in QR has copies of all the objects.
2. In QR, any read and write quorum intersect. Therefore, a read quorum can provide the latest version of every object.

From these properties, we can infer that a read quorum is aware of the latest version of all the objects in the system. It follows that validation can be performed on a read quorum for any set of objects. This observation is the basis of Rqv.

A read/write operation proceeds as follows. A transaction sends a read request for an object to its read quorum. A node in the read quorum first validates objects that are currently in the transaction’s read-set and write-set. In the validation procedure, the versions of read-set and write-set objects are checked against the versions of objects present at that node. Validation is successful if the transaction’s objects have versions equal to the object versions on that node; else it fails. On successful validation, the node proceeds to retrieve the copy of the requested object. However, if the validation fails for any of the objects, an abort message is sent back to the transaction.

For a flat nested transaction, an abort message implies abort of that transaction. For a CT, an abort message could mean abort of the CT or any of its parents. This is decided by the objects on which validation fails.

Consider again the example in Figure 3.1, with a read quorum $R_1$ and a write quorum $W_2$ intersecting at $n_2$. A transaction $T_1$ has read objects $O = \{o_1, o_2, o_3\}$ from its read quorum $R_1$. At this point, a conflicting transaction $T_2$ commits via write quorum $W_2$ and increments the version of object $o_2$. Next, $T_1$ requests object $o_4$ from $R_1$. $n_1$ will successfully validate $T_1$’s read-set ($\{o_1, o_2, o_3\}$). However, $n_2$ will find that the version of $o_2$ has increased. Therefore, validation will fail and $n_2$ will send an abort message to $T_1$.

Algorithm 1 shows the read quorum validation procedure for a transaction $T$. `getDataSet` traverses the parents of $T$ and stores the objects read so far by them in `dataSet`. Each of the object copies have an `ownerTxn`, which refers to the transaction that reads the object. Each object $o$ is checked for its validity (line 7). If the object is not valid, then `ownerTxn` is removed from `PR` and `PW` lists (line 8). Then, we check whether `ownerTxn` is higher in transaction hierarchy than `abortClosed` (line 9). If it is, then `ownerTxn` becomes the new value of `abortClosed`; else it remains unchanged. At the end of iteration, `abortClosed` is the transaction highest in the hierarchy whose object is invalid and which needs to be aborted. However, if the value of `abortClosed` is `null`, it means that validation is successful.

Algorithm 2 shows the read operation procedure, which uses the validation procedure in
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Algorithm 1: QR-CN: Read Quorum Validation for transaction.

```plaintext
procedure Validation (T)
    Remote:
    dataSet = getDataSet(T);
    abortTxn = null;
    foreach o in dataSet do
        protected = getObj(o.id).isProtected;
        ownerTxn = getObj(o.id).ownerTxn;
        if o.version < getObj(o.id).version ||
            protected then
            remove ownerTxn from PW,PR;
        if isParent(ownerTxn, abortClosed) then
            abortClosed = ownerTxn;
    return abortClosed;
```

Algorithm 1.

Algorithm 2: QR-CN: Read for CT.

```plaintext
procedure Read (T, objId)
    Local:
    o = checkParent(objId);
    if o == null then
        objSet, abortClosed = ReadQuorum (T, objId);
        if abortClosed != null then
            abort(abortClosed);
            return;
        o = latestVersion(objSet);
        add o to T.readset;
    Remote:
    setChild(parent(T), T);
    abortClosed = validate(T);
    if abortT != null then
        respond(T, abortTxn);
        return;
    o = getObj(objId);
    if T is root then
        add T to PR(o);
    respond(T, o);
```

A read request of a CT first recursively checks for the object in the read-set and write-set of the parents (line 2). If the object is found, the request is completed locally without incurring any remote call. If the object does not exist locally, a request for that object is sent to its read quorum. The remote node records the relationship between CT and the parent transaction, and performs validation for the transaction. If the validation succeeds (i.e., if the return value is null), the node sends back the copy of the object. The remote node adds the objects
to the PR/PW list only when it is a root transaction. It is necessary that we do not create any metadata for CT on the remote node. This ensures that the commit of CT happens locally.

The write procedure is the similar to the read procedure, except that $T.readset$ is replaced with $T.writeset$ in line 9 and $PR$ is replaced with $PW$ in line 18.

The local node, on receiving objects from read quorum, selects the object with the highest version number. If an abort message is received, either the CT or its parent transaction aborts, depending on the value of $abortClosed$.

### 4.1.3 QR-CN : Commit Operation.

Algorithm 3 shows the procedure for commit of a CT. The local node merges the read-set and write-set of a CT with that of its parent.

#### Algorithm 3: QR-CN: Commit of CT.

```plaintext
procedure CommitCT (T)
1  Local:
2    parent = T.parent;
3    foreach o ← T.readSet do
4      add o to parent.readset;
5    foreach o ← T.writeSet do
6      add o to parent.writeSet;
```

### 4.1.4 Analysis

#### Theorem 4.1.1. $Rqv$ preserves 1-copy equivalence for all objects.

*Proof. Let $T_1$ be a transaction in either closed nesting (parent and child transaction) or checkpointing model. $T_1$ reads an object $o$ at time $t_1$. At a later time $t_2$, $T_1$ sends a request for object $o'$. Let $O$ be the set of objects in the read-set and write-set of transaction $T_1$ at $t_2$. Let $T_c$ be any transaction that has started propagating changes to the object $o$ at time $t_3$ such that it conflicts with $T_1$. Note that $T_c$ can be a root, parent, or a child transaction. We will now analyze all possible cases based on the relationship between $t_1$, $t_2$, and $t_3$, and show that $T_1$ does not violate 1-copy equivalence for $o$.

$T_c$ has committed changes to $o$ before $t_1$. In this case, $T_1$ uses the latest version of $o$. This is because of the following property:

Let $data(o, v)$ be the object copy of $o$ on node $v$. There exists a write quorum $q_w$ such that $\{\forall v \in q_w\} \land \{\forall v' \notin q_w\}$, $data(o, v).version > data(o, v').version$. If any transaction
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T accesses o at time t, it collects a set of copies from a read quorum q_r. We know that \( \exists v \in \{q_w \cap q_r\} \) such that \( \text{data}(o, v) \) is collected by T. Note that read and write operations select the object copy with the highest version number. Hence, for any transaction T, \( \text{data}(o, v) \) is selected as the latest copy.

Since \( T_c \) has committed changes on o before \( t_1 \), \( T_1 \) uses the latest version of o and does not find any conflict. The read request for o’ succeeds.

\( T_c \) is attempting to commit changes after \( t_1 \) and before \( t_2 \). In this state, \( T_c \) has received the commit decision from its write quorum. Thus, any node in \( T_c \)’s write quorum will either have applied the changes of \( T_c \) on o or would have set \( o.\text{protected} = \text{true} \). While \( T_c \) is in this state, \( T_1 \) sends a read request for o’ to its read quorum. Let \( q_r \) and \( q_w \) be the read quorum and write quorum of \( T_1 \) and \( T_c \), respectively. Then \( \exists v \in \{q_r \cap q_w\} \) such that the changes committed by \( T_c \) are applied on o or \( o.\text{protected} = \text{true} \). Therefore, the read request of \( T_1 \) will be denied by such a node v, and the abort message will be sent back. For closed nesting, the transaction \text{abortClosed} will be aborted. For checkpointing, the transaction will be rolled back up to \text{abortChk}.

\( T_c \) is attempting to commit changes after \( t_2 \) and before the request commit of \( T_1 \). At \( t_2 \), the read quorum validation for \( T_1 \) succeeded as there was no conflict. Next, \( T_1 \) has completed reading all the remote objects and its next request will be commit request. Furthermore, \( T_c \) has received the commit decision from its write quorum, and any node in the write quorum will either have applied the changes of \( T_c \) on o or would have set \( o.\text{protected} = \text{true} \). Let \( q_w \) and \( q'_w \) be the write quorums of \( T_1 \) and \( T_c \), respectively. Then \( \exists v \in \{q_w \cap q'_w\} \) such that the changes committed by \( T_c \) are applied on o or has \( o.\text{protected} = \text{true} \). When the request commit for \( T_1 \) is sent to its write quorum, such a node v will send an abort message to \( T_1 \).

Note that, this case is exactly the same as in QR [80].

\( T_1 \) reads from its data-set or parent data-set. If o has been read before by \( T_1 \) or any of the parent transaction, then \( T_1 \) will read the local copy of the object. In this case, the read quorum validation will not be performed. Instead, the object validation is performed whenever \( T_1 \) sends the next remote read request. If this was the last remote request, then validation is performed as part of request commit.

From all these cases, we see that transactions observing an inconsistent state of an object will never commit. Theorem follows. \( \square \)

\textbf{Theorem 4.1.2.} \ Rqv provides 1-copy serializability.

\textit{Proof.} We have already proved that Rqv provides 1-copy equivalence i.e. it provides single copy of an object and that any transaction observing inconsistent state will abort. Assume \( T_1 \) and \( T_2 \) are conflicting transactions attempting to update an object o, \( T_1 \) is propagating changes to object o while \( T_2 \) had accessed its read quorum to read o before \( T_1 \) had started propagating its changes. Since Rqv provides 1-copy equivalence, \( T_1 \) will commit its changes while \( T_2 \) will abort as it has the stale version of o. During the next execution of \( T_2 \), it
can read the latest copy of object $o$, apply its changes and commit. Thus, the commit of transactions $T_1$ and $T_2$ will appear as sequential execution.

Therefore, any two transactions will appear to commit sequentially. Theorem follows.

**Theorem 4.1.3.** QR-CN preserves 1-copy equivalence for all objects.

**Proof.** Let transaction $T_{parent}$ be the parent of closed nested transaction $T_{closed}$. While reading a remote object, if Rqv fails for $T_{closed}$, then the transactions are rolled back up to the point where read-set and write-set objects are valid, and the execution is restarted from this point. On the contrary, if $T_{closed}$ completes reading all the remote objects, it means that the objects in $T_{closed}$’s read-set and write-set are valid. Next, $T_{closed}$’s objects are merged with that of $T_{parent}$ locally, and the execution is returned to $T_{parent}$. Let $T_{root}$ be a root transaction in QR-CN. The commit or abort of any closed nested transaction enclosed within $T_{root}$ is not globally visible, hence it will not affect any other transaction. $T_{root}$ performs a commit request operation before committing or aborting itself. It commits only when it receives commit response from all the nodes in its write quorum, else it aborts.

Therefore, any root transaction in QR-CN observing inconsistent state of object will not commit. Theorem follows.

### 4.2 Checkpointing

#### 4.2.1 QR-CHK: Overview

A CPT has the ability to rollback to previous execution state in case of transactional conflict. It has read and write operations similar to those defined in QR-CN, while the request-commit and commit operation are exactly the same as flat nested transaction. Transaction creates checkpoints whenever a pre-defined criterion is satisfied. These checkpoints are the points to which transaction can be rolled back to whenever a transactional conflict is detected. When a conflict is detected during request commit, the entire transaction is aborted and retried. In case of a conflict detected during read/write of a remote object, the transaction is partially aborted by rolling back to an appropriate checkpoint.

In DTM context, a checkpoint is defined as the state of the transaction at a specific point in time. The state consists of transaction’s read-set, write-set and program state. A checkpoint is created whenever the number of objects in transactions’s read-set and write-set crosses a threshold. Every checkpoint has a checkpoint ID representing the time at which it was created.
4.2.2 QR-CHK: Read/Write Operation

The read/write operation performs validation of objects which can result in partial abort of transaction, described in Algorithm 4. This process is similar to the read quorum validation and read operation described in Algorithm 1 and Algorithm 2, respectively. We record the latest checkpoint ID (ownerChkpnt) in the object copy whenever it is requested from remote node, similar to ownerTxn in Rqv. The objects in read-set and write-set are scanned to find out the invalid objects and the least of the ownerChkpnt among them, which is assigned to abortChk (line 7-10 in Algorithm 4). The read-set and write-set corresponding to abortChk will have valid objects, similar to abortClosed in Rqv. An abort message is sent back to the transaction along with abortChk. The requesting transaction on receiving abortChk retrieves the corresponding checkpoint and resumes execution from the execution state associated with abortChk.

Algorithm 4: QR-CN: Read Quorum Validation for checkpointing.

```
procedure ValidationChk (T)
1    Remote:
2       dataSet = getDataSet(T);
3       abortClosed = null;
4       foreach o in dataSet do
5          protected = getObj(o.id).isProtected;
6          ownerChk = getObj(o.id).ownerChk;
7          if o.version < getObj(o.id).version ||
8             protected then
9             remove ownerChk from PW, PR;
10            if ownerChk < abortChk then
11               abortChk = ownerChk;
12       return abortChk;
```

4.2.3 Analysis

**Theorem 4.2.1.** QR-CHK preserves 1-copy equivalence for all objects.

*Proof.* Let transaction $T_{parent}$ be the parent of closed nested transaction $T_{closed}$. While reading a remote object, if Rqv ails for $T_{closed}$, then the transactions are rolled back up to the point where read-set and write-set objects are valid, and the execution is restarted from this point. On the contrary, if $T_{closed}$ completes reading all the remote objects, it means that the objects in $T_{closed}$’s read-set and write-set are valid. Next, $T_{closed}$’s objects are merged with that of $T_{parent}$ locally, and the execution is returned to $T_{parent}$. Let $T_{chk}$ be a transaction in QR-CHK. Any partial rollback occurring within $T_{chk}$ is not globally visible, hence it will not affect any other transaction. $T_{chk}$ performs a commit request operation before committing
or aborting itself. It commits only when it receives *commit* response from all the nodes in its write quorum, else it aborts.

Therefore, any transaction in QR-CHK observing inconsistent state of object will not commit. Theorem follows.

4.3 Automated Closed Nesting

Closed nesting can significantly improve performance of an application in fault-tolerant DTM. However, in certain cases performance can degrade due to large number of partial aborts. Therefore, it is important to appropriately compose closed nested transactions to utilize the benefits of partial aborts. In order to figure out the correct composition of closed nested transactions, one needs to know the level of contention of the objects involved in transaction execution. Contention of an object depends on factors like write workload, access pattern, number of servers (quorum nodes) and clients in the system. Given the dynamic nature of these factors, contention of objects can only be determined during application runtime. Therefore, it is almost impossible for a developer to correctly compose closed nested transactions.

To this end, we develop an automated closed nesting framework, *QR-ACN*, to dynamically determine the composition and order of closed nested transactions. We follow a hybrid approach where we use static and dynamic analysis to figure out the closed nested transactions that will provide performance improvement. The static analysis involves data dependency analysis of transactional code, while dynamic analysis involves measuring the contention of objects dynamically. The information collected from these analyses is used to appropriately compose closed nested transactions.

4.3.1 Overview

The idea behind automated closed nesting rests on the observation that closed nesting is best applicable to transactions which access high contention objects only when their execution is nearing commit operation. Thus, the transactions which access low contention objects initially while access high contention objects later in their execution can obtain maximum benefit from closed nesting.

Let us consider an example to understand this concept. We consider Bank transaction, where funds are transferred from bank account *Account1* belonging to branch *Branch1* to another account *Account2* belonging to branch *Branch2*. The psuedo code for flat nested transaction is shown in Figure 4.1. Line 1-5 corresponds to reading remote object copies of the branch objects *Branch1* and *Branch2*, and withdrawing and depositing amounts from them, respectively. Line 7-11 corresponds to reading remote object copies and performing
withdrawal and deposit on Account1 and Account2, respectively.

During the run-time, the objects Branch1 and Branch2 will be highly contended as they are global objects for their respective branches, hence, other transactions will also access them. On the other hand, the objects Account1 and Account2 will have low contention as they would have lesser accesses. Therefore, the contention levels of branch and account objects will differ significantly. For this transaction, wrapping branch operation (line 1-5) and account operation (line 7-11) inside closed nested transaction would not yield any performance improvement over flat nesting. This is because probability of abort for branch operation being higher the behavior would be same as that of flat nesting.

Recall the observation stated regarding the applicability of closed nesting. If we look closely at Figure 4.1, there is no data dependency between the branch operation and withdrawal operation. We can potentially change the order of these operations as shown in Figure 4.2. With this change the branch operations are closer to commit operation. We observe that transaction is more likely to encounter conflict due to branch objects, hence, we wrap the branch operation inside closed nested transaction shown in line 6-12 Figure 4.2. The conflict encountered in closed nested transaction can be resolved by partial abort by restarting from line 6.

Note, changing the order of operations will not affect the correctness of transaction. The functional behavior of transaction still remains the same. This is because in both Figure 4.1 and Figure 4.2 the transaction read-set and write-set are exactly in the same state before the commit operation begins. As a result, the state after transaction commit will also be same.

In order to devise such a framework to automatically determine the composition of closed nested transactions, we need mechanism to find out the data dependency and contention
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Figure 4.2: Flat Nested Bank Transaction.

level of objects. Also, in order to change the object access order for transaction we need to change the transaction execution dynamically. This requires the code to be arranged in a specific manner such that composition of closed nested transactions can be changed dynamically.

4.3.2 System Design

QR-ACN can change the composition of closed nested transaction dynamically depending on the contention of the objects accessed. To achieve this, the transaction code has to be transformed during initialization. We will introduce certain definitions to understand how the execution for transaction occurs in QR-ACN:

- **UnitBlock**: We divide the given transactional code in distinct sections called as unit-Blocks. It is the smallest logical unit of code in QR-ACN. Each unitBlock comprises of exactly one remote object invocation and local operations performed on the already opened object copies. The contention level of an unitBlock is the contention level of the remote object it opens.

- **Blocks**: Multiple UnitBlocks can be combined to form a Block. The contention level of block is the average of all the unitBlocks enclosed inside it. Thus, block enclosing multiple unitBlocks represent a piece of code to be executed.

- **Executor Engine**: This engine is responsible for maintaining the sequence of blocks that comprises a transaction and execute these blocks in that order. In order to execute
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(a) Original Block Sequence.

(b) Modified Block Sequence.

Figure 4.3: Code Arrangement using UnitBlocks and Blocks.

a block, it executes all the unitBlocks enclosed inside it. The sequence of the blocks maintained by Executor can be changed, in which case, the order of execution changes.

Figure 4.3 shows the bank transaction arranged in unitBlocks and blocks. In the original block sequence (Figure 4.3a), each block contains exactly one unitBlock which in turn consists of one remote object invocation. After transformation (Figure 4.3b), the unitBlocks corresponding to branch objects are merged inside a single block $B_2$. Similarly, account objects are merged into block $B_1$. As the order of execution has changed, block $B_1$ precedes $B_2$ in the block sequence. Note, we have not shown local operations inside unitBlocks for the sake of clarity.

We now describe each of the modules of QR-ACN:

- **Static Module**: The static module maintains static information of the transaction code. It is triggered at the beginning of the application where it creates graph model of the transactional code, called $UnitGraph$. This information is queried throughout the lifetime of application. During the run-time, it is queried by the Algorithm Module for data dependency.

- **Dynamic Module**: The dynamic module is triggered as soon as the application starts. It collects run-time parameters like the contention level of objects. It is used as input to the Algorithm Module to know contention levels of objects. The Algorithm Module requests the information and feeds the response to the Algorithm Module.

- **ACN Module**: This Automated Closed Nesting (ACN) Module is invoked periodically. It has the input from Static Module and Dynamic Module which is processed based
on the algorithm to produce a sequence of blocks. This Executor Engine picks up the changed sequence of blocks and executes them in that order.

Figure 4.4 shows the interaction of these modules with the Executor Engine. The Static Module is initialized only at the start of application (colored blue) while the other modules are active during the application run-time. The ACN Module queries the Static Module and Dynamic Module to create the next block sequence.

4.3.3 Algorithm

Control-flow Graph

Soot is a language manipulation framework for Java. It converts Java classes into intermediate languages which can be used through its API for program analysis. We use Soot to create a control-flow graph, UnitGraph, to analyze the transactional code. In this graph, each statement is a node and one node is connected to another node if control can flow from the source node to the target node. This graphical representation of the transaction is used to detect dependency among Blocks to decide whether it can be shifted.

Next, we identify remote object calls from the control-flow graph. Code blocks are created such that there is remote invocation at the start of the blocks while it ends before the subsequent invocation (exclusive). For every such code block, a new unitBlock is created and registered with the ACN Module. Every unitBlock is associated with the remote object’s
Chapter 4. Partial Transactional Abort

class. Once every code block of the transaction is encompassed inside a unitBlock, a new block is created for each of the unitBlocks. The new blocks are also registered with the ACN Module.

The Executor Engine looks for the registered blocks of a transaction and arranges them in a sequence of blocks that adheres to the one in UnitGraph. This forms the initial block sequence.

Note, in the benchmarks we have used every object of a given class has similar behavior, hence, any object can be used as a representative of its class. From now on, we would use the term object for referring to its class.

4.3.4 Contention Level

Contention Level for each object is maintained by the quorum nodes. Quorum nodes track the total number of object accesses (TransactionAccess) and total number of aborts due to that objects (TransactionAbort). TransactionAccess is incremented by on read request for that object. TransactionAbort is incremented on encountering abort due to that object while reading the object or during the commit operation for a transaction. At any point of time, the contention level of an object is calculated as the ratio of TransactionAbort and TransactionAccess.

For obtaining the blocks sequence for providing better performance, the clients request the contention level of objects. They create list of objects that are contained in the block sequence. This list is sent as part of request to the quorum nodes. On receiving the request, the quorum nodes calculate the contention level of that object as the ratio of TransactionAbort and TransactionAccess, and the list of contention levels is sent back to the requesting client. The pseudo code for request and response messages is shown:

4.3.5 Algorithm Module

The Algorithm Module is triggered periodically on the client nodes. The input for this module is the current block sequence, contention level for each of the blocks and dependency model between the blocks, while the output is the new block sequence to improve the performance of the system dynamically. The dependency model that is created during the initialization of the system, while the contention level of objects at that point of time is requested from the quorum nodes. Contention level of block is defined as the average of contention level of the unitBlocks it is enclosing.

The Algorithm module works on the basis that high contention objects should be as close to commit as possible. In order to achieve this, it attempts to shift higher contention blocks as low as possible while maintaining the data dependency tracked in the UnitGraph.
Algorithm 5: Contention Level Request and Response.

```
procedure RequestContention (T)
1    Local:
2        blockList = getBlocks(T);
3        foreach block in blockList do
4            foreach unit in block.units do
5                objectList.add(unit.obj);
6        response = sendRequest(objectList, ReadQuorum);
7        updateContentionLevel(response)
8    procedure ResponseContention (objectList)
9        Remote:
10           response = null;
11           foreach o in objectList do
12              contentionLevel = getTransactionAccess(o) / getTransactionAbort(o);
13              response.put(o, contentionLevel);
14           return response;
```

The current block sequence is sorted based on the contention values of the blocks. For every block starting from the lowest contention level, we try to shift it such that all the blocks above it have lower contention level while preserving the data dependency. The pseudo code for this is shown in Algorithm 6. The blockSeq, the current block sequence, is updated with new contention levels by updateContentionLevel. Next, getCurrentBlocks provides the list of all the blocks. The list is then sorted based on contention level. For every block in the sorted list, we check whether it can be shifted below its adjacent block by checking with the UnitGraph (canShift(), line 6) for any edge among the blocks and for the contention level. If block does not have data dependency and its contention level is lower than sBlock then it is shifted below the given block(shift, line 7), else the inner loop breaks.

Algorithm 6: Automated Closed Nesting Algorithm.

```
procedure getNewBlockSeq (blockSeq)
1    Local:
2        updateContentionLevel(blockSeq);
3        sortedBlocks = getCurrentBlocks(T).sort();
4        foreach sBlock in sortedBlocks do
5            foreach block with index greater than sBlock in blockSeq do
6                if canShift(sBlock, block) then
7                    shift(sBlock, block);
8                else
9                    break;
```
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Experimental Evaluation for Partial Abort

We conducted the experiments using a 40-node testbed. Each node is an AMD Opteron processor clocked at 1.9GHz and running the Ubuntu Linux 10.04 server operating system. Each node was assigned the same read and write quorums.

In section 5.1, we compare flat nesting (i.e. QR), closed nesting (i.e. QR-CN) and checkpointing (i.e. QR-CHK) for three micro-benchmarks including Hashmap, Red Black Tree (RBTree), Skiplist (SList), and macro-benchmarks including Bank (monetary) application (similar to the one in [57]) and STAMP benchmark [44] Vacation. In Section 5.2, we compare existing DTM implementations with QR-DTM for Bank benchmark. In Section 5.3, we show graceful degradation in failure scenario for three benchmarks.

5.1 Evaluation of Closed Nesting and Checkpointing

We compared closed nesting (QR-CN) and checkpointing (QR-CHK) with flat nesting (QR) under Bank, Hashmap, RBTree, SList and Vacation. Every root transaction consists of one or more CTs, where each CT is an operation on data structure. For example in hashmap, operation for adding or removing an element is a CT, and multiple such CTs are enclosed inside a root transaction. For vacation, each of the reservations for car, hotel and flight forms a CT.

In these experiments, we measured the throughput (transactions committed per second) by varying the following parameters: 1) read workload i.e. the percentage of read operations 2) the number of nested calls, which affects the number of objects read within a transaction, thereby controlling its length, 3) the number of objects, which could increase or decrease contention depending on the application.
Figure 5.1: Flat nesting, closed nesting and checkpointing for different read workload.
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Figure 5.2: Flat nesting, closed nesting and checkpointing for different transaction length.
Figures 5.1a, 5.1b, 5.1c, 5.1d and 5.1e show the variation with read workload for five benchmarks, varied from 0 to 100 %. Figures 5.2a, 5.2b, 5.2c, 5.2d and 5.2e show the variation with number of calls, varied from 1 to 5. Figures 5.3a, 5.3b, 5.3c, 5.3d and 5.3e show the variation with number of objects. Contention increases for SList and Hashmap benchmarks with increase in objects, while for remaining benchmarks contention reduces.

In all these runs, we observed that closed nesting outperforms flat nesting and checkpointing, and that checkpointing suffers from performance degradation over flat nesting. The best speedup obtained by closed nesting over flat nesting is for SList (101%) and the least speedup is for Bank (9%). We observed that checkpointing has 16% degradation over flat nesting across all benchmarks.
For read workload variation, we observed that the throughput improvement of closed nesting over flat nesting and checkpointing is greater for higher percentage of writes, while the gap reduces as the read workload increases. Similarly, for transaction length variation, throughput improvement for closed nesting increases as the length increases. For object variation, with increase in contention for benchmarks, we observed closed nesting performing better than other two models.

<table>
<thead>
<tr>
<th>Bench.</th>
<th>QR-CN Abort %</th>
<th>QR-CHK Abort %</th>
<th>QR-CN Msg. %</th>
<th>QR-CHK Msg. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank</td>
<td>-18</td>
<td>14</td>
<td>-22</td>
<td>15</td>
</tr>
<tr>
<td>Hashmap</td>
<td>-45</td>
<td>19</td>
<td>-51</td>
<td>22</td>
</tr>
<tr>
<td>SList</td>
<td>-56</td>
<td>23</td>
<td>-52</td>
<td>26</td>
</tr>
<tr>
<td>RBTree</td>
<td>-21</td>
<td>15</td>
<td>-23</td>
<td>16</td>
</tr>
<tr>
<td>Vacation</td>
<td>-33</td>
<td>11</td>
<td>-41</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 5.1: Abort rate and message % for QR-CN and QR-CHK compared to flat nesting

We also measured the transaction abort rates (i.e., root and child transaction aborts) and the number of messages exchanged (i.e., read and commit requests) for all benchmarks. Table 5.1 shows the percentage change in abort rate and messages exchanged with closed nesting and checkpointing compared to flat nesting. For QR-CN, there was decrease in the abort rate and message (denoted by negative values), while for QR-CHK it has increased. The independent evaluation to find the overhead for checkpoint creation shows that it has only 6% overhead compared to flat nesting. Thus, the reason for overall drop in throughput for QR-CHK is the fine granularity of checkpoints which results in large number of unnecessary partial aborts as can be seen in table 5.1. There is almost a direct correlation between the decrease in the number of messages and the total number of aborts and the throughput improvement. The least reduction in abort rate is observed for Bank and highest reduction is for SList.

From the results so far, we also observe that the improvement obtained by closed nesting increases with increase in contention. We also note that the length of transactions has a significant effect in determining the throughput gain for closed nesting. The SList benchmark, which have large lengths, have high throughput gain (as high as 122%). In contrast, the average gain for rest of the benchmarks with shorter lengths is 40%.

5.2 Comparison with DTM Implementations

We compared QR-DTM with other DTM implementations including HyFlow [57] and Decent STM [12]. Decent STM uses a fully decentralized snapshot algorithm that relies on multiversion concurrency control: using a history of object states, conflicting transactions are allowed to proceed as long as they can see a consistent snapshot of memory. Thus, Decent STM is a fair competitor to QR-DTM. On the other hand, HyFlow uses an algorithm
Figure 5.4: Throughput of QR-DTM, HyFlow, and Decent-STM for the bank application called Transaction Forwarding Algorithm (TFA), which is based on the single object copy model and therefore cannot cope with failures. TFA ensures transactional properties using an asynchronous clock-based validation technique. We still include HyFlow in our comparison because, for the no-failure case, TFA is shown to outperform Decent-STM in [60], and therefore serves as a good baseline for us.

Figure 5.4 shows the comparison of the three DTM implementations under high and low contention for the Bank benchmark. We observe that QR-DTM consistently outperforms Decent STM. HyFlow performs the best.

These results indicate that Decent-STM’s snapshot isolation algorithm has higher overhead than QR-DTM. The reason for the lower performance of QR-DTM than HyFlow is that any remote request for QR-DTM triggers a multicast message to read and write quorum as opposed to unicast message to the object owner in HyFlow. However, HyFlow cannot cope
5.3 Throughput under Node Failures

We now show fault-tolerance of QR-DTM by measuring throughput under node failures. Figure 5.5 shows the throughput for the Hashmap, Binary Search Tree (BST) and Vacation benchmark under increasing number of node failures. We consider a system with 28 nodes, where initially, a read quorum, consisting of a single node, is assigned to all the nodes. With each failed node, the size of the read quorum increases by one. The number of failed nodes \( n \) ranges from 1 to 8. Initially, we observe that the throughput increases for certain number of failure. This is because, the workload is balanced across the read quorum nodes. However, for \( n \) greater than 4, we observe that the throughput degrades gracefully as the messages exchanged increases due to the larger size of the read quorum.

5.4 Evaluation of Automated Closed Nesting

We test the QR-ACN framework for two real-world benchmarks, TPC-C and Vacation. We perform the experiments for configuration of 10 quorum nodes and upto 30 clients. We compare throughput of QR-DTM with system using QR-ACN. For simplicity, when QR-DTM uses QR-ACN framework we will refer to such a system as QR-ACN.
TPC-C Benchmark

We compare QR-ACN and QR-DTM for write intensive NewOrder transaction in TPC-C benchmark. We configure the clients to generate 100% NewOrder transactions. Figure 5.6 shows the throughput of QR-DTM and QR-ACN for different time intervals. We have measured the throughput of the system for every 10 second time interval up to 50 seconds. We observe that both the systems have the same throughput up to $t = 10$ sec. In the next time interval, QR-ACN determines that the high contention objects belong to District. The transactional code as per specification performs the remote operations initially in the execution. QR-ACN moves the remote operation on District as close to commit operation as possible by looking at the data dependencies. This shift results in throughput improvement of 30% over QR-DTM.

We perform similar comparison for Payment transaction of TPC-C. The throughput variation with time is shown in Figure 5.7. We observe that initially the throughput for QR-ACN is lower than that of flat nesting, however, after $t = 10$ sec, composition is changed. QR-ACN determines the high contention objects to be District and Warehouse, and shifts them close to commit operation. This shift results in throughput improvement of 54% over QR-DTM.

Next, we compare QR-DTM and QR-ACN in TPC-C profile with 50% of Payment and
NewOrder transactions as shown in Figure 5.8. We observe that after QR-ACN kicks in the throughput improvement over QR-DTM is 42%.

**Vacation Benchmark**

We evaluate QR-ACN for Vacation benchmark. In our setup, we changed the contention of objects during different time intervals. Figure 5.9 shows the variation of throughput for QR-DTM and QR-ACN for the time intervals. The highly contended objects change in the second and fourth time interval. In the second time interval, we observe that QR-ACN adjusts dynamically to the changing workload to provide throughput improvement of 112% over QR-DTM, whose throughput remains the same. In the fourth time interval, QR-DTM’s throughput increases as its existing composition favors the changed workload. QR-ACN still outperforms QR-DTM by 8%.
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Validation Cost Reduction

6.1 Open Nesting

Open nesting was introduced by Moss [48] as a solution for avoiding false conflicts. The idea behind open nesting is to commit nested transactions to shared memory, thereby releasing objects in its read-set and write-set, and thus avoid conflicts with transactions working on the same set of objects.

Open-nested transactions optimistically commit their changes, which are immediately made globally visible, assuming that the parent transaction will subsequently commit. However, if the parent transaction aborts, those changes must be compensated before the parent transaction can be re-issued. The compensation action does not simply restore the original state of memory, but restores the semantic state of the shared data. For example, the compensation action of adding an element to a set is removing that element from the set (i.e., remove is the inverse operation of add). Thus, operations with well defined inverses are appropriate to be open-nested, such as those of collection classes (e.g., set, map).

Globally committing changes of the nested transactions allows other transactions to proceed without encountering conflicts. However, there is a restriction on which transactions can execute concurrently. We illustrate this with an example. Figure 6.1 shows two parent transactions, $T_1$ and $T_2$, each performing add and contains operations on a set as open-nested transactions. On completion of execution of the two nested transactions, the set should either have the element $e$ or $e'$, but not both. If $T_1$ and $T_2$ complete their contains operation, then both will proceed to their remove operations, resulting in an incorrect state. This occurs because there is no way for transactions to know what operations are being performed by others. This problem is solved by using an abstract lock: an open-nested transaction will acquire an abstract lock corresponding to the operation it has performed to inform other transactions. In the above example, after $T_1$ finishes its contains, it will acquire an abstract lock on $e$. This will prevent remove($e$) of $T_2$ from committing. Note
that \( \text{contains}(e) \) and \( \text{contains}(e') \) can commit at the same time, as each will acquire different abstract locks i.e., on \( e \) and \( e' \), respectively.

\[
\begin{align*}
T_1 & \quad \text{if (set.contains(e))} \\
& \quad \text{set.remove(e')} \\
T_2 & \quad \text{if (set.contains(e'))} \\
& \quad \text{set.remove(e)}
\end{align*}
\]

Figure 6.1: Concurrent transactions in the open nesting model.

The abstract lock acquired by an open-nested transaction is added to the parent transaction’s log. The parent transaction is responsible for releasing the locks acquired by its open-nested transactions. On successful commit, the parent transaction will commit its changes and release the abstract locks in its log. On abort or unsuccessful commit, the parent transaction will run the compensating actions for its committed open-nested transactions, release the corresponding abstract locks, and restart itself from the beginning.

There is no global order that is followed by open-nested transactions in acquiring abstract locks. As a result, deadlocks can occur. If an abstract lock is unavailable for an open-nested transaction, the parent transaction aborts to release all previously acquired abstract locks, and thus avoids deadlocks.

**Correctness.** In the open nesting model, physical serializability is violated as partial changes of a transaction are exposed. However, at the semantic level, ordering among the open-nested transactions does not matter. For example, adding elements 10 and 15 to a set are commutative operations, and therefore, the set’s final state is not affected. Thus, open-nesting preserves abstract serializability [50]. In our early release protocol, QR-ER, physical serializability is violated as transactions ignore validation of certain read-set objects during their commit. However, updates on other sections of the shared data (i.e., data structures) do not affect the current transaction. This protocol is strictly applicable to data structures, and we argue about its correctness in Section 6.3.

**Programmability.** The open nesting model affects programmability: the programmer must understand that physical serializability is compromised for the sake of improved performance. Moreover, the programmer must identify operations that are appropriate for open nesting and provide compensating actions for them. For our early release protocol, the programmer must also identify the objects that can be dropped from the read-set.

In QR-ON, the read and write operations of both the nested and parent transactions are exactly the same as that of QR’s, described in Section 3.

The commit of nested transactions are globally visible. A nested transaction’s commit operation will validate the transaction’s read-set and write-set objects, and attempt to acquire the abstract lock, corresponding to the transaction operation. On successful commit, the nested transaction will commit its changes, discard the read-set and write-set, acquire the abstract lock, and record the abstract lock in parent transaction’s log. The parent transac-
tion can then continue further execution. Once the parent transaction completes execution, its commit operation will validate the parent’s read-set and write-set objects, and release the abstract locks acquired by its nested transactions. Note that the parent validates only the objects it has read, and not those read by its nested transactions.

A parent transaction could abort anytime during its execution, either because it has detected a conflict for objects in its data-set or one of its nested transactions could not acquire the needed abstract lock. When a parent transaction aborts, it will perform compensating actions for the operations committed by its nested transactions and release the corresponding abstract locks.

A nested transaction could also abort because of a conflict detected for objects in its data-set. In this case, it will rollback and restart from its beginning. The parent transaction’s state is not altered when its nested transaction aborts.

Algorithm 7 describes the methods of QR-ON. A method partly executes on the requesting node (Local) and partly on the remote quorum nodes (Remote).

We now describe each method of QR-ON:

- **OpenNestedCommit.** This method performs the commit operation of a nested transaction. The remote or write quorum nodes perform object validation for the nested transaction and acquire the abstract lock corresponding to the operation (lines 2-3). On the local node, the result is commit, if object validation and abstract lock acquisition succeed for every write quorum node; else it returns abort. In case of commit, this method will record the operation details and abstract lock in the parent transaction log (line 14). In case of abort, onOpenNestedAbort is invoked.

- **parentCommit.** This method performs the commit operation of a parent transaction. The remote or write quorum nodes perform object validation for the parent transaction (line 24). If validation succeeds, abstract locks are released. On the local node, the result is commit if object validation succeeds on every write quorum node; else it returns abort. In case of abort, onParentAbort is invoked.

- **onOpenNestedAbort.** This method is invoked when a nested transaction aborts. An abort occurs if a conflict was detected for any of the objects in its data-set, or the abstract lock could not be acquired. In the former case, the nested transaction is retried. In the latter case, to avoid a deadlock, the parent transaction must release the previously acquired abstract locks, and invokes onParentAbort (to abort the parent transaction).

- **onParentAbort.** This method is invoked when a parent transaction aborts. It performs the compensation actions corresponding to the abstract locks in its log. For each abstract lock in the log, it performs a compensating action, which is another transaction that undoes the effects of the original operation. Additionally, the remote node releases the abstract locks (line 39).
Algorithm 7: Methods of QR-ON.

procedure OpenNestedCommit \(T\)
1 \[\begin{array}{l}
\text{Remote:}
2 \quad \text{valid} = \text{validateObjects}(T);
3 \quad \text{lock} = \text{acquireAbstractLock}(T);
4 \quad \text{if valid and lock then}
5 \quad \quad \text{return commit;}
6 \quad \text{else}
7 \quad \quad \text{if lock then}
8 \quad \quad \quad \text{reason} = \text{lockUnavailable};;
9 \quad \quad \text{else}
10 \quad \quad \quad \text{reason} = \text{objectIdInvalid};;
11 \quad \quad \text{return abort, reason;}
12 \quad \text{Local:}
13 \quad \quad \text{if result == commit then}
14 \quad \quad \quad \text{T.parentLogAdd}(T.op, \text{T.abstractLock});
15 \quad \quad \text{return true;}
16 \quad \quad \text{onOpenNestedAbort}(T, reason);
17 \\end{array}\]

procedure onOpenNestedAbort \((T, reason)\)
18 \[\begin{array}{l}
\text{Local:}
19 \quad \text{if reason == objectIdInvalid then}
20 \quad \quad \text{retry T;}
21 \quad \text{else}
22 \quad \quad \text{onParentAbort(T);}
23 \\end{array}\]

procedure parentCommit \(T\)
24 \[\begin{array}{l}
\text{Remote:}
25 \quad \text{valid} = \text{validateObjects}(T);
26 \quad \text{if valid then}
27 \quad \quad \text{releaseAbstractLocks}(T);
28 \quad \quad \text{return commit;}
29 \quad \text{else}
30 \quad \quad \text{return abort;}
31 \quad \text{Local:}
32 \quad \quad \text{if result == commit then}
33 \quad \quad \quad \text{return true;}
34 \quad \quad \text{else}
35 \quad \quad \quad \text{onParentAbort(T);}
36 \quad \\end{array}\]

procedure onParentAbort \((T)\)
37 \[\begin{array}{l}
\text{Local:}
38 \quad \text{foreach op in T.opLog do}
39 \quad \quad \text{op.compensateRemote();}
40 \quad \text{Remote:}
41 \quad \quad \text{op.releaseAbstractLock();}
42 \\end{array}\]
6.2 Optimistic Open Nesting

In QR-ON, the commit of a nested transaction is a blocking operation i.e., the subsequent transaction has to wait until the commit of the previous transaction completes. In QR-OON, we relax this: a nested transaction commits asynchronously without blocking the next transaction. Additionally, a nested transaction commits its changes locally so that the next transaction can speculatively read those changes. This allows the current transaction’s (curr) commit phase to overlap with the next transaction’s (next) read/write phase.

The read phase of a nested transaction always executes in the context of the default thread, i.e., defThread. The commit of curr involves merging its data-set with the parent’s data-set, and delegating the commit phase to a separate thread, asyncThread. As a result of this delegation, the execution of next can be started by defThread, while asyncThread is still committing curr. During next’s read phase, for processing an object request, the object is first locally looked-up in the parent’s data-set. If the object is not found, it is fetched from the read quorum nodes. During each operation of next, the final outcome of curr’s commit operation is checked. If the outcome is a successful commit of curr, then next can continue its execution without any change and proceed to commit. However, if curr failed to commit, then it has to be retried. This involves discarding the speculative work done by next and rolling back defThread to the start of curr.

Rollback is achieved by means of checkpointing. At the start of every nested transaction, a checkpoint is created, which contains the execution state of the defThread along with its metadata. When an abort is detected, the execution of defThread is restored to the checkpoint corresponding to the aborted transaction.

Note that, QR-OON needs changes on the client node (with respect to QR-ON), while the processing at server or quorum nodes remains the same as in QR-ON. Algorithm 8 shows the methods required to support QR-OON. The methods execute either in the context of defThread or asyncThread, and are summarized as follows:

- **readObject.** This method is invoked for reading objects for a transaction. The parent’s data-set is checked for the existence of the requested object. If it is not found locally, the object is fetched from the read quorum nodes. The state of curr is checked by invoking checkState.

- **OpenNestedCommit.** This method is responsible for the optimistic commit of a nested transaction. It merges the transaction’s data-set with its parent’s; delegates the work of commit to the asyncThread; resumes execution of next.

- **asyncCommit.** This method runs in the context of asyncThread and invokes the OpenNestedCommit method of QR-ON.

- **checkState.** This method is invoked in every read operation of a transaction. The method checks the status of the previous transaction and invokes onStateChange when the previous transaction either commits or aborts.

- **onStateChange.** This method is invoked whenever the final outcome of curr is decided.
Algorithm 8: Methods of QR-OON.

```plaintext
procedure readObject (T, objId, validate)
  1 DefThread:
  2 checkState(T.prev);
  3 ob=checkParent(objId);
  4 if ob != null then
  5     return ob;
  6 else
  7     ob = getRemoteObject(objId);
  8     return ob;

procedure checkState (curr)
  9 defThread:
 10 if state == alive then
 11     return;
 12 else
 13     onStateChange(curr, state);

procedure onStateChange (curr, state)
 14 defThread:
 15 if state == abort then
 16     restoreCheckpoint(curr);
 17 else
 18     return;

procedure OpenNestedCommit (T)
 19 DefThread:
 20 mergeParent(T);
 21 delegateCommit(T);
 22 return;

procedure asyncCommit (T)
 23 AsyncThread:
 24 OpenNestedCommit(T);
```

On commit, it simply returns to let _next_ continue its execution. However, in case of abort of _curr_, _restoreCheckpoint_ will restore the execution to the start of _curr_ to retry it.

While _curr_ is performing its commit asynchronously, only its subsequent transaction, i.e., _next_, can view _curr_’s locally committed changes. Other transactions cannot read these changes. Therefore, the correctness argument for QR-OON is exactly the same as that for QR-ON.

### 6.3 Early Release

We now present the QR-ER protocol in which objects are dropped from the read-set of a transaction to reduce false conflicts, invalidations and communication costs. For data-
structures, certain objects in the read-set of a transaction do not affect the final state of the data structure, and therefore need not be validated during the commit phase. This idea forms the basis of QR-ER. The approach has similarities to [69, 29], but they address the problem in centralized setting.

In QR-ER, each object has a boolean field \( \text{validate} \). If \( \text{validate} \) is set to \( \text{true} \), then the object needs to be validated during commit; otherwise, the transaction can commit without validating that object. This field is set when the object copy is added to the read-set during the transaction’s read operation. During the transaction’s commit operation, objects with false \( \text{validate} \) flags are not validated, and the transaction commits without validating them.

In QR-ER, we retain objects so that subsequent operations can read them locally. In contrast, [69, 29] release objects from the read-set.

We build QR-ER on top of the QR-CN protocol [21], which extends the QR protocol with the closed nesting model [49]. QR-ER inherits all properties of the closed nesting model: a nested transaction’s commit merges its data-set with its parent’s data-set, and a nested transaction aborts without changing its parent’s state. The nested transaction’s commits are local, while the parent transaction commits globally. During the parent transaction’s commit, only objects with true \( \text{validate} \) flags are validated.

Algorithm 9 shows the methods required to support QR-ER, which are summarized as follows:

- **Read.** This method is invoked with the \( \text{validate} \) flag for requesting an object by the transaction. The object is looked up locally on the parent’s data-set (line 1). If the object
is not found, it is retrieved from the quorum nodes over the network, and the method argument validate flag is set on the object (lines 6-7). For locally found objects, the validate flag is set only when the method invalidates the object (lines 3-4).

- childCommit. For the commit operation, the nested transaction merges its data-set with the data-set of its parent. This behavior is similar to the closed nesting model (QR-CN).

- parentCommit. For the commit operation, the parent transaction creates the list of objects which need to be validated (lines 11-12), and sends them for validation in the commit message.

Theorem 6.3.1. QR-ER’s early release protocol guarantees linearizability of the Linked-List data structure.

Proof. Consider the add operation of the linked-list. Let add insert the new element between pred and curr nodes of the linked-list. During linked-list traversal, the objects read are inserted into the read-set, while the objects pred and curr are inserted into the write-set. Linearizability of linked-list is guaranteed only when the following invariants are maintained for the add operation:

- pred is reachable from the head of the linked-list;
- curr is pred.next; and
- curr.item is in the linked-list.

These invariants are similar to those of the fine-grained lock implementation of the Linked-List [31]. We now establish how QR-ER’s early release protocol ensures these invariants during validation.

The scenarios in which the current transaction can be aborted include:

- If pred is not reachable from the head, this means that another transaction has deleted pred. In this case, pred’s version number will increase, aborting the current transaction.

- If curr is not pred.next, this means that another transaction must have added a new object in between. In this case, the version number of both pred and curr will increase, aborting the current transaction.

- If curr is not in the linked-list, then another transaction must have removed curr. This will also increase the version number of pred, aborting the current transaction.

It can be seen that the invariants only consider the objects which are in the write-set of the transaction, and are oblivious to the objects in its read-set. Thus, dropping the objects in the read-set will not affect correctness.

Note that for find operation of linked-list, pred and curr are maintained in the read-set and validated during commit.
Chapter 7

Experimental Evaluation for Validation Cost Reduction

We experimentally evaluated the protocols using the micro-benchmarks Linked-List, Hashmap, and Binary Search Tree (BST) as well as real-world application like TPC-C benchmark [1] and Vacation [44]. For the benchmarks, each transaction consisted of multiple (open) nested transactions, each of which enclosed an operation on the data structure (TPC-C is based on Hashmap). We also included the original QR-DTM in our comparison. Open nesting has also been evaluated in [73] presenting TFA-ON. However, this work focuses on distributed (non-replicated) systems. Our testbed consisted of 13 nodes, each of which is an 8-core AMD machine running Linux 10.04. We used 30 clients, with each client working on a single core.

Figure 7.1: QR-ON vs QR-DTM.
7.1 Evaluation of Open Nesting

QR-ON is particularly effective in scenarios where transactions are composed of a reasonable number of operations and with significant contention level. Our experiments therefore included 20% read-only transactions and with up to 7 nested calls per transaction.

Figure 7.1 shows the average throughput improvement of QR-ON over QR-DTM. (We report the speed-up instead of absolute numbers because the throughput of Hashmap and BST are two orders of magnitude higher than that of Linked-List.) We observe maximum throughput improvement of $4.2 \times$ for Linked-List and $1.95 \times$ for Hashmap, and a performance degradation of 62% for BST, over QR-DTM. The reason for the throughput improvement in Linked-List and Hashmap is directly due to reduced false conflicts. Avoiding false conflicts decreases the abort rate and the message size. In BST, clients access a small subset of shared objects, and therefore does not suffer from false conflicts. As a consequence, QR-ON pays the overhead of committing (open) nested transactions without reaping open nesting’s benefits.

Figure 7.2: Speed-up of QR-OON and QR-ER over QR-ON with increasing read %.
The impact of QR-ON’s overhead is minimal in execution scenarios that are prone to generate several false conflicts. When contention is reduced, the overhead, however, can become significant and degrade performance. QR-OON was designed to overcome this.

### 7.2 Evaluation of Optimistic Open Nesting

Figure 7.2 shows the speed-up of QR-OON over QR-ON for varying percentages of read-only transactions. We observe that QR-OON outperforms QR-ON by up to 43% for Linked-List and up to 29% for Hashmap. The improvement occurs because open nested transactions speculatively read objects from the previous transaction, thus reducing the remote requests for those objects. Indeed, remote requests are reduced by as much as 76% for Linked-List and 25% for Hashmap.

We excluded BSTs in this comparison, because QR-OON does not provide sufficient improvement over QR-ON on BSTs. This is because, BST is divided into multiple parts (the paths on the tree), and the probability of a subsequent transaction to access same objects (or part of) accessed by the previous committing transaction is very limited.

### 7.3 Evaluation of Early Release

QR-OON is susceptible to workload changes and its performance is bound by the amount of overlap between local execution and the commit phase. This is overcome in QR-ER, which commits nested transactions locally.

To understand QR-ER’s effectiveness, we compared it against QR-ON for micro-benchmarks, by varying the number of objects in the data structure (Figure 7.4) and the number of nested transactions (Figure 7.5). The workload is configured with 50% of write transactions.
We observe that QR-ER outperforms QR-ON by as much as $7 \times$ for Linked-List, 82% for Hashmap, and 1.1× for BST. This improvement is due to the reduction in the abort rate and the number and size of messages. Figure 7.3 shows the average of these parameters for each benchmark.

To understand the impact of message size on throughput, we compared QR-ER against QR-ON for 100% read-only workload (i.e., no abort) on all the benchmarks. Here, the reduction in the message size is the sole factor that can contribute to any potential throughput improvement. We observed an average message size reduction of 8%, contributing to an average throughput improvement of 40%.

We also compared QR-ER against QR-ON for the TPC-C benchmark. We conducted this experiment on our private cluster, as well as on the Future Grid public infrastructure\(^1\). Figure 7.6 shows how throughput varies with the number of nodes. We observe that QR-ER outperforms QR-ON by 44% on average.

\(^1\)http://www.futuregrid.org/
Figure 7.5: QR-ER vs. QR-ON: throughput with increasing object count (Calls=3).

Figure 7.6: QR-ER vs. QR-ON: throughput with TPC-C.
Chapter 8

Conclusion and Future Work

8.1 Conclusion

We presented the QR-CN and QR-CHK protocols that support closed nesting and checkpointing in quorum-based replicated DTM. We showed that Rqv ensures 1-copy equivalence and serializability. Our implementation and experimental evaluation shows that closed nesting (with QR-CN) improves throughput over flat nesting: the average performance gain is 53% across all the benchmarks, while the highest speedup is 101%. The reason for performance gain is the average reduction of 33% in abort rate. The lower abort rates, in turn, are responsible for reducing the communication overhead by 34%. We observed performance degradation of 16% for checkpointing over flat nesting across benchmarks, owing to message overhead of 19%.

We determined that closed nesting best applies for applications with high contention. We also found that the length of transactions is an important factor in the performance of closed nesting. We observed that the performance of closed nesting increases with increase in the level of contention and transaction length.

We developed QR-ACN, a framework for automated closed nesting. QR-ACN can dynamically adjust the composition and order of closed nested transactions. We found that the average throughput improvement for QR-ACN over flat nesting is 51% across all benchmarks while the maximum throughput improvement is 112% for Vacation benchmark. We determined that QR-ACN outperforms QR-DTM in most of the scenarios and is best suited for applications where workload changes during run-time.

Transactional workloads, in particular, transactional data structures, can suffer from false conflicts. This phenomenon is exacerbated in DTM where each abort has a significant negative impact on total transaction execution time. Open nesting is the typical solution for solving false conflicts, but we determined that, it has significant commit overhead in fault-
tolerant DTM. We showed that optimistic open nesting can outperform open nesting in low contention scenarios. Additionally, we showed that early release can provide substantial performance improvement – up to an order of magnitude – over its open nesting counterparts. Along with abort rate reduction, we observed that reducing message size also helps to significantly improve throughput. This observation is very relevant for fault-tolerant DTM, where reduction in message size can reduce network latency to a large extent.

8.2 Future Work

Checkpointing allows fine grained rollback, which is not possible in closed nesting. We can consider checkpointing at specific points in transaction to maximize performance. The automated framework can be extended for automatically creating checkpoints during transaction execution.

Open nesting and early release impose additional complexity on the developer. An interactive framework to guide developer for creating inner transactions and dropping objects from transaction read-set will be extremely useful.

We have performed our evaluation in QR-DTM which uses data flow model. It would be interesting to perform similar evaluation in control flow and hybrid models.

There are distributed systems that use partitioning of data so as to execute transactions locally within a partition. They provide partial replication by replicating the partitions. While most of the transactions access local partitions, few transactions can require access to remote partitions. In these scenarios, partial aborts and validation cost reduction approaches can be explored to improve performance of distributed transactions.
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