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(ABSTRACT)

Fluid-structure interactions occur in many engineering and industrial applications. Such interactions may result in undesirable forces acting on the structure that may cause fatigue and degradation of the structural components. The purpose of this research is to develop a solver that simulates the fluid-structure interaction, assess tools that can be used to control the resulting motions and analyze a system that can be used to convert the structure’s motion to a useful form of energy. For this purpose, we develop a code which encompasses three-dimensional numerical simulations of a flow interacting with a freely-oscillating cylinder. The solver is based on the accelerated reference frame technique (ARF), in which the momentum equations are directly coupled with the cylinder motion by adding a reference frame acceleration term; the outer boundary conditions of the flow domain are updated using the response of the cylinder.

We develop active linear and nonlinear velocity feedback controllers that suppress VIV by directly controlling the cylinder’s motion. We assess their effectiveness and compare their performance and required power levels to suppress the motion of the cylinder. Particularly, we determine the most effective control law that requires minimum power to achieve a desired controlled amplitude. Furthermore, we investigate, in detail, the feasibility of using a nonlinear energy sink to control the vortex-induced vibrations of a freely oscillating circular cylinder. It has been postulated that such a system, which consists of a nonlinear spring, can be used to control the motion over a wide range of frequencies. However, introducing an essential nonlinearity of the cubic order to a coupled system could lead to multiple stable solutions depending on the initial conditions, system’s characteristics and parameters. Our investigation aims at determining the effects of the sink parameters on the response of the coupled system.

We also investigate the extent of drag reduction that can be attained through rotational
oscillations of the circular cylinder. An optimization is performed by combining the CFD solver with a global deterministic optimization algorithm. The use of this optimization tool allows for a rapid determination of the rotational amplitude and frequency domains that yield minimum drag. We also perform three-dimensional numerical simulations of an inline-vibrating cylinder over a range of amplitudes and frequencies with the objective of suppressing the lift force. We compare the amplitude-frequency response curves, levels of lift suppression, and synchronization maps for two- and three-dimensional flows.

Finally, we evaluate the possibility of converting vortex-induced vibrations into a usable form of electric power. Different transduction mechanisms can be employed for converting these vibrations to electric power, including electrostatic, electromagnetic, and piezoelectric transduction. We consider the piezoelectric option because it can be used to harvest energy over a wide range of frequencies and can be easily implemented. We particularly investigate the conversion of vortex-induced vibrations to electric power under different operating conditions including the Reynolds number and load resistance.
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Chapter 1

Introduction

The flow over a circular cylinder and its induced vibrations have been studied extensively because of the complex phenomena involved in this system’s dynamics. At low Reynolds number, the flow remains attached over the whole surface of the cylinder. Near a Reynolds number of about 47 (8), flow separation is observed over the rear surface of the cylinder. The nonlinear interaction of the separated shear layer and feedback from the wake results in concentrated alternating vortices, known as the von Kármán vortex street, as shown in Figure 1.1. These vortices are shed with a specific frequency, represented by a nondimensional Strouhal number \( St = \frac{f^*_vs}{U_\infty} \) where \( f^*_vs \) is the dimensional frequency of vortex shedding, \( U_\infty \) is the incoming free-stream velocity, and \( D \) the diameter of the cylinder. These shed vortices exert oscillatory forces on the body, which are often decomposed into lift and drag components. If the cylinder is free to move, it responds to these oscillatory forces and the resulting motion is referred as vortex-induced vibrations (VIV), as shown in Figure 1.2. In cases where the vortices are shed at a frequency near the natural frequency of the cylinder, it undergoes high-amplitude oscillations, in a direction perpendicular to the incoming flow. This phenomenon is referred to as “lock-in” or “synchronization” (8–11). During these high-amplitude oscillations, vortices are shed with the cylinder’s natural frequency, deviating from the conventional Strouhal number. Real engineering structures have a number of possible mode of vibrations and the synchronization phenomenon can be realized or takes place when the frequency of any structural mode is matched with the frequency of vortex shedding.
Understanding the lock-in phenomenon has been of great interest to many researchers because of its applications in the design and maintenance of engineering structures such as high-rise buildings, bridges, heat exchanger tubes, and in marine technology.

![Snapshot of vorticity contours for flow over a stationary cylinder.](image)

**Figure 1.1:** Snapshots of the vorticity contours for the flow over a stationary cylinder.

Since Roshko (12) measured the vortex shedding period behind a bluff body, many researchers have investigated this phenomenon experimentally and numerically for a wide range of Reynolds numbers. The flow over a circular cylinder has constituted a canonical problem for studying flow separation, vortex shedding, and associated force coefficients (8; 13–15) in flows over bluff bodies. Bearman (9) gave a detailed survey of the body oscillations, induced by the vortices from bluff bodies of various shapes. He discussed various aspects of free and forced vibrations, difference between cross-flow and inline oscillations, and the phase changes with changes in the body oscillations. Williamson et al. in a series of papers (8; 10; 16; 17), gave a comprehensive review of the experimental and numerical work on vortex-induced vibrations (VIV). They discussed the flow physics related to free and forced vibrations, highlighted some fundamental concepts such as maximum attainable amplitude for a body moving with very small mass and damping, different modes of the system, their associated response between these modes and the effect of Reynolds number on VIV phenomenon. Recently, Gabbai and Benaroya (11) presented a detailed investigation of the experimental and computational solutions, related to the motion induced in structures by shedding vortices. They reviewed the dynamics of freely oscillating cylinder, modes of vortex shedding and also discussed the effect of three-dimensionality.

Anagnostopoulos and Bearman (1) investigated experimentally the phenomenon of vortex-
induced vibrations at low Reynolds numbers between 90 and 150. The experiments were conducted in a small water channel, with a cylinder hinged in a cantilever fashion without attaching end plates. Maximum oscillations-amplitudes were observed at the start of the lock-in regime. They observed a lock-in phenomenon over $104 \leq \text{Re} \leq 126$. Beyond this Reynolds number, the lock-in phenomenon bifurcates, and the vortices are shed with the Strouhal frequency and the cylinder oscillates with low modulated amplitudes. Anagnostopoulos (18) also performed numerical investigation of the flow around a freely oscillating circular cylinder in a range to match the experimental (1) regime of the Reynolds number. Analogous to the experimental results, he found that at the lower limit of the lock-in region, the oscillating amplitudes of the cylinder, lift and drag coefficients, remain high and then gradually decreases as the Reynolds number is increased. Blackburn and Henderson (19) investigated the lock-in behavior at Reynolds number equal to 250 by changing the cylinder natural frequency in each simulation. They observed maximum oscillations amplitudes of about $0.45D$ in the middle of the lock-in regime. They termed the response of the cylinder as chaotic outside the lock-in regime.

Figure 1.2: Three snapshots of the vorticity contours for the flow over a freely oscillating cylinder.
1.1 Motivation

Despite the progress in research and technology, the analytical, experimental and numerical investigations of separating flows over complex shapes face significant challenges. Due to the complicated nature of the physical flows, the scope of theoretical analysis has been in general very limited. Experimental techniques have become very sophisticated in recent years, but an extensive spatial and temporal interrogation of complex 3-D flow fields would quickly overwhelm available resources. In terms of cost effectiveness, numerical simulations provide a promising approach when compared to experimental investigation.

The numerical simulation of the equations governing the vortex-induced vibrations of a circular cylinder is very challenging as one cannot solve for the motion of the cylinder without determining the fluid loads. Yet, one cannot determine the fluid loads without the knowledge of the motion of the cylinder. This complication necessitates that equations governing the dynamics of the flow field, and equations which govern the dynamics of the cylinder be solved in a coupled manner. To do so, we consider the fluid flow, and the cylinder as a single dynamical system and use the Hamming fourth-order predictor-corrector technique (20) to overcome the coupling issue. In this technique, the fluid loads (output of the CFD code) are coupled to ODEs governing the motion of the cylinder. Moreover, the governing equations are solved on a parallel platform using the domain decomposition approach on a distributed-memory platform. Message passing interface (MPI) libraries are employed to partition the grid and to communicate among neighboring processors.

The control of vortex-induced vibrations has been a subject of interest in recent years. Reducing or controlling vortex-induced vibrations is desired for enhancing a structure’s safety, performance, and lifetime. This can be achieved by reducing the strength of the generated vortices and/or by controlling the motion of the structure in an appropriate manner. Much research has been devoted to the manipulation of the flow over circular cylinders to control the vortex shedding. Both active (21–28) and passive control (29; 30) approaches of VIV of circular cylinders have been explored. Some of the proposed acoustic excitation (21; 26; 27), blowing and suction (24), inline and transverse oscillations(6; 31), rotational oscillations(4; 5; 32–34), and velocity feedback controllers (25). These controllers couple the
control input to the flow instabilities and can operate in a broad range of conditions. However, these active controllers require appropriate sensors and actuators. Proposed passive controllers of VIV include splitter plates (12; 35; 36), wire ropes and impact, tuned, and structural dampers (30). The wire ropes cause an increase in the natural frequency and damping of the structure. Impact and tuned dampers absorb considerable amount of energy of the vibrating structure. Suppressing the oscillation amplitude of the cylinder in a passive manner would have the added advantages of lower cost and weight and would potentially become an attractive solution for shock and vibration isolation. However, passive controllers are usually designed for a specific oscillation amplitude/frequency and may not be effective over a wide range of oscillation amplitudes and may be constrained to a limited frequency range (30). Recently, Tumkur et al. (37; 38) proposed passive control of VIV of a circular cylinder over a broad frequency range by attaching a secondary system that has an essential nonlinear stiffness. This secondary system is usually termed as nonlinear energy sink (NES). Their results show a reduction in the root mean square (rms) of the oscillation amplitude of the cylinder for different NES masses. However, introducing an essential cubic nonlinearity to a coupled system could lead to multiple stable responses, depending on the initial conditions and the system characteristics and parameters.

When a fluid passes over a cylinder, and vortices are shed at a frequency near the natural frequency of the cylinder, it undergoes high-amplitude oscillations. During this fluid-structure interaction, naturally occurring motion is available, that can be converted by attaching energy harvesting materials. Different transduction mechanisms have been proposed for converting these available vibrations to electric power, including electrostatic (39; 40), electromagnetic (41), and piezoelectric (41; 42) transduction. Of particular interest is the piezoelectric option, which has received the most attention because it can be used to harvest energy over a wide range of frequencies (40) and can be easily implemented. There has been several investigations into different systems for converting aeroelastic vibrations to electric power (43–46).

1.2 Contributions

The major contributions of this thesis are:
1. The development and validation of a parallel CFD code for the direct numerical simulation of the flow field over a freely-oscillating circular cylinder. In this code the incompressible continuity and unsteady Navier-Stokes equations are solved using an accelerated reference frame (ARF) technique. In this method, the momentum equation is directly coupled with the cylinder motion by adding a reference frame acceleration term; the outer boundary conditions of the flow domain are then updated using the response of the cylinder.

2. The characterization of the effects of different initial conditions on the bifurcation leading to the lock-in or synchronization regime. We find that there is an unstable region at both ends of the synchronization regime depending on the initial displacement/velocity of the cylinder. The system’s response over the different regions has also been characterized using modern methods of nonlinear dynamics including time histories, power spectra, phase portraits, and Poincaré sections for different sets of initial conditions and Reynolds numbers.

3. A comparison of the effectiveness of linear and nonlinear velocity feedback controllers in suppressing high-amplitude oscillations of an elastically-mounted rigid cylinder. The results show that, for relatively allowed large controlled amplitudes, the linear velocity feedback controller is more efficient. On the other hand, for very small controlled amplitudes, the cubic velocity feedback controller is more efficient.

4. An evaluation of the feasibility of using a nonlinear energy sink (NES) to control the vortex-induced vibrations of a freely oscillating circular cylinder. The results show a significant shortcoming in having multiple solutions including periodic, two-period quasiperiodic, and period-doubled steady-state responses (attractors) that depend on the initial conditions of the cylinder.

5. An optimization of forcing the cylinder with harmonic rotational oscillations to reduce the drag coefficient. For this purpose, we have combined the CFD solver with a global optimizer to speed up the search for the regions where maximum drag reduction can be realized. Our results show that increasing the forcing frequency leads to a reduction in
the drag. We have also observed that there is a threshold of the oscillation amplitude below which the mean drag does not decrease for any forcing frequency. The use of the optimizer enabled the identification of the optimal points where maximum drag reduction is reached.

6. An analysis of the lift suppression phenomenon through forced inline oscillations of the cylinder. We have compared the frequency response curves for two and three dimensional flows and observed a shift in the synchronization maps towards higher frequency ratios/amplitude of oscillations indicating that more energy is required to achieve synchronization in the three-dimensional flow.

7. An assessment of energy harvesting from vortex-induced vibrations of a circular cylinder. Using linear analysis, we have found that the load resistance impacts the onset of synchronization because it affects the global frequency and damping of the electromechanical system. The results also show that the voltage output continuously increases when increasing the load resistance. In contrast, there is an optimum value of the electrical load resistance for which the level of the harvested power is maximum. This value corresponds to the minimum value of the cylinder’s displacement which shows that the electrical and mechanical components of the system are tightly coupled.

These contributions will be discussed in the following chapters.
Chapter 2

Numerical Methodology

We present the governing equations which describe the motion of an incompressible flow and cylinder. We implement the accelerated reference frame technique, in which the momentum equation is directly coupled with the cylinder motion by adding a reference frame acceleration term. The outer boundary condition of the flow domain are changed according to the response of the cylinder. We employ Hamming’s fourth-order predictor-corrector method that accounts for the interaction between the fluid loads and the motion of the cylinder. This approach considers the fluid and the cylinder as elements of a single dynamical system and integrates all of the governing equations simultaneously, and interactively in the time domain. We also validate the developed code.

2.1 Introduction

The numerical solutions of the flow that interacts with the freely moving structures are considered to be among the most challenging problems in fluid science. The complication arises due to the dependence of fluid forces on the structural motion and vice versa i.e., the structure moves and changes its position in response to the flowing fluid load, and similarly flowing fluid changes its position to accommodate the structural motion. These responses results from fluid-structure coupling. In order to simulate this problem, different formulations have been developed such as the arbitrary Lagrangian-Eulerian (ALE) method (3; 47), immersed boundary (IB) methods (2; 48), and the accelerating reference frame (ARF) method (49; 50).
In the arbitrary Lagrangian-Eulerian (ALE) method, the computational mesh local to the structure is distorted continuously in time as the structure moves. The boundary conditions on the body and in the far field are usually fixed in time. The disadvantages of this approach in terms of computational cost, is the re-meshing and the temporal changes of the mesh interpolation functions. Schulz and Kallinderis (3) proposed a loosely coupled numerical scheme where the fluid and the cylinder dynamics were solved independently for each time step. In the implemented scheme, an ALE finite element formulations was used, where the mesh is distorted and regenerated following the motion of the cylinder as it moves through the fluid. In the immersed boundary (IB) methods, the flow is simulated with immersed boundaries where the grid boundaries do not conform to the defined boundaries. The advantage of this method appears in the grid generation, which does not require coordinate transformation at every increment of body motion. However, applying appropriate boundary conditions is not straightforward and resolving the boundary layer at high Reynolds numbers increases the grid-size requirement faster than a corresponding body conformal grid. More recently, Yang et al. (2) investigated the fluid-structure interaction phenomenon at low Reynolds number using embedded-boundary formulation. Fluid flow is solved on a Cartesian grid, which was not alligned to the boundaries of the cylinder. An alternative to this method is the accelerating reference frame (ARF) method (50). Unlike ALE, the mesh is fixed to the structure, allowed it to move in space with the structure and the momentum equations and corresponding boundary conditions are modified accordingly to accommodate this motion. In this way, the computational overhead associated with the coordinate transformation at every time step is avoided (49).

2.2 Numerical Methodology

2.2.1 Structure Equation

In an inertial reference frame, the governing equations of an elastically-mounted rigid cylinder, allowed to vibrate only in the transverse direction, as shown in Fig. 2.1, is expressed as:
\[ M\ddot{Y} + CY + KY = F_Y(t) \]  

(2.1)

where \( M \) is the oscillating structural mass per unit length, \( C \) and \( K \) are the structural damping and stiffness, respectively. \( F_Y(t) \) characterizes the time-dependent external excitation from the fluid flow applied on the structure. The response of the structure is described by the displacement \( Y \), the velocity \( \dot{Y} \) and the acceleration \( \ddot{Y} \).

Equation (2.1) is nondimensionalized using the cylinder diameter \( D \) as a reference length, and incoming freestream velocity \( U_\infty \) as a reference velocity and is rewritten as:

\[
\ddot{Y}^* + 2\zeta (\frac{2\pi}{U_r}) \dot{Y}^* + (\frac{2\pi}{U_r})^2 Y^* = \frac{2}{\pi m^*} C_Y
\]

(2.2)

where \( Y^* = Y/D \) is the nondimensional transverse cylinder displacement, \( U_r = \frac{U_\infty}{f_n D} \) is the reduced velocity, \( \zeta = C/C_{\text{crit}} = C/2\sqrt{KM} \) is the structural damping ratio, \( m^* = \frac{M}{M_f} \) the mass ratio where \( M_f = \rho f_n^2 D^2 \) represents the fluid mass replaced by the cylinder per unit length, \( f_n \) the natural frequency of the cylinder, and \( C_Y \) represents the lift coefficient, which is computed from the numerical simulation of the flow field.

Equation (2.2) can be equivalently rewritten as a system of two coupled first-order ordinary differential equations as follows,

\[
\begin{align*}
\dot{y}_1 &= y_2, \\
\dot{y}_2 &= -2\zeta (\frac{2\pi}{U_r}) y_2 - (\frac{2\pi}{U_r})^2 y_1 + \frac{2}{\pi m^*} C_Y,
\end{align*}
\]

(2.3, 2.4)

where \( y_1 = Y^* \), \( y_2 = \dot{Y}^* \).

\subsection*{2.2.2 Flow Equations}

The governing equations describing the relative motion of incompressible fluid in the Cartesian reference frame attached to the structure take the following form
\[
\frac{\partial u_i}{\partial x_i} = 0 \tag{2.5}
\]

\[
\frac{\partial u_i}{\partial t} + \frac{\partial}{\partial x_j} (u_j u_i) = - \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j} - \ddot{Y}_i^*, \tag{2.6}
\]

where \(i,j=1,2,3\); \(u_i\) represents the cartesian velocity components; \(p\) and \(\nu\) are, respectively, the pressure and kinematic viscosity of the fluid. Equations (2.5) and (2.6) are also nondimensionalized using the same reference scale, \(i.e\), the diameter of the cylinder \(D\) and the incoming freestream velocity \(U_\infty\). The flow Reynolds number is defined as \(Re = \frac{U_\infty D}{\nu}\).

Equations (2.2) and (2.6) are coupled through the cylinder’s acceleration \(\ddot{Y}_i^*\), which is along the cross-flow direction in the current simulations. Using the ARF technique, the momentum equations are directly coupled with the cylinder motion by adding a reference frame acceleration term (49); the outer boundary conditions of the flow domain are then updated in accordance to the response of the cylinder. At the domain boundary, the velocity boundary condition is modified to include the effects of moving cylinder, such that

\[
u = u_D - v \tag{2.7}
\]

where \(u_D\) is the velocity in the inertial frame of reference and \(v = \ddot{Y}_i^*\) is the cylinder’s velocity. On the structure surface, the velocity boundary condition is typically \(u_i = 0\). In the far field boundary, \(\frac{\partial u_i}{\partial t} = -\ddot{Y}_i^*\), while on the surface \(\frac{\partial u_i}{\partial t} = 0\) and \(u_i = 0\). The lift coefficient is computed from the surface pressure as

\[
C_L = -\int_0^{2\pi} \left( p \sin \theta - \frac{1}{Re} \omega_z \cos \theta \right) d\theta, \tag{2.8}
\]

where \(\omega_z\) is the spanwise vorticity component on the cylinder surface and \(\theta\) is the angle that the outer normal of the area component makes with the flow direction. An “O”-type grid is employed to simulate the flow over the cylinder as shown in Fig. 2.2.

The governing equations are solved on a nonstaggered grid topology (51). The Cartesian velocity components \((u, v, w)\) and pressure \((p)\) are defined at the center of the control volume in the computational space. A second-order central-difference scheme is used for
all spatial derivatives except for convective terms, which are discretized using QUICK (52). The temporal advancement is performed using a fractional step method where a predictor step calculates an intermediate velocity field, and a corrector step updates the velocity by satisfying the pressure-Poisson equation at the new time step. The diagonal viscous terms are advanced implicitly using the second-order accurate Crank-Nicolson method, whereas all of the other terms are advanced using the second-order accurate Adams-Bashforth method. Further details of the numerical discretization and the parallel implementation can be found in Refs. (24; 28; 53).

Figure 2.1: A schematic diagram of an elastically-mounted cylinder.

Figure 2.2: A 2-D layout of an “O”-type grid in the \((r, \theta)\)-plane.
2.3 Fluid-Structure Coupling (Predictor-Corrector)

In performing the simulations, equations (2.5) and (2.6), which govern the dynamics of the fluid flow, and equations (2.2), which govern the dynamics of the cylinder, must be solved in a coupled manner. To do so, we consider the fluid flow, the cylinder motion as a single dynamical system, and use the Hamming fourth-order predictor-corrector technique (20; 54) to overcome the coupling issue. In this technique, the fluid loads (equation 2.8) are coupled to the ODEs (equations 2.3 and 2.4) governing the motion of the cylinder. The basic idea is that the predicted state of the cylinder, based on the fluid load that is computed in the previous time step, is used in the CFD code to compute the new fluid load. This load is then used to compute the new state of the cylinder, using the corrector scheme. These steps are repeated until a match between the fluid load and the cylinder motion, as defined by a specified conditional error at each time step is reached.

2.4 Predictor-Corrector Scheme

In order to describe the numerical procedure of solving the equations of motion, we will write Equations (2.3) and (2.4) in the following set of system of first-order differential equations:

\[ \dot{y}(t) = f(t, y_i(t)) \quad \text{for } i = 1, 2, \ldots \text{ no. of state space variables} \tag{2.9} \]

Let \( t_j = j\Delta t \) denotes the time at the \( j-th \) time step, where \( \Delta t \) is the time-step size used to obtain the numerical solution, and

\[ y_j = y(t_j) \tag{2.10} \]
\[ \dot{y}_j = \dot{y}(t_j) \tag{2.11} \]
\[ f_j = f[y(t_j)] \tag{2.12} \]

At \( t_0 \) (i.e., \( t=0 \)), the initial conditions of the system are known, i.e., we know \( y_0 = y(t_0) \) and using equation (2.9) we obtain the value of \( \dot{y}_0 \) as:

\[ \dot{y}_0 = f_0 = f(y(t_0)) \tag{2.13} \]
1. Step1-(Euler and modified Euler method)

(a) At $t_1$ (i.e., $t = 1\Delta t$), the predicted state, $y_1^p$, of the system is computed by the Euler Method as:

$$y_1^p = y_0 + \Delta t f_0$$  \hspace{1cm} (2.14)

(b) The predicted state, $y_1^p$, of the system is then corrected by the modified Euler method as:

$$k^{+1}y_1^c = y_0 + \frac{\Delta t}{2}(k^{+1}f_1 + f_0)$$  \hspace{1cm} (2.15)

where $k$ denotes the iteration counter, and

$$k f_1 = f(k y_1)$$

where $^1y_1 = y_1^p$

(c) These steps are repeated until the iteration error is less than the predefined value $\epsilon$.

$$e_1 = \|k^{+1}y_1 - k y_1\|_\infty$$  \hspace{1cm} (2.16)

If $e_1 > \epsilon$ then we set

$$k^{+1}y_1 = k^{+1}y_1^c$$  \hspace{1cm} (2.17)

$$k f_1 = k^{+1}f_1$$  \hspace{1cm} (2.18)

and then using equation (2.15), the state of the system is recalculated $k^{+1}y_1^c$; if $e_1 \leq \epsilon$ then we set

$$y_1 = k^{+1}y_1^c$$  \hspace{1cm} (2.19)

$$f_1 = \dot{y}_1 = k^{+1}f_1^c$$  \hspace{1cm} (2.20)

and compute the state of the system at $t_2 = t_1 + \Delta t$

2. Step2-(Adams-Bashforth and Adams-Moulton 2-step methods)

(a) At $t_2$ (i.e., $t = 2\Delta t$), the predicted state, $y_2^p$, of the system is computed by the Adams-Bashforth two step method

$$y_2^p = y_1 + \frac{\Delta t}{2}(3f_1 - f_0)$$  \hspace{1cm} (2.21)
(b) The predicted state, \( y^p_2 \), of the system is then corrected by the Adams-Moulton two step method

\[
k^{+1} y^c_2 = y_1 + \frac{\Delta t}{12} (5k f_2 + 8k f_1 - f_0)
\]

(2.22)

where

\[
k^f_2 = f(k y_2)
\]

and \( 1 y_2 = y^p_2 \)

(c) These steps are repeated until the iteration error is less than the predefined value \( \epsilon \)

\[
e_2 = \|k^{+1} y_2 - k y_2\|_\infty
\]

(2.23)

If \( e_2 > \epsilon \) then we set

\[
k^f_2 = k^{+1} y^c_2
\]

(2.24)

and then using equation (2.22), the state of the system is recalculated \( k^{+1} y^c_2 \); if \( e_2 \leq \epsilon \) then we set

\[
y_2 = k^{+1} y^c_2
\]

(2.26)

\[
f_2 = \dot{y}_2 = k^{+1} \dot{y}^c_2
\]

(2.27)

and compute the state of the system at \( t_3 = t_2 + \Delta t \)

3. Step3-(Adams-Bashforth and Adams-Moulton 3-step methods)

(a) At \( t_3 \) (i.e., \( t = 3\Delta t \)), the predicted state, \( y^p_3 \), of the system is computed by the Adams-Bashforth three step method

\[
y^p_3 = y_2 + \frac{\Delta t}{12} (23f_2 - 16f_1 + 5f_0)
\]

(2.28)

(b) The predicted state, \( y^p_3 \), of the system is then corrected by the Adams-Moulton three step method

\[
k^{+1} y^c_3 = y_2 + \frac{\Delta t}{24} (9k f_3 + 19f_2 - 5f_1 + f_0)
\]

(2.29)
where

\[ k f_3 = f(y_3^k) \]

and \( y_3^1 = y_3^p \)

(c) These steps are repeated until the iteration error is less than the predefined value \( \epsilon \).

\[ e_3 = \| y^{k+1}_3 - y^k_3 \| \infty \]  (2.30)

If \( e_3 > \epsilon \) then we set

\[ k y_3 = y^{k+1}_3 \]
\[ k f_3 = f y_3 = f^{k+1}_3 \]  (2.31)

and then using equation (2.29), the state of the system is recalculated \( k+1 y_3^c \); if \( e_3 \leq \epsilon \) then we set

\[ y_3 = y^{k+1}_3 \]
\[ f_3 = f y_3 = f^{k+1}_3 \]  (2.32)

and compute the state of the system at \( t_4 = t_3 + \Delta t \)

4. Step4-(Hamming 4th order Predictor-Corrector methods)

(a) For \( t \geq t_4 \), the system response is computed by using Hamming’s fourth-order predictor corrector method. The predicted state, \( y^p_t \), of the system is computed as:

\[ y^p_t = y_{t-4} + \frac{4\Delta t}{3} (2f_{t-1} - f_{t-2} + 2f_{t-3}) \]  (2.35)

(b) The predicted state, \( y^p_t \), of the system is modified using the local truncation error which is calculated from the previous time step

\[ m^p y_t = y^p_t + \frac{112}{9} e_{t-1} \]  (2.36)

(c) The modified-predicted state, \( y^p_t \), of the system is then corrected using the Hamming’s Corrector Equation as:

\[ k+1 y_t^c = \frac{1}{8} (9y_{t-1} - y_{t-3} + 3\Delta t (f_t + f_{t-1} - f_{t-2})) \]  (2.37)
Figure 2.3: layout of predictor-corrector scheme

where

\[ k f_t = f(k y_t) \]

and \[ y_t = y_{t_{mp}} \]

(d) These steps are repeated until the iteration error is less than the predefined value \( \epsilon \).

\[ e_t = \| k^{+1} y_t - k y_t \| \infty \quad (2.38) \]

If \( e_t > \epsilon \) then we set

\[ k y_t = k^{+1} y_t \quad (2.39) \]

\[ k f_t = k y_t = k^{+1} y_t \quad (2.40) \]
Also, the local truncation error is calculated to be used in the current and next time steps as
\[ e_t = \frac{9}{121} (k^{+1} y_t - m_p y_t) \]  
(2.41)
and go to equation (2.37) to recalculate \( k^{+1} y_t \); if \( e_t \leq \epsilon \) then final solution at step \( t \) is
\[ y_t = k^{+1} y_t - e_t \]  
(2.42)

5. To calculate the solution at the next time step, we update the table of \( y \)'s and \( f \)'s as
\[ y_{t-4} = y_{t-3}, y_{t-3} = y_{t-2}, y_{t-2} = y_{t-1}, y_{t-1} = y_t \]
and
\[ f_{t-3} = f_{t-2}, f_{t-2} = f_{t-1}, f_{t-1} = f_t \]
also
\[ e_{t-1} = e_t \]
and go to equation (2.35) to repeat the procedure.

During the continuous flow, so at any time \( t \), the flow variables moves to their new positions and simultaneously, the cylinder moves to its new position. As the flow (i.e., wake) is convected to its new position, the fluid load is calculated and the whole flow variables are freeze at this time. Using this fluid load, the current state of the cylinder is predicted using equations (2.35) and (2.36). At this stage (end of predictor section), the number of iterations are set equal to one. At this level, the response of the cylinder is found and is supplied to the fluid solver in order to compute newe fluid loads for this time step. Note that, the fluid load is computed using the previous flow field (i.e., frozen variables) with the new state (i.e, based on the predictor section) of the cylinder. The right hand side of equation (2.9) is re-evaluated at the current time step. Then Hamming’s corrector equation (2.37) is used to compute the corrected solution \( k^{+1} y_t \). The condition of convergence is evaluated. If the convergence is not satisfied, then according to equations (2.39), the procedure is repeated until there is convergence. After convergence, equation (2.42) is used to find the final position and velocity of the
cylinder and then these are used to compute the flow field for the next time step. The above overall coupling scheme has been summarized in the flow chart, as shown in figure. (2.3).

2.5 Validation of the Fluid Flow Solver and the Coupling Scheme

We validate the fluid flow solver and the coupling scheme by comparing the results of our numerical simulations with the experimental results of Anagnostopoulos and Bearman (1) and other numerical simulations performed of Yang et al. (2) and Schulz (3). We consider the same parametric study case as in the experimental work of (1) i.e., mass ratio $m^* = \frac{M}{M_1} = 149.10$ and damping ratio $\zeta = 0.0012$. The numerical simulations were performed on a computational domain of $25D$ with a resolution of $192 \times 252$ grid points in $r$ and $\theta$ directions, respectively. A time step of $\Delta t = 0.002$ is used in all simulations. Numerical simulations were performed in the range of $96 \leq Re \leq 140$ and each simulation corresponds to a specific Reynolds number. In order to measure the vortex shedding frequency for a specific Reynolds number, the flow passing over a fixed cylinder at that Reynolds number was initially computed. Figure 2.4 shows the time history and power spectrum of the lift coefficient, respectively, for a stationary cylinder when $Re = 104$. The lift coefficient oscillates with a peak value of $C_Y = 0.2931$ as presented in figure. 2.4(a). The power spectrum of the lift coefficient shows that vortices are shed at a nondimensional frequency $f_{st} = 0.1564$, as shown in figure. 2.4(b).

Afterwards, the cylinder was allowed to oscillate freely under the action of the fluid force in the transverse direction. Each simulation was run long enough to make sure that steady-state oscillations are obtained. After reaching the steady state, the cylinder response amplitude ($\frac{Y_{\max}}{D}$), oscillation frequency ($f_c$), and the vortex shedding frequency ($f_{vs}$) are obtained. Figure 2.5 shows the variation of the nondimensional maximum oscillation amplitude $\frac{Y_{\max}}{D}$ of the cylinder as a function of the Reynolds number. It follows from this plot that our simulations are in good agreement with the experimental results of Anagnostopoulos and Bearman (1) and particularly in finding the location of the bifurcation point (onset of synchronization) than the previously reported numerical simulations (2; 3). However, there is a small differ-
Figure 2.4: (a) Time history and (b) power spectrum of the lift coefficient for a stationary cylinder when \( Re = 10^4 \).

Figure 2.5: Comparison of the maximum displacement amplitudes as predicted in our numerical simulations (○) with the experimental measurements (1)(-○) and other numerical simulations (2) (*) and (3) (+).

The difference between our numerical simulations and the experimental results (1) when comparing the maximum amplitudes and the range of the synchronization regime. This difference could be due to three-dimensional effects, since the experiments were performed without end plates.
The current author performed numerical simulations for three-dimensional flow at Re = 106 and found higher amplitudes as shown in Figure 2.5 with asterisk symbol.
Chapter 3

Phenomena and Nonlinear Characterization of Vortex-Induced Vibrations of a Circular Cylinder

We investigate the effects of a set of different initial conditions around the onset of its bifurcation region. We find an unstable region at both ends of the synchronization regime. We also characterize the system’s response and observe a periodic response within the synchronization regime and period-n (where n > 1), quasiperiodic and chaotic responses outside the synchronization regime.

3.1 Introduction

It has been observed that structures experience oscillations by extracting energy from the flow near linear resonance conditions. These oscillations modify the flow and give rise to nonlinear interactions. The excitation force results from flow separation has a nonlinear aspect that could interact with the structure and may vary the bounds of the large-amplitude oscillations regime. Feng (55) was the first one who observed that higher amplitudes were obtained during the forward sweep of the reduced velocity and a different bound of higher oscillating amplitude were obtained when the reduced velocity is swept back over the same range. After
their findings, the hysteresis effect has been the topic of interest of many studies. Inspecting
the plotted curves in figure 2.5, we note that in the reported numerical simulations of Yang
et al. and Schulz (2; 3), the onset of synchronization phenomenon is observed much earlier
than that of the experimental observations. We argue that there exists an unstable region
around the bifurcation point. To this end, we consider different sets of initial conditions to
check the presence of the unstable branches.
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Figure 3.1: Time histories of the (a) cylinder transverse displacement, (b) fluctuating lift
coefficient, and (c) power spectra of the cylinder displacement and lift coefficient when Re =
96.

### 3.2 System Response for Zero Initial Conditions

In the first case, all the numerical simulations were started from rest \( (i.e., \) zero initial con-
ditions). Time histories of the cylinder oscillation amplitude, lift coefficient, and their corre-
sponding power spectra are shown in Figs. 3.1(a), 3.1(b), 3.1(c), respectively, for Re = 96.
From figure 3.1(a), we note that the oscillation amplitude of the cylinder is modulated and
the oscillations remains very low \( (\frac{Y}{D} \sim 10^{-3}) \). Inspecting the time history of the lift coef-
cicient as presented in figure 3.1(b), it is clear that it oscillates around a zero mean with
a peak value of \( (C_Y = 0.293) \). The power spectrum of the motion and the lift coefficient,
as shown in figure 3.1(c), reveal that the lift coefficient has a major peak at 0.1564 and a
neighboring smaller one at 0.185 and an additional peak at \( 3f_{vs} = 0.4692 \). The cylinder’s
motion has peaks at the same values but they are orders of magnitude smaller than the lift coefficient. Qualitatively, similar low modulated oscillation amplitudes are observed as the Reynolds number is increased, till reaching Re = 104.

As the value of the Reynolds number reaches 104, there is a dramatic change in the nature of the oscillation amplitude of the cylinder and lift coefficient. At this Reynolds number, the amplitude of cylinder oscillation increases continuously and reaches a stable limit cycle oscillations (LCOs), as shown in figure 3.2(a). The plot shows that the cylinder oscillations reaches a peak amplitude of over 43% of the cylinder diameter. The lift coefficient ($C_Y$) also oscillates with a higher amplitude with a peak value of ($C_Y = 1.5156$), as presented in figure 3.2(b). Both the lift coefficient and the motion of the cylinder appear to be pure periodic. The power spectra of the cylinder’s response and the lift coefficient, as shown in figure 3.2(c), show that both the frequencies are locked-in to the same frequency (i.e., 0.1727). This is approximately equal to the natural vibrational frequency of the cylinder ($f_n = \frac{D^2}{2Re \nu} = \frac{D^2}{2000 \frac{D^2}{1000 \times 10^2}} = 0.1717$). However, we have to mention that the vortex-shedding frequency at this Reynolds number (i.e., 104) is $f_{st} = 0.1564$, as shown in figure 2.4(b). Here, we can inferred that in the lock-in regime the cylinder oscillation frequency controls the flow pattern. This Reynolds number lies in the synchronization regime and the range extends upto Re = 114.

Figure 3.2: Time histories of the (a) cylinder transverse displacement, (b) fluctuating lift coefficient, and (c) power spectrum of the cylinder displacement and lift coefficient when Re = 104.
Figure 3.3: Time histories of the (a) cylinder transverse displacement, (b) fluctuating lift coefficient, and (c) power spectrum of the cylinder displacement and lift coefficient when Re = 116.

At Re = 115, the locked-in phenomenon bifurcates and the cylinder oscillates with smaller amplitudes, as shown in figure 3.3(a). The lift coefficient, presented in figure 3.3(b), also shows low-amplitude oscillations. The power spectra of the cylinder displacement and the lift coefficient show that the lift coefficient has a major peak at 0.1636, as shown in figure 3.3(c). The cylinder motion also shows the same peak but it is few orders of magnitude smaller than the lift coefficient. Qualitatively, similar low oscillation amplitudes are observed beyond Re = 114.

3.3 Effect of Initial Conditions: Hysterisis Region

To investigate the presence of any bifurcation phenomenon (unstable solutions) lower than Re = 104, we assess the effects of the initial conditions on the response of the system. Numerical simulations were performed for different sets of initial conditions. For that purpose, we vary the velocity of the cylinder ($y_2$) while keeping the cylinder displacement $y_1 = 0$. Figures 3.4(a) and 3.4(b) show the variations of the nondimensional RMS values of the oscillation amplitude and lift coefficient as a function of the Reynolds number. It is apparent from these plots that the range of synchronization regime is wider when considering non-zero initial conditions than the trivial case (i.e., with zero initial conditions). However, the
RMS oscillation amplitudes of the cylinder and the lift coefficient remain the same in the synchronization intersection range. Variations in the bounds of the different regimes (i.e., presynchronous, synchronous, and postsynchronous) when varying the set of initial conditions of the cylinder are shown in Table 3.1.

![Graphs showing changes in RMS values](image)

**Figure 3.4:** Variations of the nondimensional RMS value of the (a) transverse displacement and (b) fluctuating lift coefficient as a function of the Reynolds number for different sets of initial conditions.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Initial Conditions</th>
<th>Pre-synchronous</th>
<th>Synchronization</th>
<th>Post-synchronous</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( y_1 = 0.0, y_2 = 0.0 )</td>
<td>( \text{Re} &lt; 104 )</td>
<td>( 104 \leq \text{Re} \leq 114 )</td>
<td>( \text{Re} &gt; 114 )</td>
</tr>
<tr>
<td>2</td>
<td>( y_1 = 0.0, y_2 = 0.1 )</td>
<td>( \text{Re} &lt; 103 )</td>
<td>( 103 \leq \text{Re} \leq 120 )</td>
<td>( \text{Re} &gt; 120 )</td>
</tr>
<tr>
<td>3</td>
<td>( y_1 = 0.0, y_2 = 0.2 )</td>
<td>( \text{Re} &lt; 102 )</td>
<td>( 102 \leq \text{Re} \leq 120 )</td>
<td>( \text{Re} &gt; 120 )</td>
</tr>
<tr>
<td>4</td>
<td>( y_1 = 0.0, y_2 = 0.3 )</td>
<td>( \text{Re} &lt; 102 )</td>
<td>( 102 \leq \text{Re} \leq 120 )</td>
<td>( \text{Re} &gt; 120 )</td>
</tr>
</tbody>
</table>

To characterize exactly the response of the system and differentiate between different responses (i.e., periodic, quasiperiodic, and chaotic), we use modern methods of nonlinear dynamics including time histories, power spectra, phase portraits, and Poincaré sections for different sets of initial conditions and Reynolds numbers. Time histories can be used to
characterize the low-order periodic responses of the system. The response is period-1, when the time trace has a uniform and harmonic behavior and also the motion cycle completes approximately equal to the period of the cylinder motion. Period-n, where \( n \geq 2 \), responses are observed when the time trace is modulated and the motion cycle completes at \( n \)-times of the period of cylinder motion. However, for very small and modulated motions, it is hard to characterize the response of the system based on the time history. Considering the power spectrum of the motion of the cylinder, the response of the system is period-1 when it has a single sharp peak at the cylinder vibration frequency. For high-order periodic responses, the power spectrum shows sharp peaks at the vortex shedding frequency \( (f_{vs}) \) and at its subharmonics. However, when the number of spikes are too many and also when the spikes are not commensurate with the excitation frequency, then the system characterization using the power spectrum method is not feasible. Next, we use the two-dimensional projections of the phase-portrait onto the \( y_1 - y_2 \) plane to characterize the response of the system. The system response is periodic, if a closed orbit in the state space is obtained. The number of closed orbits corresponding to the number of periods. However, for highly modulated responses, it is not convenient to count the number of orbits and also whether they are closing on themselves.

For period-n responses time histories, power spectrum, phase portraits are generally enough to characterize the response of the system. However, when the response of the system is somehow complicated, these tools are not useful to discriminate between period-n, quasiperiodic, and chaotic responses. Consequently, we use the Poincaré sections to determine the correct response. Here, period-n responses correspond to \( n \)-discrete points. Quasiperiodic responses correspond to infinitely many points falling on a closed curve. If neither finite number of points nor infinitely points falling on a closed curve, the response is chaotic. Using these advanced tools of nonlinear dynamics, we found different behaviors of the system before, within and after the onset of synchronization.

The plotted curves in Figs. 3.5 show the response of the coupled system at \( Re = 96 \) for different initial conditions. For the trivial initial conditions \( (y_1 = 0.0 \text{ and } y_2 = 0.0) \), we observe a damped response of the system as shown in figure 3.5(a). It follows from the steady state response that the motion of the cylinder is modulated with small amplitude as
shown in figure 3.5(b). Figure 3.5(c) also shows that this response consists of more than one independent frequency. The two-dimensional projection of the phase portrait onto the $y_1 - y_2$ plane, presented in figure 3.5(d), shows many closed curves that indicate a high-order periodic response. The Poincaré section in figure 3.5(e) shows finite number of points confirming a period-6 response. However, the response of the system is qualitatively very different when considering nonzero initial conditions (i.e., $y_2 = 0.1, y_2 = 0.2, y_2 = 0.3$) as shown in Figs. 3.5(f)- 3.5(t). For the initial conditions ($y_1 = 0.0, y_2 = 0.1$), the response of the system is also damped as shown in figure 3.5(f). However, the steady-state response, as plotted in figure 3.5(g), shows that the response of the system is complex. We observe small modulated amplitudes, however these modulations are quite different in their responses. The power spectrum, as plotted in figure 3.5(h), shows multiple peaks. The two-dimensional projection of the phase portrait onto the $y_1 - y_2$ plane presented in figure 3.5(i) shows characteristics that indicate quasiperiodic or chaotic responses. This is because the trajectories of quasiperiodic and chaotic responses are not close on themselves and consequently time histories, power spectrum, and phase portraits are not useful to determine the exact response of the system. Therefore, we plot the respective Poincaré section to determine the exact response of the system, as shown in figure 3.5(j). It follows from this plot that there are neither finite number of points nor infinitely many points falling on a closed curve, confirming the chaotic response. Qualitatively, the same behavior is obtained for the initial conditions $y_2 = 0.2,$ and $y_2 = 0.3,$ as can be seen from the time history, power spectrum, phase portrait, and the Poincaré section presented in Figs. 3.5(k)- 3.5(t).
Figure 3.5: Response of the cylinder when Re=96 (a,b,c,d,e)- $\dot{y} = 0.0$, (f,g,h,i,j)- $\dot{y} = 0.1$, (k,l,m,n,o)- $\dot{y} = 0.2$, (p,q,r,s,t)- $\dot{y} = 0.3$ (TL-total length, SS-steady state).
The same low-amplitude modulated response was observed for different Reynolds number under different initial conditions till $Re = 102$. Incrementing the Reynolds number to ($Re = 102$), different responses were observed for the considered sets of initial conditions, as shown in the plotted curves of figure 3.6. For the zero initial conditions (i.e., $y_1 = 0.0, y_2 = 0.0$), we observe a modulated response of the cylinder, as shown in figure 3.6(b). Figure 3.6(c) also reveals that both the lift coefficient and cylinder motion show a band of frequencies around the vortex-shedding frequency. The two-dimensional projection of the phase portrait onto the $y_1 - y_2$ plane presented in figure 3.6(d) shows finite number of closed orbits that indicate a more than one periodic response. The Poincaré section in figure 3.6(c) shows twelve points falling on a closed curve, indicating that the response is twelve-period. For the initial conditions ($y_1 = 0.0, y_2 = 0.1$), we observe a different response of the cylinder. The time history of the cylinder’s response shows a high-amplitude modulated response, as shown in figure 3.6(g). The power spectra of the lift coefficient and the oscillation amplitude of the cylinder, as presented in figure 3.6(h), show that there is a band of frequencies. From this plot, we can argue that the system is close to the bifurcation but the system’s nonlinearities are able to suppress the bifurcation phenomenon. We can conclude here that the system might need more initial energy to attain the bifurcation. The phase portrait show a band of closed orbits as shown in figure 3.6(i) and the Poincaré section show an infinitely many points following on a closed curve, as shown in figure 3.6(j), indicating a quasiperiodic response.

Next, changing the initial conditions to ($y_1 = 0.0, y_2 = 0.2$), the response of the coupled system is quite different. The response of the cylinder grows to reach a limit cycle, as shown in figure 3.6(l). The power spectra of the displacement of the cylinder and the lift coefficient exhibit a sharp peak at 0.1745, (i.e., the cylinder natural frequency), and smaller peaks at its third and fifth harmonics. Furthermore, we also note that the system oscillates with the cylinder natural frequency deviating from the vortex shedding frequency. The two-dimensional projection of the phase portrait in figure 3.6(n) shows a single closed curve, indicating its period-1 response. The Poincaré section in figure 3.6(o) consists of a single point, further confirming the period-1 response of the coupled system. The same period-1 response was obtained for the initial conditions $y_1 = 0.0, y_2 = 0.3$, as shown from the time history, power spectrum, phase portrait, and Poincaré section presented in Figs. 3.6(q),
3.6(r), 3.6(s), 3.6(t), respectively.

Figure 3.6: Response of the cylinder when Re=102 (a,b,c,d,e)– $\dot{y} = 0.0$, (f,g,h,i,j)– $\dot{y} = 0.1$, (k,l,m,n,o)– $\dot{y} = 0.2$, (p,q,r,s,t)– $\dot{y} = 0.3$ (TL-total length, SS-steady state).
Next, we consider the response of the system when \( \text{Re} = 106 \) under different initial conditions. We can see from the time histories for all considered initial conditions, that response of the cylinder grows to reach a stable limit cycle, as shown in Figs. 3.7(b), 3.7(g), 3.7(g), and 3.7(q). The power spectra of the response of the cylinder and that of the fluid show that the system resonates with the same frequency (i.e., the cylinder natural frequency), as shown in Figs. 3.7(c), 3.7(h), 3.7(h), and 3.7(r). Furthermore, the phase portraits show a single closed curve and the associated Poincaré sections, presented in figure 3.7 consist of a single point, confirming the period-1 response of the coupled system. Qualitatively, the same period-1 response of the system is observed till \( \text{Re} = 114 \) under all different initial conditions.

The response of the cylinder at \( \text{Re} = 116 \) for different initial conditions is shown in the plotted curves of figure 3.8. We can see from the time history of the cylinder displacement, that at this flow condition the system possess more than one solution, depending on the initial input energy. For the trivial condition, the cylinder oscillates with low amplitude as shown in figure 3.8(b). The power spectra of the cylinder displacement and the lift coefficient have a peak at 0.1636 and smaller peak at 0.4921. The obtained phase portrait and the Poincaré section presented in Figs. 3.8(d) and 3.8(e), respectively, confirming the periodic response of the system. For all other initial conditions (i.e., \( y_2 = 0.1, y_2 = 0.2, \) and \( y_2 = 0.3 \)), the cylinder oscillates with higher amplitudes as can be noted from the time histories as shown in Figs. 3.8(g), 3.8(l), 3.8(q). The power spectra for these conditions show that the shedding frequency and the cylinder oscillation frequency coincides. Hence, we can say that the response is period-1 and the cylinder motion controls the flow pattern and vortices are shed with the cylinder natural frequency. The two-dimensional projection of the phase portrait for all the conditions as shown in Figs. 3.8(d), 3.8(i), 3.8(n), 3.8(s) shows a single closed curve exhibiting its period-1 behavior. The Poincaré sections presented in Figs. 3.8(e), 3.8(j), 3.8(o), 3.8(t) consist of a single point, confirming the period-1 response of the coupled system.
Figure 3.7: Response of the cylinder when Re=106 (a,b,c,d,e) $\dot{y} = 0.0$, (f,g,h,i,j) $\dot{y} = 0.1$, (k,l,m,n,o) $\dot{y} = 0.2$, (p,q,r,s,t) $\dot{y} = 0.3$ (TL-total length, SS-steady state).
Figure 3.8: Response of the cylinder when Re=116 (a,b,c,d,e)- $\dot{y} = 0.0$, (f,g,h,i,j)- $\dot{y} = 0.1$, (k,l,m,n,o)- $\dot{y} = 0.2$, (p,q,r,s,t)- $\dot{y} = 0.3$ (TL-total length, SS-steady state).
For Reynolds number equal to Re = 120, different responses were observed under different initial conditions as shown in figure 3.9. For the trivial initial conditions \((y_1 = 0.0, y_2 = 0.0)\), we observe a low-amplitude response of the cylinder as shown in figure 3.9(b). The power spectra of both the lift coefficient and cylinder motion show a band of frequencies around the vortex-shedding frequency, as shown in figure 3.9(c). The two-dimensional projection of the phase portrait onto the \(y_1 - y_2\) plane presented in figure 3.9(d) shows multiple closed curves, indicating high-order periodic response. However, the Poincaré section in figure 3.9(c) shows multiple points falling on a closed curve, confirming quasiperiodic response of the system.

For the initial conditions \((y_1 = 0.0, y_2 = 0.1)\), we observe a completely different response of the cylinder. The time trace of the motion of the cylinder shows a large-amplitude oscillations as shown in figure 3.9(g). The power spectra of the lift coefficient and the oscillation amplitude of the cylinder, as presented in figure 3.9(h), show a single sharp peak, indicating that both vortex shedding frequency and the cylinder oscillation frequency coincide at a common frequency. The phase portrait as shown in figure 3.9(i) shows a single closed curve and the Poincaré section presented in figure 3.9(j), has a single point, indicating a period-1 response of the system. Next, changing the initial condition to \((y_1 = 0.0, y_2 = 0.2)\), the response of the coupled system is qualitatively same as we observed for the initial conditions \(y_2 = 0.1\). The response of the cylinder grows to reach a limit cycle, as shown in figure 3.9(l).

The power spectra of the displacement of the cylinder and the lift coefficient exhibit a sharp peak at 0.1545 and smaller peaks at its third and fifth harmonics. Furthermore, the system oscillates with the same frequency \((i.e.,\text{ the cylinder natural frequency})\). The two-dimensional projection of the phase portrait in figure 3.9(n) shows a single closed curve, confirming its period-1 behavior. The Poincaré section in figure 3.9(o) consists of a single point, confirming the period-1 nature of the response of the coupled system. The same period-1 response was obtained for the initial conditions \(y_1 = 0.0, y_2 = 0.3\), as shown from the time history, power spectrum, phase portrait, and Poincaré section presented in Figs. 3.9(q), 3.9(r), 3.9(s), and 3.9(t), respectively.

Next, we consider the response of the system at Re = 130 for different initial conditions, as shown in Figs. 3.10. For all considered initial conditions, we see that the response of the system damps out and reaching to low-amplitude responses, as shown in
Figure 3.9: Response of the cylinder when Re=120 (a,b,c,d,e)- $\dot{y} = 0.0$, (f,g,h,i,j)- $\dot{y} = 0.1$, (k,l,m,n,o)- $\dot{y} = 0.2$, (p,q,r,s,t)- $\dot{y} = 0.3$ (TL-total length, SS-steady state).
Figs. 3.10(a), 3.10(f), 3.10(k), and 3.10(p). This response is similar to the one we observed in the pre-synchronization regime for Re = 96. However, the cylinder oscillates with much higher-amplitude as shown in Figs. 3.10(b), 3.10(g), 3.10(l), and 3.10(q). The power spectra for all initial conditions show that these responses consist of more than one independent frequency. For higher initial conditions, the lift coefficient and the motion of the cylinder show a band of frequencies as shown in Figs. 3.10(c), 3.10(h), 3.10(m), 3.10(r). The two-dimensional projection of the phase portraits onto the $y_1 - y_2$ plane presented in Figs. 3.10(d), 3.10(i), 3.10(n), 3.10(s) also show infinite closed curves that indicate a non-periodic behavior. The Poincaré section in Figs. 3.10(e), 3.10(j), 3.10(o), 3.10(t) also show infinite number of points indicating that the response of the system is chaotic.
Figure 3.10: Response of the cylinder when $Re=130$ (a,b,c,d,e)- $\dot{y} = 0.0$, (f,g,h,i,j)- $\dot{y} = 0.1$, (k,l,m,n,o)- $\dot{y} = 0.2$, (p,q,r,s,t)- $\dot{y} = 0.3$ (TL-total length, SS-steady state).
3.4 Conclusions

We have investigated the effect of different initial conditions around the bifurcation point. We found an unstable region at both ends of the synchronization regime depending on the initial input energy. We also characterized the system response using modern methods of nonlinear dynamics including time histories, power spectra, phase portraits, and Poincaré sections for different sets of initial conditions and Reynolds numbers. We observed periodic response within the synchronization regime. However outside the synchronization regime, the response was complex and we observed period-n (where n > 1), quasiperiodic and chaotic responses.
Chapter 4

Linear and Nonlinear Active Feedback Controls for Vortex-Induced Vibrations of Circular Cylinders

We consider the problem of suppressing the oscillations of an elastically-mounted rigid cylinder undergoing vortex-induced vibrations by linear and nonlinear active velocity feedback controllers. Each controller relies on an actuator, which imparts an opposing force to the cylinder’s motion, thereby reducing its high-amplitude oscillations. The results show that the choice of the active feedback controller depends on the allowable controlled amplitude of the cylinder. It is found that a cubic velocity feedback controller is more efficient than its linear velocity counterpart when very small controlled amplitudes are desired.

4.1 Introduction

Reduction of the high oscillation amplitudes that are induced by VIV is desired for enhancing the structures safety and increasing their lifetime. This can be achieved by reducing the strength of the generated vortices and/or controlling the motion of the cylinder in an appro-
appropriate manner. Active flow control mechanisms, such as suboptimal flow blowing and suction
(24) or acoustic feedback (21; 26; 27), have been proposed to control vortex-induced vibrations. Akhtar and Nayfeh (24) observed a suppression of the fluctuating forces and obtained more than 40% reduction in the mean drag coefficient using a couple of suction actuators on a stationary cylinder. Blevins (21) experimentally observed that sound waves can affect vortex shedding. Particularly, the introduction of sound waves with frequencies close to the natural vortex shedding frequency can alter the shedding frequency and force it to follow the imposed sound frequency. Ffowcs et al. (26) used sound as an active controller to alter the shedding process. The control loop processed signals from hot-wires placed in the cylinder wake and fed them back to the flow using a loudspeaker in a way that affects the shedding process. They observed a reduction in the velocity fluctuations by more than 30 db. They also observed that the phase of the control signal is an important factor in suppressing the VIV because a phase reversal of the signal could further amplify the oscillation amplitudes. Huang (27) locally introduced sound waves into the flow to influence the shear layer on one side of the cylinder. Suppression of the vortex shedding was observed by the destructive interference of the two shear layers.

The control mechanisms discussed above aim at suppressing or delaying the vortex shedding mechanisms. Another approach for VIV suppression is to directly control the cylinder motion using active feedback controllers. These controllers make use of an actuator signal, which imparts an opposing force to the cylinder motion, thereby reducing the cylinder high-amplitude oscillations. Baz and Ro (25) implemented a velocity feedback controller to dampen vortex-induced vibrations of a circular cylinder. They used a permanent magnetic d.c linear actuator and a stator. The actuator was placed inside the cylinder and the stator was anchored to the wall of the wind tunnel. An accelerometer was used to measure the cylinder acceleration. The signal from this accelerometer was integrated to yield the cylinder velocity. This signal was amplified and used to drive the actuator in such a way to impart a force that opposes the oscillation velocity of the cylinder. They were able to obtain more than an 80% reduction in the amplitude of the oscillations in the synchronization regime. Govardhan and Williamson (56) implemented a mechanical damper that takes the velocity of the cylinder and feeds it, after amplification, to the cylinder through a spring in such a
way that it imparts a force in phase with the cylinder velocity. Their results show that the peak amplitude of the vibration is significantly affected by the mass-damping parameter ($\alpha$), which is directly proportional to the damping ratio.

In this chapter, we consider the option of using active linear and nonlinear velocity feedback controllers to suppress vortex-induced vibrations. To assess their effectiveness, we compare their performance and required power levels to suppress the motion of the cylinder. Particularly, we aim to determine the most effective control law that requires minimum power to achieve any desired controlled amplitude.

4.2 Representation of the Active Feedback Controllers

4.2.1 Linear Controller

The linear controller imparts a force that is proportional to the velocity of the cylinder. The governing equation of an elastically-mounted rigid circular cylinder subjected to external fluid forces with an active linear controller is then expressed as

\[ M \ddot{Y} + C \dot{Y} + K Y = F_Y(t) - K_c \dot{Y}, \quad (4.1) \]

where $M$ is the mass of the cylinder per unit length; $C$ and $K$ are the structural damping and stiffness, respectively; $F_Y(t)$ characterizes the time-dependent external force exerted by the fluid flow on the cylinder; and $K_c \dot{Y}$ is the linear control force with $K_c$ being a positive constant.

Using the diameter of the cylinder $D$ and the incoming free-stream velocity $U_\infty$ as length and velocity scales, respectively, we rewrite equation (4.1) in nondimensional form as

\[ \ddot{Y}^* + \left( \frac{\beta}{U_r} \right) \dot{Y}^* + \left( \frac{2\pi}{U_r} \right)^2 Y^* = \frac{2}{\pi m^*} C_L, \quad (4.2) \]

where $Y^* = \frac{Y}{D}$ is the nondimensional transverse cylinder displacement, $U_r = \frac{U_\infty}{f_n D}$ is the reduced velocity, $\beta = \left( 4\pi \zeta + \frac{K_c}{M f_n} \right)$ is the controlled damping term, $f_n$ is the natural frequency of the cylinder, $\zeta = \frac{C}{C_{crit}} = \frac{C}{2\sqrt{KM}}$ is the structural damping ratio, $m^* = \frac{M}{M_f}$ is the mass
ratio, and \( M_f = \frac{1}{4} \pi \rho D^2 \) represents the fluid mass per unit length replaced by the cylinder. Equation (4.2) can be equivalently written as a system of two coupled first-order ordinary differential equations; that is,

\[
\dot{y}_1 = y_2, \quad (4.3)
\]
\[
\dot{y}_2 = -\left( \frac{2 \pi}{U_r} \right)^2 y_1 - \frac{\beta}{U_r} y_2 + \frac{2}{\pi m^* C_L}, \quad (4.4)
\]

where \( y_1 = Y^* \) and \( y_2 = \dot{Y}^* \).

### 4.2.2 Cubic Controller

The nonlinear controller imparts a force proportional to the cubic velocity of the cylinder. The governing equation of an elastically-mounted rigid circular cylinder subjected to external fluid forces with a cubic velocity feedback controller is then expressed as

\[
M \ddot{Y} + C \dot{Y} + K Y = F_{Y'}(t) - G \dot{Y}^3, \quad (4.5)
\]

where \( G \dot{Y}^3 \) is the nonlinear control law and \( G \) is a positive constant. In nondimensional form, equation (4.5) is written as

\[
\dot{Y}^* + \left( \frac{4 \pi \zeta}{U_r} \right) \dot{Y}^* + \left( \frac{2 \pi}{U_r} \right)^2 Y^* + \gamma U_r \dot{Y}^{*3} = \frac{2}{\pi m^* C_L}, \quad (4.6)
\]

where \( \gamma = \frac{G}{(\frac{M_f}{m^* U_r})} \). Equation (4.6) can be equivalently written as a system of two coupled first-order ordinary differential equations as

\[
\dot{y}_1 = y_2, \quad (4.7)
\]
\[
\dot{y}_2 = -\left( \frac{2 \pi}{U_r} \right)^2 y_1 - \frac{4 \pi \zeta}{U_r} y_2 - \alpha U_r y_2^3 + \frac{2}{\pi m^* C_L}. \quad (4.8)
\]

### 4.2.3 Coupling Scheme

Equations (2.5) and (2.6), which govern the dynamics of the flow field, and equations (4.1) and (4.5), which govern the dynamics of the cylinder based on the active controllers, are solved in
a coupled manner. For that purpose, we use the Hamming fourth-order predictor-corrector technique (20).

In this technique, the fluid load (output of the CFD code-equation-2.8) is coupled to ODEs (4.3) and (4.4) governing the cylinder’s motion with linear controller and equations (4.7) and (4.8) with cubic velocity feedback controller. The predicted state of the cylinder (equation 2.36), based on the fluid load which was computed in the previous time step, is then used in the CFD code to compute the new fluid load (equation-2.8). This new load is then used to compute the new states of the cylinder using the corrector scheme (equation 2.37). To do so, equations (4.3) and (4.4) for linear controller and equations (4.7) and (4.8) for the cubic velocity feedback controller are rewritten as equation (2.9). The equations are then integrated by using the numerical integration scheme discussed in Section 2.4.

4.3 Results and Discussion

To investigate the performance of the linear and nonlinear active controllers, we performed numerical simulations of the flow in the range $95 \leq \text{Re} \leq 125$, which corresponds to reduced velocities in the range $5.29 \leq U_r \leq 6.96$. We considered a mass ratio $m^* = 149.10$ and a damping ratio $\zeta = 0.0012$. In the performed simulations, the flow developed from rest and the cylinder motion was allowed to start after 1000 time steps, which provided a sufficient time for the steady-state response to be achieved. This response, generated for each of the considered Reynolds numbers, was used as the initial condition at which the controller was implemented. After reaching steady state, the data was collected and the frequencies of vortex shedding $f_{vs}$ and cylinder oscillations $f_{co}$ were determined.

Variations of the root mean square (rms) oscillation amplitudes of the cylinder with the Reynolds number are presented in figure 4.1(a) and figure 4.1(b) for the linear and cubic velocity feedback controls, respectively, using different control gains. We first consider the response of the uncontrolled cylinder (i.e., $K_c = 0$ and $G = 0$) marked in figure 4.1(a) and figure 4.1(b) by the dashed lines. Below $\text{Re} = 104$, the oscillation amplitude remains very low. A significant increase in the amplitude is noted near $\text{Re} = 104$. Under this flow condition, the vortices are shed at a frequency close to the cylinder natural frequency, deviating slightly
from the shedding frequency of the stationary cylinder. This phenomenon is referred to as "synchronization" and \( \text{Re} = 104 \) is defined as the Reynolds number corresponding to the onset of the vortex-induced vibrations. The synchronization regime extends to \( \text{Re} = 114 \). Above this Reynolds number, the oscillation amplitude drops to very small values.
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Figure 4.1: Variation of the cylinder displacement (\( Y_{\text{rms}}/D \)) with the Reynolds number using (a) linear velocity and (b) cubic velocity feedback controllers for different gain values.

Next, we consider the response of the cylinder when implementing the feedback controllers (i.e., \( K_c \neq 0 \) and \( G \neq 0 \)) over the same range of Reynolds number. We consider different values of the linear and nonlinear gains \( K_c \) and \( G \). Comparing the responses of the uncontrolled (dashed line) and controlled motions (solid lines), we conclude from Figs. 4.1(a) and 4.1(b) that both feedback velocity controllers can be used to reduce the oscillation amplitudes of the cylinder. This effect is evident throughout the synchronization regime.

Figure 4.1(a) illustrates the effect of increasing the linear control gain on the cylinder oscillations. The results show that, when \( \text{Re} = 105 \), an amplitude reduction of 4.5% is obtained when \( K_c = 5 \times 10^{-3} \text{Ns/m} \). Reductions of 54% and 95% are obtained when \( K_c = 0.1 \text{Ns/m} \) and 1.0\text{Ns/m}, respectively. It is interesting, however, to note that the onset of synchronization is delayed and the extent of synchronization is reduced when higher gains are used. A similar qualitative behavior was observed by (56). They observed a collapse of the peak response amplitude for various values of the combined mass-damping parameter
(\(\alpha = m^\ast \zeta\)). It is interesting to note from figure 8(b) of (56) that, by increasing the mass-damping value (\(\alpha\)), the synchronization region contracts in an analogous manner to the one observed in the current simulations. The current simulations show a controlled amplitude \(\frac{\dd{Y_{\text{max}}}}{\dd{D}} = 0.2716\) for \(\alpha = 0.4617\). (56) obtained \(\frac{\dd{Y_{\text{max}}}}{\dd{D}} = 0.28\) for a combined mass-damping parameter \(\alpha = 0.451\). Increasing the mass-damping parameter by 13.56% from \(K_c = 0\text{Ns/m}\) to \(K_c = 5 \times 10^{-3}\text{Ns/m}\) yields an amplitude reduction of 4.5%. Amplitude reductions of 35%, 54%, and 91.5% are, respectively, obtained for mass-damping parameter values of 0.47, 0.76, and 3.09 when \(\text{Re} = 106\).

For the cubic velocity feedback controller, a reduced response is also observed in the whole range of synchronization. The effect of the gain \(G\) of the nonlinear velocity feedback controller on reducing the peak response amplitude is similar to that of the linear controller. For example, when \(\text{Re} = 105\), an amplitude reduction of 26.2% is obtained when the cubic gain \(G = 100\text{Ns}^3/\text{m}^3\). Reductions of 42.36% and 96% are obtained when \(G = 300\text{Ns}^3/\text{m}^3\) and \(1.0 \times 10^6\text{Ns}^3/\text{m}^3\), respectively, as shown in figure 4.1(b).

Figure 4.2 shows time histories of the cylinder displacement for different linear and nonlinear control gains. Comparing the time trace of the uncontrolled case (i.e., \(K_c = 0\) and \(G = 0\)) with those of the controlled cases (i.e., \(K_c \neq 0\) and \(G \neq 0\)), we conclude that the
oscillation amplitudes of the cylinder decrease as the gain of either of the two controllers is increased.

### 4.4 Power Comparison and Optimal Control

To assess the effectiveness of both controllers, we performed a comparison between the power needed to suppress the oscillation amplitude of the cylinder to the same level. Three cases of the two controllers that yield the same level of oscillation amplitude are considered. In Case 1, we compare the results for $K_c = 5 \times 10^{-3} \text{Ns/m}$ and $G = 10 \text{Ns}^3/\text{m}^3$ when $Re = 106$. The oscillation amplitude of the cylinder is reduced to about $Y_{\text{max}} \sim 0.4$ using either of the two feedback controllers, as shown in figure 4.3(a). The associated velocity of the cylinder follows very closely that of the displacement for both cases, as shown in figure 4.3(b). Moreover, the lift coefficient presented in figure 4.3(c) oscillates around a zero mean with a peak value of about 1.25. All these time histories show a steady-state periodic behavior and have a dominant frequency, the cylinder natural frequency. The feedback control force is plotted for both of the linear ($\frac{K_c}{M_f r_n} \dot{Y}^*$) and nonlinear ($\frac{G_f D^2 r_n}{M} \dot{Y}^{**3}$) controllers in figure 4.3(d).

Inspecting this plot, we note that the cubic velocity feedback controller needs more force than the linear one. This is expected because the displacement and velocity amplitudes remain very high. The time series also shows a third harmonic in the nonlinear control force.

In Case 2, we compare the controlled cases for $K_c = 6.5 \times 10^{-2} \text{Ns/m}$ and $G = 300 \text{Ns}^3/\text{m}^3$ when $Re = 106$. The oscillation amplitude for either of the two controllers is about $Y_{\text{max}} \sim 0.24$, as shown in figure 4.4(a). Time histories of the velocity, lift coefficient, and control force are shown in Figs. 4.4(b), 4.4(c), and 4.4(d), respectively. These plots show harmonic responses with a dominant frequency, the cylinder natural frequency. Figure 4.4(d) shows that the cubic velocity feedback force is again higher than the force needed in the case of the linear feedback controller. This is again due to the fact that the displacement and velocity amplitudes remain very large.

In Case 3, we compare the results for $K_c = 1.2 \text{Ns/m}$ and $G = 1.5 \times 10^6 \text{Ns}^3/\text{m}^3$ considering the same Reynolds number (i.e., $Re = 106$). These gains are needed to obtain near zero oscillation and velocity amplitudes, as shown in figure 4.5(a) and 4.5(b). The lift coefficient,
Figure 4.3: Time histories of the (a) displacement, (b) velocity, (c) lift coefficient, and (d) control force when $K_c = 5 \times 10^{-3} \text{Ns/m}$ and $G = 10 \text{Ns}^3/\text{m}^3$ when $\text{Re} = 106$.

presented in figure 4.5(c), oscillates around a zero mean with a peak value of 0.42. Inspecting figure 4.5(d), we note that the force required for the nonlinear controller has a slightly lower amplitude than that of the linear one. This is due to the fact that the displacement and velocity amplitudes are very low.
Figure 4.4: Time histories of the (a) displacement, (b) velocity, (c) lift coefficient, and (d) control force when $K_c = 6.5 \times 10^{-2} \text{Ns/m}$ and $G = 300 \text{Ns}^3/\text{m}^3$ when $Re = 106$.

### 4.4.1 Theoretical Explanations

The linear control force is $F_L = -K_c \dot{Y}$ and the oscillation can be expressed as $Y = DA_1 \cos(\omega_n t + \phi_1) + DA_3 \cos(3\omega_n t + \phi_3)$ where $\omega_n = 2\pi f_n$; $f_n$ is the dimensional natural frequency of the cylinder; and $A_{L1}$ and $A_{L3}$ are, respectively, the amplitudes of first and third harmonics of the nondimensional cylinder displacement. Inspecting figure 4.6, we note that the amplitude of the third harmonic is very small compared to that of the first harmonic. Hence, the cylinder
displacement can be approximated by $DA_1 \cos(\omega_n t + \phi_1)$. The average power is given by

$$P_{\text{avg}} = \lim_{T \to \infty} \frac{1}{T} \int_0^T F(t) \dot{Y}(t) \, dt$$

For the case of linear velocity feedback, this average is equal to

$$P_{L,\text{avg}} = \frac{1}{2} K_c A_{L1}^2 D^2 \omega_n^2$$  \hspace{1cm} (4.9)

where $A_{L1}$ is the nondimensional oscillation amplitude of the cylinder for the linear velocity feedback controller. In the case of the nonlinear controller, the required force is $-G \dot{Y}^3$. The
average required power is then equal to

\[ P_{NL_{avg}} = \frac{3}{8} G A_{NL1}^4 D^4 \omega_n^4 \]  

(4.10)

where \( A_{NL1} \) is the nondimensional oscillation amplitude of the cylinder for the cubic velocity feedback controller. The ratio of the average powers required for the nonlinear and linear controllers is then written as

\[ \frac{P_{NL_{avg}}}{P_{L_{avg}}} = \frac{3}{4} G \frac{A_{NL1}^4}{A_{L1}^2} D^2 \omega_n^2 \]  

(4.11)

It is clear that the ratio depends strongly on the desired controlled amplitude and the required gains. The ratios of the average power of the considered three cases are presented in Table 4.1. We note that the linear controller is more appropriate if relatively large controlled amplitudes are allowed. However, for cases where very small controlled amplitudes are desired, the nonlinear controller is more efficient. As a matter of fact, the power level needed can be reduced significantly if a nonlinear controller with a relatively large gain is used. This is evident from figure 4.7, where the controlled power for both controllers is plotted as a function of the controlled amplitude.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Amplitudes ( \frac{Y_{\text{max}}}{D} )</th>
<th>Gains</th>
<th>( P_{NL}/P_{L} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( A_{NL} \cong A_L \sim 0.4 )</td>
<td>( K_c = 5 \times 10^{-3} \text{Ns/m} ) and ( G = 10 \text{Ns}^3/\text{m}^3 ) ( P_{NL}/P_{L} ) 1.12</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( A_{NL} \cong A_L \sim 0.2418 )</td>
<td>( K_c = 6.5 \times 10^{-2} \text{Ns/m} ) and ( G = 300 \text{Ns}^3/\text{m}^3 ) ( P_{NL}/P_{L} ) 1.04</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( A_{NL} \cong A_L \sim 0.013 )</td>
<td>( K_c = 1.2 \text{Ns/m} ) and ( G = 1.5 \times 10^6 \text{Ns}^3/\text{m}^3 ) ( P_{NL}/P_{L} ) 0.84</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of the power requirements for the linear and nonlinear controllers.
Figure 4.6: Power spectrum of the displacement of a rigid cylinder oscillating in the cross-flow direction when $Re = 106$ and $G = 300Ns^3/m^3$.

Figure 4.7: Comparison between the linear and nonlinear control powers as a function of the controlled amplitude when $Re = 106$. 
4.5 Conclusions

We investigated the effectiveness of linear and nonlinear velocity feedback controllers to suppress high-amplitude oscillations of an elastically-mounted rigid cylinder. Each controller imparts an opposing force to the cylinder motion, thereby reducing its high-amplitude oscillations. The opposing force, in the case of the linear controller, is proportional to the velocity of the cylinder, while, in the case of the nonlinear controller, it is proportional to the cubic velocity of the cylinder. The results show that both control laws have a significant effect on the response of the cylinder and damp the high-amplitude oscillations of the cylinder in the synchronization regime. A comparison of the performance of the two controllers based on suppressing the oscillations to the same desired amplitude was performed. The results show that, for relatively allowed large controlled amplitudes, the linear velocity feedback controller is more efficient. On the other hand, for very small controlled amplitudes, the cubic velocity feedback controller is more efficient.
Chapter 5

Effect of Nonlinear Energy Sink (NES) on Vortex-Induced Vibrations of a Circular Cylinder

We investigate in detail the possibility of controlling vortex-induced vibrations of a freely oscillating circular cylinder by using a nonlinear energy sink that consists of a secondary system having linear damping and an essential nonlinear cubic stiffness. We vary the sink parameters (mass and damping) and determine their effects on the response of the coupled system. We find multiple stable responses (periodic and quasiperiodic) of the coupled system for different mass ratios and damping coefficient of the sink, depending on the initial conditions. In addition, we find that the oscillation amplitude of the secondary system may be too large and restricts its practical implementation.

5.1 Introduction

Passive controllers are usually designed for a specific oscillation-amplitude/frequency. They may not be effective over a wide range of oscillation amplitudes and may be constrained to a limited frequency range (25; 30). One approach to overcome this limitation is the use of a secondary system having an essential nonlinear stiffness to which vibrations are transferred.
Both experimental (57–61) and numerical (37; 58; 62–65) investigations have shown that secondary systems are able to react efficiently over a broad frequency range. The nonlinear secondary system would make use of energy pumping phenomenon; a one-way irreversible transfer of energy from the primary system to a connected nonlinearizable system. This secondary system is usually termed as a nonlinear energy sink (NES). Roberson (62) studied the response of an undamped coupled system consisting of a primary mass having a linear stiffness attached to a secondary mass having an essential nonlinear stiffness. The coupled system was forced by externally applied periodic forces of constant amplitudes and varied excitation frequencies over a limited range near the main frequency. It was found that for the optimum coefficients of both linear and nonlinear springs, the suppression bandwidth is much wider when compared to a linear absorber. Rice and McCraith (66) also studied the behavior of the nonlinear energy sink and determined that the operating frequency is critical in defining the usefulness of the NES. If the operating frequency is close to the critical tuning frequency, a linear absorber is equally advantageous. However, the NES is a better option, in cases where control is needed over a range of operating frequencies.

Gendelman (63) investigated the transition of energy from a linear system that is weakly coupled to a highly nonlinear damped subsystem. An asymmetric system was considered to enable the energy transfer between the system modes. It was observed that the nonlinear energy sink is effective for any external force if the amplitude of linear oscillator is able to activate the highly nonlinear modes. Also, it was found that, for a specific frequency, the nonlinear energy sink can absorb only a certain amount of energy. Jiang et al. (57) experimentally and theoretically studied the dynamics of an NES weakly coupled to a linear structure that is influenced by harmonic forcing. They found that due to the nonlinearity, the NES can vibrate with any mode of the primary system. They observed periodic responses of both the primary mass and the NES. Lee et al. (67; 68) investigated the dynamics of an ungrounded NES that is strongly coupled to a linear oscillator. They found different periodic orbits for the coupled system.

Gourdon and Lamarque (64) studied the effectiveness of an NES that is loosely coupled to the primary mass. They found that the NES starts attenuating the oscillation amplitude of the primary mass when the primary mass reaches a specific amplitude. They also studied
the energy pumping phenomenon by attaching many nonlinear energy sinks to a primary mass and observed energy pumping phenomenon over a broad frequency range. Because the coupled system has an essential nonlinearity, it will have multi nonlinear normal modes. As such, there is a possibility that the nonlinear attachment will vibrate with the primary system over a range of frequencies. Initially, it will take place between the linear mode of the primary mass and one of the nonlinear normal mode of the NES for a specific energy. As the energy of the primary mass changes, another nonlinear normal mode will interact with the linear mode of the primary mass; thus, still having the desired energy pumping phenomenon. This way the span of frequencies over which energy transfer between the primary mass and the NES increases. Vakakis et al. (58; 65) observed the phenomenon of resonance cascades theoretically and experimentally. They considered many primary masses having a linear stiffness that is weakly attached to the nonlinear energy sink having an essential nonlinearizable cubic stiffness. The system was excited with a force having multifrequency components and found that energy can be transferred from the linear substructures to the NES. When the system is oscillating with high energy, the nonlinear energy sink resonates with the system’s high frequency mode and extracts energy from that substructure. As the energy of the substructure decreases due to dissipation, the nonlinear energy sink resonates with the lower energy mode and extracts energy from the second high energy substructure, thus attenuating the oscillation amplitude of the primary masses over a wide range of frequencies.

McFarland et al. (59) experimentally studied the broadband transfer of energy from a damped linear oscillator weakly coupled to a secondary mass having linear damping and nonlinear stiffness of cubic order. They found that the NES starts oscillating after the primary mass reaches a critical oscillation amplitude. Gendelman et al. (69) also observed that to optimize the rate of energy pumping, the system initial conditions should bring the system close to the bifurcation points (i.e., critical oscillation amplitude) as early as possible. Gendelman et al. (60) observed a quasiperiodic behavior both numerically and experimentally when studying the response of an NES that is strongly coupled to the primary mass under external harmonic force. They found that NES ensures better suppression region than the best tuned linear absorber, having the same stiffness and damping parameters. Recently, Tumkur et al. (37; 38) proposed passive control of VIV of a circular cylinder over a broad
frequency range by attaching a NES. Their results show a reduction in the root mean square (rms) of the oscillation amplitude of the cylinder for different NES masses.

However, introducing an essential cubic nonlinearity to a coupled system could lead to multiple stable responses, depending on the initial conditions and the system characteristics and parameters. Malatkar and Nayfeh (70) explored the rich dynamics of the coupled system considered by Jiang et al. (57) by determining its periodic responses and their bifurcations. Not surprisingly, they found a lot of interesting dynamics over a broad frequency range: cyclic-fold, Hopf, symmetry-breaking, and period-doubling bifurcations; phase-locked motions; regions with multiple coexisting solutions; hysteresis; and chaos. Moreover, contrary to the claim made by Jiang et al. (57), they did not find any indication of nonlinear energy pumping or localization of energy in the NES, away from the directly forced linear subsystem, indicating that the NES is not effective for controlling the vibrations of forced linear structures. In a rebuttal, Vakakis and Bergman (71) disputed the conclusions of Malatkar and Nayfeh (70) and stated that, in their view, the existence or not of forced localization and steady-state energy pumping cannot be judged solely by simple comparisons, such as those made in figure 18 of Malatkar and Nayfeh (70) and, in fact, they (57) executed a careful program involving theoretical, computational, and experimental studies to prove that, indeed, steady-state energy pumping occurs in certain frequency ranges of the coupled system. In answer to Vakakis and Bergman, Malatkar and Nayfeh (72) produced more detailed results showing that the addition of an NES to a forced linear oscillator would not result in nonlinear energy pumping or localization of the steady-state vibration in the NES and away from the forced linear subsystem and it would result in an increase rather than a decrease in the vibration amplitude of the latter.

Controlling the system’s initial conditions, characteristics, and parameters may not be easy in some cases. This is especially true in the case of aeroelastic oscillations or vibrations where gusts and turbulence may influence the flow dynamics and loads instantly in a significant manner. Vortex-induced vibrations of circular cylinders certainly fall in this category. Furthermore, the excitation force results from flow separation, which has a nonlinear aspect that could not be linearized. Consequently, the system nonlinearities could interact in a coupled manner to exhibit multiple solutions. In this work, we investigate in detail the feasibility
of using a nonlinear energy sink to control the vortex-induced vibrations of a freely oscillating circular cylinder. Particularly, we aim to determine the effects of the NES parameters (mass, stiffness, and damping) and initial conditions on the responses of the primary (cylinder) and secondary (NES) subsystems. The focus is on the synchronization region of the VIV where the oscillation amplitudes are relatively high.

### 5.2 Representation of the Nonlinear Energy Sink

The governing equations of an elastically-mounted rigid circular cylinder coupled with a nonlinear energy sink subjected to external fluid forces are given by

\[
(M - M_{nes})\ddot{Y}_2 + CY_2 + KY_2 + C_{nes}(\dot{Y}_2 - \dot{Y}_1) + K_{nes}(Y_2 - Y_1)^3 = F_L, \tag{5.1}
\]
\[
M_{nes}\ddot{Y}_1 + C_{nes}(\dot{Y}_1 - \dot{Y}_2) + K_{nes}(Y_1 - Y_2)^3 = 0, \tag{5.2}
\]

where \(Y_2\) is the transverse cylinder displacement and \(Y_1\) is the displacement of the nonlinear energy sink, also constrained to be perpendicular to the flow. \(M\) is the mass of the primary cylinder per unit length, \(C\) and \(K\) are used to represent the structural damping and stiffness, respectively. \(M_{nes}, C_{nes},\) and \(K_{nes}\) represent the mass, damping, and stiffness of the NES respectively; and \(F_L\) is used to represent the time-dependent external force exerted by the fluid flow on the cylinder.

Using the diameter of the cylinder \(D\) and the incoming free-stream velocity \(U_\infty\) as length and velocity scales, respectively, we rewrite equations (5.1, 5.2) in a nondimensional form as

\[
(1 - \mu)\ddot{Y}_2^* + \ddot{Y}_2^* + \dddot{Y}_2^* + \ddot{C}_{nes}(\ddot{Y}_2^* - \ddot{Y}_1^*) + \dddot{K}_{nes}(Y_2^* - Y_1^*)^3 = \frac{2}{\pi m^*}C_L, \tag{5.3}
\]
\[
\mu\dddot{Y}_1^* + \ddot{C}_{nes}(\ddot{Y}_1^* - \ddot{Y}_2^*) + \dddot{K}_{nes}(Y_1^* - Y_2^*)^3 = 0, \tag{5.4}
\]

where \(Y_2^* = \frac{Y_2}{D}\) and \(Y_1^* = \frac{Y_1}{D}\) are, respectively, the nondimensional transverse cylinder’s and NES displacements, \(\mu = \left(\frac{M_{nes}}{M}\right)\) is the mass ratio. \(\ddot{C} = \left(\frac{4\zeta}{U_r}\right)^2\), \(\dddot{K} = \left(\frac{2\pi}{U_r}\right)^2\) are the nondimensional damping and stiffness of the primary mass respectively, where \(\zeta = \frac{C}{C_{\text{crit}}} = \frac{C}{2\sqrt{KM}}\) is the structural damping ratio, \(U_r = \frac{U_\infty}{f_n D}\) is the reduced velocity and \(f_n\) is the
natural frequency of the cylinder. $\tilde{C}_{nes} = \left( \frac{C_{nes}}{M_f U_r} \right)$, $\tilde{K}_{nes} = \left( \frac{K_{nes} D^2}{M_f U_r^2} \right)$ are, respectively, the nondimensional damping and stiffness of the NES. $m^* = \frac{M}{M_f}$ is the ratio of the primary structural mass to the fluid mass, and $M_f = \frac{1}{4} \pi \rho D^2$ represents the fluid mass per unit length replaced by the cylinder. $C_L$ is the lift coefficient determined from the numerical simulations of eqn. 2.8. Equations (5.3) and (5.4) can be equivalently written as a system of four coupled first-order ordinary differential equations; that is,

$$\begin{align*}
\dot{y}_1 &= y_2, \\
\dot{y}_2 &= \frac{1}{1 - \mu} \left[ -K y_1 - \tilde{C} y_2 - \tilde{K}_{nes} (y_1 - y_3)^3 - \tilde{C}_{nes} (y_2 - y_4) + \frac{2}{\pi m^*} C_L \right], \\
\dot{y}_3 &= y_4, \\
\dot{y}_4 &= \frac{1}{\mu} \left[ -\tilde{K}_{nes} (y_3 - y_1)^3 - \tilde{C}_{nes} (y_4 - y_2) \right].
\end{align*}$$

where $y_1 = Y_2^*$, $y_2 = \dot{Y}_2^*$, $y_3 = Y_1^*$ and $y_4 = \dot{Y}_1^*$.

Figure 5.1: Schematic diagram of the primary cylinder coupled with NES.

### 5.2.1 Coupling Scheme

Equations (2.5) and (2.6), which govern the dynamics of the flow field, and equations (5.3) and (5.4), which govern the dynamics of the cylinder and NES are solved in a coupled manner.
The same procedure is used i.e., the fluid load (output of the CFD code-equation-2.8) is coupled to ODEs (equation-5.5-5.8) governing the cylinder’s and NES motion. The predicted state of the cylinder and NES (equation 2.36), based on the fluid load which was computed in the previous time step, is then used in the CFD code to compute the new fluid load (equation-2.8). This new load is then used to compute the new states of the cylinder and voltage using the corrector scheme (equation 2.37). To do so, equations (5.5-5.8), are rewritten as equation (2.9) and then integrated by using the numerical integration scheme discussed in Section 2.4.

5.3 Results and Discussion

To investigate the performance of the nonlinear energy sink for the purpose of controlling vortex-induced vibrations, we performed numerical simulations of the flow at Re = 106. This Reynolds number lies in the synchronization regime for the considered parameters of the cylinder (1; 28). The cylinder is assumed to have linear stiffness and viscosity and the attachment is connected to a nonlinear spring and a damper to dissipate the extracted energy from the cylinder. A schematic of the system under consideration is presented in figure 5.1. For the cylinder, we considered the same mass ratio \( m^* = \frac{M}{M_f} = 149.10 \) and damping ratio \( \zeta = 0.0012 \) as in the experimental work (1), whereas we varied the mass, stiffness, and damping of the NES and are given for each case.

First, we consider the response of the cylinder without the NES. As the flow passes over a cylinder, vortices are formed in the wake and shed with a specific frequency. At the considered Reynolds number, the frequency of vortex-shedding is extremely close to the natural frequency of the cylinder, which causes the cylinder to oscillate with a high amplitude, as shown in figure 5.2(a). The plot also shows that the transverse cylinder displacement starts to increase monotonically until it reaches a stable limit cycle, as shown in figure 5.2(b). Because of lock-in, both of the wake and cylinder have synchronized frequencies, as shown in figure 5.2(c). The phase-portrait, plotted in figure 5.2(d), confirms that the cylinder undergoes periodic oscillations.
5.3.1 Effect of the Ratio of the Masses of the NES and Cylinder

From a practical perspective, it would be desirable to have a small mass ratio; that is, maintain the mass of the NES small relative to the mass of the cylinder. To this end, we examined the effect of this ratio on the ability of the NES to extract the energy of the cylinder oscillations. We did so by keeping all other system parameters constant. The mass ratio was varied over the range $0.01 \leq \mu \leq 0.1$, where $\mu = \frac{M_{\text{nes}}}{M}$. The stiffness and damping of the cylinder were set to $\tilde{K} = 1.13404$ and $\tilde{C} = 0.0026$, and those of the NES were set to $\tilde{K}_{\text{nes}} = 0.8 \tilde{K} = 0.907232$ and $\tilde{C}_{\text{nes}} = 0.8 \tilde{C} = 0$. In all of the results presented in this subsection, the initial conditions...
are trivial.

Figure 5.3(a) shows a zoomed part of the initial response of the coupled system for $\mu = 0.01$. The black solid line shows the response of the cylinder and the red dotted line shows the response of the nonlinear energy sink. This plot shows that the oscillation amplitude of the cylinder slowly increases. When this amplitude reaches $Y_2 = 0.055$, the energy pumping becomes effective in that the oscillation amplitudes of the NES become larger than those of the cylinder. However, it is clear that, although the energy pumping phenomenon is there, the NES is unable to significantly reduce the amplitude of the cylinder oscillations which remain at about $Y_2 = 0.35$, as shown in figure 5.3(b), in comparison to the uncontrolled value of $Y_2 = 0.42$ shown in figure 5.2(b); a reduction of about 15%. A similar qualitative behavior is observed when the mass ratio, $\mu$, is increased to 0.02. However the critical amplitude at which the amplitude of the NES becomes larger than that of the cylinder is delayed. It takes place when the amplitude of the cylinder oscillations reaches a value near $Y_2 = 0.089$, as shown in figure 5.3(c). Figure 5.3(d) shows the steady-state responses of the coupled system. The amplitude reduction caused by the NES is about 18% for $\mu = 0.02$. However, the amplitude of the NES oscillation is larger than the radius of the cylinder, and hence the NES would impact the cylinder. Consequently, this response is theoretical and practically unrealistic, i.e., if the NES were to be placed inside the cylinder.

Initial and steady-state responses of both of the cylinder and NES for the mass ratio $\mu = 0.03$ are shown in Figs. 5.4(a) and 5.4(b). Figure 5.4(a) shows that the oscillation amplitude of the cylinder grows slowly. The NES attenuates the oscillations of the cylinder to an rms value near 0.0413, which constitutes a reduction of about 86% of the uncontrolled response. The responses of both subsystems are strongly modulated as shown in figure 5.4(b). The motion is highly localized in the nonlinear energy sink, as can be seen from figure 5.4(b). As discussed in the next section, this response is one of at least three responses, that depend on the initial conditions.

Similar response characteristics are observed for higher values of the mass ratio. For all of these mass ratios, it was observed that the energy pumping phenomenon starts after the oscillation amplitude of the cylinder exceeds a critical value. This critical amplitude increases as the mass ratio, $\mu$, is increased. For example, the critical amplitude is $Y_2 = 0.1003$ for
Figure 5.3: Responses of the cylinder and NES obtained using trivial initial conditions when \( \text{Re} = 106, \tilde{K}_{\text{nes}} = 0.8\tilde{K}, \) and \( \tilde{C}_{\text{nes}} = 0.8\tilde{C} \): (a,b) \( \mu = 0.01 \) and (c,d) \( \mu = 0.02 \).

\( \mu = 0.04, \frac{\gamma_2}{\rho} = 0.1119 \) for \( \mu = 0.05, \frac{\gamma_2}{\rho} = 0.1234 \) for \( \mu = 0.062 \) and increases to \( \frac{\gamma_2}{\rho} = 0.161 \) for \( \mu = 0.1 \). Figure 5.5 shows the maximum amplitude of the NES as a function of the mass ratio with zero displacement and velocity as the initial conditions. Figure 5.5 and Table 5.1 show that the maximum amplitude is larger than 0.38D in the best case scenario, indicating that its implementation may be questionable because the secondary system must occupy some volume. Furthermore, in cases where the cylinder is used as a pipe, it would not be possible to place an NES system within it.
Figure 5.4: Responses of the cylinder and NES obtained using trivial initial conditions for the mass ratio $\mu = \frac{M_{nes}}{M} = 0.03$ when $Re = 106$, $\tilde{K}_{nes} = 0.8\tilde{K}$, and $\tilde{C}_{nes} = 0.8\tilde{C}$.

Figure 5.5: Variation of the maximum amplitude of the NES with the mass ratio $\frac{M_{nes}}{M}$ obtained using trivial initial conditions.

5.3.2 Effect of Initial Conditions

Malatkar and Nayfeh (70) investigated the system initially considered by Jiang et al. (57) and found multiple solutions for an undamped or slightly damped linear subsystem. They
Table 5.1: Effect of the mass ratio on the maximum oscillation amplitudes of both masses obtained using trivial initial conditions.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Mass ratio $\mu = \frac{M_{nes}}{M}$</th>
<th>max. $y_1$ (cylinder)</th>
<th>max $y_3$ (NES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.4167</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>0.3541</td>
<td>0.5848</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.3395</td>
<td>0.6308</td>
</tr>
<tr>
<td>4</td>
<td>0.03</td>
<td>0.0911</td>
<td>0.3773</td>
</tr>
<tr>
<td>5</td>
<td>0.04</td>
<td>0.1027</td>
<td>0.3885</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>0.1147</td>
<td>0.4447</td>
</tr>
<tr>
<td>7</td>
<td>0.062</td>
<td>0.1250</td>
<td>0.4490</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>0.1620</td>
<td>0.4366</td>
</tr>
</tbody>
</table>

observed that, in some cases, especially lightly damped systems, the NES actually increases the oscillation amplitude of the linear subsystem. To assess the effects of the initial conditions on the response of the VIV, we consider the response of the coupled system for a mass ratio $\mu = 0.03$ under different initial conditions. The damping and stiffness coefficients of the coupled system are set to $\tilde{K} = 1.13404$, $\tilde{C} = 0.0026$, $\tilde{K}_{nes} = 0.8 \tilde{K} = 0.907232$, $\tilde{C}_{nes} = 0.8$, and $\tilde{C} = 0.00208$. The response of the coupled system for these parameters with zero initial conditions ($y_1 = y_3 = 0.0$ and $y_2 = y_4 = 0.0$) is shown in Figs. 5.4(a) and 5.4(b) and was discussed in the preceding section.

To determine the effects of the initial conditions, we change the velocity of the cylinder ($y_2$) while keeping $y_1 = 0.0$, $y_3 = 0.0$, and $y_4 = 0.0$. Figures 5.6(a) and 5.6(b) show the response of the coupled system for $y_2 = 0.1$. The plots show that the NES is able to suppress the high oscillation amplitude of the cylinder. Also, the system exhibits modulated responses similar to the ones observed for $y_2 = 0.0$, as shown in Figs. 5.4(a) and 5.4(b). The NES resonates with the cylinder; thus, making it possible to extract energy from the cylinder. Again, even in this best scenario, the NES oscillation amplitude is too large for practical implementation.

Next, we consider the response for $y_2 = 0.2$. The initial response of the coupled system
is shown in figure 5.6(c). The plots show that the response of the cylinder steadily grows to reach a stable limit cycle, as shown in figure 5.6(d). The nonlinear energy sink oscillates with an amplitude higher than that of the cylinder; indicating the activation of the energy pumping phenomenon. However, the NES is unable to effectively attenuate the oscillations of the cylinder. Qualitatively, the same behavior is observed when considering the cases of $y_2 = 0.3$ and $0.4$, as shown in Figs. 5.6(e) and 5.6(f), respectively. Although the reduction in the rms of the oscillation amplitudes of the cylinder when $\mu = 0.03$ in the latter cases are high, the oscillation amplitudes of the NES mass exceed the radius of the cylinder and hence they are not practical.

Next, we consider the response of the coupled system when the cylinder is initially allowed to oscillate freely without activating the nonlinear energy sink and the NES is activated after a specific time. In the first simulation, the NES was activated after 100 nondimensional time units, as shown in figure 5.7(a). The steady-state behavior of the coupled system is shown in figure 5.7(b), which is the same as that obtained with zero initial conditions. In the second simulation, the NES was activated after 250 nondimensional time units. The initial and steady-state responses of the coupled system are shown in Figs. 5.7(c) and 5.7(d), respectively. Here, it is observed that the oscillation amplitude of the cylinder grows under the action of the fluid forces, as shown in figure 5.7(c). As the nonlinear energy sink was activated after 250 nondimensional time units, the NES also starts oscillating with a high amplitude, which exceeds the radius of the cylinder, as shown in figure 5.7(d).

Numerical simulations were also performed to determine the effects of initial conditions for other mass ratios. Variation of the maximum amplitude of the NES mass and percentage reduction in the rms amplitude of the cylinder with the mass ratio is shown in Figs. 5.8(a) and 5.8(b). These plots show a range of mass ratios between 0.02 and 0.05 where we found multiple stable solutions. We emphasize that we only considered limited initial conditions and the coupled system may possess other stable solutions, depending on different initial conditions. Most of these solutions are not practical because the oscillation amplitudes of the NES mass exceed the cylinder radius. In the following section, we discuss the characteristics of these solutions.
Response Characteristics

Further insight into the character of the attractors (stable steady-state solutions) obtained using the limited initial conditions can be gained from the time histories, power spectra, phase portraits, and Poincaré sections presented in figure 5.9. For the trivial initial conditions \((y_1 = 0.0, y_2 = 0.0, y_3 = 0.0 \text{ and } y_4 = 0.0)\), we observe the same modulated attractor of the response of the cylinder as shown in figure 5.9(a). Figure 5.9(b) also shows that this response consists of more than one independent frequency. The two-dimensional projection of the phase portrait onto the \(y_1 - y_2\) plane presented in figure 5.9(c) shows characteristics that indicate a non-periodic behavior. The Poincaré section in figure 5.9(d) shows an infinite number of points falling on a closed curve, indicating that the attractor is two-period quasiperiodic. The attractor obtained for the initial conditions \(y_1 = 0.0, y_2 = 0.1, y_3 = 0.0, \text{ and } y_4 = 0.0\) is the same as the attractor obtained for zero initial conditions, as can be seen from the time history, power spectra, phase portrait, and especially the Poincaré section presented in Figs. 5.9(e), 5.9(f), 5.9(g), 5.9(h), respectively.

For the initial conditions \(y_1 = 0.0, y_2 = 0.2, y_3 = 0.0, \text{ and } y_4 = 0.0\), the response of the coupled system is quite different. Figure 5.9(i) shows that the response of the cylinder is periodic and qualitatively similar to that of the uncontrolled one. Figure 5.9(j) shows the power spectra of the displacements of the cylinder and the NES mass. Both spectra exhibit a sharp peak at 0.1669 and smaller peaks at its third and fifth harmonics. Furthermore, both of the subsystems oscillate with the same frequency. The two-dimensional projection of the phase portrait in figure 5.9(k) shows a single closed curve, confirming its periodic behavior. The Poincaré section in figure 5.9(l) consists of a single point, confirming the periodic nature of the response of the coupled system. The same periodic attractor was obtained for the initial conditions \(y_1 = 0.0, y_2 = 0.4, y_3 = 0.0, y_4 = 0.4\), as shown from the time history, power spectra, phase portrait, and Poincaré section presented in Figs. 5.9(q), 5.9(r), 5.9(s), 5.9(t), respectively. Next, as we set the initial conditions \(y_1 = 0.0, y_2 = 0.3, y_3 = 0.0, \text{ and } y_4 = 0.0\), the response of the coupled system is characterized by a period-doubled attractor. The power spectra shown in figure 5.9(n) consist of peaks at a frequency near the fundamental frequency of the periodic attractor and its odd harmonics as well as a subharmonic peak of
order one-half and its odd harmonics. The two-dimensional projection of the phase portrait, presented in figure 5.9(o), consists of two loops. The Poincaré section, figure 5.9(p), consists of two discrete points, confirming that the attractor is a two-period torus. Not surprising, the coupled nonlinear system possesses multiple attractors depending on the initial conditions.
Figure 5.6: Responses of the cylinder and NES obtained using different initial conditions for the mass ratio \( \mu = \frac{M_{nes}}{M} = 0.03 \) when \( \text{Re} = 106 \), \( \tilde{K}_{nes} = 0.8\tilde{K} \), and \( \tilde{C}_{nes} = 0.8\tilde{C} \).
Figure 5.7: Responses of the cylinder and NES obtained where NES is activated after (a,b) $t = 100$, and (c,d) $t = 250$ nondimensional time steps for the mass ratio $\mu = \frac{M_{nes}}{M} = 0.03$, $\tilde{K}_{nes} = 0.8 \tilde{K}$, and $\tilde{C}_{nes} = 0.8 \tilde{C}$. 
Figure 5.8: (a) Variation of the maximum amplitude of the NES mass (b) Percentage reduction in the rms amplitude of the cylinder with the mass ratio $\frac{M_{NES}}{M}$ using different initial conditions.
Figure 5.9: Time histories(a,e,i,m,q), power spectra(b,f,j,n,r), phase portraits(c,g,k,o,s), and Poincaré sections(d,h,l,p,t) when Re = 106 and \( \mu = 0.03 \) obtained using different initial conditions.
5.3.3 Effect of Damping

To determine the effect of the damping coefficient $\tilde{C}_{nes}$ of the NES on the control of VIV, we vary its value while keeping all other parameters constant. We keep the mass ratio constant with a value $\mu = 0.03$ (i.e., mass of the NES is 3% of the mass of the cylinder). The stiffness of the NES is maintained constant and equal to $\tilde{K}_{nes} = 0.8\tilde{K} = 0.907232$. The damping and stiffness of the cylinder are also kept as $\tilde{C} = 0.0026$ and $\tilde{K} = 1.13404$, respectively.

Initially, we set the damping value of the NES equal to 40% of the damping value of the cylinder; that is, $\tilde{C}_{nes} = 0.4\tilde{C} = 0.00104$. The oscillation amplitude of the cylinder initially grows, as shown in figure 5.10(a), and reaches a stable limit cycle, as shown in figure 5.10(b). On the other hand, the NES mass oscillates with an amplitude higher than that of the cylinder. However, this amplitude is larger than the radius of the cylinder.

As we increase the damping coefficient of the NES mass to $\tilde{C}_{nes} = 0.7\tilde{C} = 0.00182$, modulated responses of the coupled system are observed, as shown in Figs. 5.11(a) and 5.11(b). Figure 5.11(a) shows that the oscillation amplitude of the cylinder slowly increases. After reaching a critical amplitude, the NES mass starts oscillating with a high amplitude. Beyond that, the oscillation amplitude of the NES mass increases and that of the cylinder decreases. The system response is similar to the modulated responses discussed above. The same modulated attractor is observed upon increasing the damping of the nonlinear energy sink to $\tilde{C}_{nes} = 0.8\tilde{C} = 0.00208$.

For low damping coefficient of the nonlinear energy sink, the response of the coupled system is periodic, but the NES amplitude exceeds the cylinder radius. As this coefficient is increased, the response acquires quasiperiodic characteristics. The maximum and the rms amplitudes of the cylinder and the NES mass are presented in Table 5.2. We can note from these results, that for small damping values, the NES is not able to reduce the oscillation amplitude of the cylinder and the maximum NES amplitude exceeds the cylinder radius. For large values, we found multiple stable solutions. Some of the solutions have NES amplitudes that exceed the cylinder radius.
Table 5.2: Effect of damping.

<table>
<thead>
<tr>
<th>Cases</th>
<th>NES parameters</th>
<th>max. $y_1$ (cylinder)</th>
<th>max. $y_3$ (NES)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\tilde{K}<em>\text{nes} = 0.8\tilde{K}$, $\tilde{C}</em>\text{nes} = 0.3\tilde{C}$</td>
<td>0.3619</td>
<td>0.7046</td>
</tr>
<tr>
<td>2</td>
<td>$\tilde{K}<em>\text{nes} = 0.8\tilde{K}$, $\tilde{C}</em>\text{nes} = 0.4\tilde{C}$</td>
<td>0.3514</td>
<td>0.6913</td>
</tr>
<tr>
<td>3</td>
<td>$\tilde{K}<em>\text{nes} = 0.8\tilde{K}$, $\tilde{C}</em>\text{nes} = 0.5\tilde{C}$</td>
<td>0.3402</td>
<td>0.6772</td>
</tr>
<tr>
<td>4</td>
<td>$\tilde{K}<em>\text{nes} = 0.8\tilde{K}$, $\tilde{C}</em>\text{nes} = 0.6\tilde{C}$</td>
<td>0.3282</td>
<td>0.6620</td>
</tr>
<tr>
<td>5</td>
<td>$\tilde{K}<em>\text{nes} = 0.8\tilde{K}$, $\tilde{C}</em>\text{nes} = 0.7\tilde{C}$</td>
<td>0.0913 – 0.3124</td>
<td>0.3697 – 0.6142</td>
</tr>
<tr>
<td>6</td>
<td>$\tilde{K}<em>\text{nes} = 0.8\tilde{K}$, $\tilde{C}</em>\text{nes} = 0.8\tilde{C}$</td>
<td>0.0911 – 0.3008</td>
<td>0.3773 – 0.6268</td>
</tr>
</tbody>
</table>

Figure 5.10: Responses of the cylinder and NES when Re = 106, $\mu = \frac{M_{\text{nes}}}{M} = 0.03$, where $\tilde{K}_\text{nes} = 0.8\tilde{K}$ and $\tilde{C}_\text{nes} = 0.4\tilde{C} = 0.00104$.

5.4 Conclusions

We investigated in detail the feasibility of using a nonlinear energy sink (NES) to control the vortex-induced vibrations of a freely oscillating circular cylinder. We solved simultaneously in the time domain for the motions of the cylinder, NES, and flow using a parallelized computer fluid solver. We varied the mass of the NES and its damping. We varied in a limited way the initial conditions from zero values. The results show periodic, two-period quasiperiodic, and period-doubled steady-state responses (attractors) that depend on these conditions. The
amplitude of the NES mass in most of the calculated solutions exceeds the cylinder radius, and hence they are not practical. For the best scenario of the multiple attractors, the maximum amplitude is larger than 76% of the cylinder radius, indicating that its implementation may be questionable. Furthermore, in cases where the cylinder is used as a pipe, it would not be possible to place an NES system within it.
Chapter 6

Optimization of Drag Reduction on a Cylinder Undergoing Rotary Oscillations

We discuss drag reduction through rotational oscillations of a circular cylinder and its optimization. The optimization is performed by combining a CFD solver with a global deterministic optimization algorithm. The use of this optimization tool allows for a rapid determination of the rotational amplitude and frequency domains that yield minimum drag. We observe that the rotational oscillations significantly affect the pattern of shedding vortices and find that the mean drag is decreased at higher forcing frequencies. The results show there is a threshold of rotational oscillation amplitude below which the mean drag does not decrease for any excitation frequency.

6.1 Introduction

The flow over a circular cylinder constitutes the canonical problem for studying flow separation, vortex shedding, and associated force coefficients (8; 13–15) in flows over bluff bodies. In these flows, an organised and periodic motion of a regular array of concentrated vorticity sheds from the body to form its wake. This vortex shedding is associated with the oscil-
latory forces on the body, which can be decomposed into drag and lift components along
the freestream and crossflow directions, respectively. Reducing the strength of the generated
vortices or affecting their shedding in an appropriate manner is thus a way of controlling
these forces and any related vortex-induced vibrations. Many active and passive control
mechanisms of the vortex shedding have been tested, both experimentally and numerically.
For instance, passive controls include the use of splitter plates(12; 35; 36). Active controls
such as suboptimal blowing and suction(73), inline and transverse oscillations(6; 31), and
rotational oscillations (4; 5; 32–34) have also been proposed. In this chapter, the focus will
be on reducing the mean drag on the cylinder through harmonic rotations of the cylinder.

Tokumaru and Dimotakis (32) performed experiments on a rotationally oscillating cir-
cular cylinder in a steady uniform flow at high Reynolds number Re = 15,000. Using flow
visualization and wake profile measurement, they reported that the fluctuating component
of the drag can be reduced up to 80%. Thiria et al. (34) experimentally investigated the flow
past a cylinder undergoing a harmonic rotation at Re = 150. They observed that the forcing
parameters affect the structure of vortex shedding. Numerical studies on the flow past an
oscillating rotating cylinder have been performed by Shiels and Leonard(33) over a range
of 150 ≤ Re ≤ 15000. Their results compare well with those obtained experimentally by
Tokumaru and Dimotakis(32). They observed that multipole vorticity structures, triggered
by appropriate rotational oscillations, reveal a bursting phenomenon in the boundary layer.
This phenomenon leads to a time averaged separation delay and thus drag reduction. They
also found that the impact of forcing depends strongly on the Reynolds number and would
be effective only if Re ≥ 3000 because the viscosity suppresses the multipole growth in the
case of low Reynolds number. The Reynolds number dependence for mean drag reduction
was also observed by Choi et al.(4). They studied the effect of rotary oscillations in an un-
steady laminar flow past a circular cylinder at Re = 100 in the range of 0.2 ≤ Ω ≤ 2.5 and
0.02 ≤ Sf ≤ 0.8, where Ω and Sf are the maximum rotational speed and forcing oscillation
frequency, respectively, normalized by the free stream velocity and cylinder diameter. They
computed the mean drag for Reynolds number of 100 and 1000 and found mean drag reduc-
tions of 12% and 60%, respectively. They observed that the lock-on frequency range becomes
wider as Ω increases. They also determined that local minimum points for the mean drag were
found near the boundaries of the lock-on regions. Protas et al. (5) numerically investigated the flow over a cylinder undergoing rotary oscillations using the vortex method at Re = 150 and observed that the drag is reduced at the higher forcing frequencies. They also suggested that the mean drag coefficient does not monotonically decrease as the forcing frequency is increased, but there is an optimal forcing frequency beyond which the mean drag increases. The value of this frequency depends on Reynolds number and rotational amplitude.

In the present chapter, we investigate the effect of rotating the cylinder in an oscillatory motion on the mean drag at Reynolds number Re = 150. To this end, we combine an efficient global optimization code called VTDIRECT95 (74; 75) and the numerical methodology to find optimal rotational velocity and frequency that minimize the mean value of the drag.

### 6.2 Numerical Methodology and Validation

We use the same CFD solver 2.2.2 to simulate the flow field past a rotating cylinder in a uniform stream. To include the effect of the rotation of the cylinder, we enforce the boundary conditions as:

\[
(u, v) = (1, 0) \quad \text{(inlet)},
\]

\[
\frac{\partial u}{\partial n} = 0 \quad \text{(outlet)},
\]

\[
(u, v) = (-\Omega y, \Omega x) \quad \text{(surface)}
\]

where \( \Omega \) is the angular velocity of the cylinder and is nondimensionalized as \((\Omega D)/(2U_\infty)\).

To validate our numerical method for cylinders undergoing rotary oscillations, we compare our numerical results with those of Choi et al. (4) at Re = 100 and 1000 in the range of \(0.2 \leq \Omega \leq 2.5\) and \(0.02 \leq S_f \leq 0.8\) as shown in figure 6.1. The plot shows good agreement for the variation of the relative mean drag with the nondimensional forcing frequency \(S_f\). In the current study, we use the Reynolds number of 150. The primary reason for choosing this Reynolds number is that the two- and three dimensional results are the same since the Mode A instability is initiated at Re = 180 (8). At Re = 150, we compare our numerical results with the results obtained by Protas et al. (5) with rotational oscillation amplitude \(\Omega = 2.0\). As shown in figure 6.2, we find good agreement between the two results.
Figure 6.1: Comparison between current simulations and those of Choi et al. (4) for the variations of the mean drag coefficient, relative to that of the stationary cylinder, at Re = 100 1000 induced by rotational oscillations as a function of forcing frequency $S_f$ where rotational amplitudes $\Omega$ varies as shown.

### 6.3 Global Optimization

To perform the optimization, we couple the parallel CFD code (24), solving the incompressible Navier-Stokes equations to simulate flows past a circular cylinder, with a deterministic global optimization algorithm VTDirect (74; 75) through an “interface module”. The optimization package VTDIRECT95 is a Fortran 95 code that contains an implementation, called VTDirect, of a deterministic global optimization algorithm called direct (76). This algorithm is widely used in multidisciplinary engineering problems and physical science applications. It has been designed as an effective global optimization method that avoids being trapped at local optima and performs the search for global optimal points through three main operations that include

1. selection of potentially optimal boxes that are the regions most likely to contain the global optimum;

2. point sampling;
Figure 6.2: Comparison between current simulations and those of Protas et al. (5) for the variations of the mean drag coefficient at Re = 150 induced by rotational oscillations as a function of forcing frequency $S_f$ where $\Omega = 2.0$.

3. space division.

A detailed description and implementation of the code is provided in He et al. (74; 75). A distinctive characteristic of deterministic algorithms like direct is their frugal use of function evaluations, compared to population based evolutionary algorithms.

In the optimization problem, we consider a cylinder undergoing rotational oscillations and investigate the reduction in the mean drag coefficient as the amplitude of the rotational oscillations ($\Omega$) and forcing frequencies ($S_f$) are varied. As such, the optimization problem is formulated as

$$\min \quad CD(v_\theta),$$

subject to $v_\theta \in D$,

where $v_\theta = (\Omega, S_f)$, $D = \{v_\theta \in R^2 \mid l_\theta \leq v_\theta \leq u_\theta\}$ is a 2-dimensional box, and $CD$ is the mean value of the drag coefficient.

In order to emphasize the usefulness of combining this optimization code (VTdirect) with the CFD solver, we note that most of the experimental or numerical studies dealing with drag...
reduction through oscillatory rotations of circular cylinders consider variations of only one control parameter \((4; 5; 34)\). In these studies, to identify the optimal point, a refined sweep is performed in the specified range of the control parameter. In the example of reducing the mean drag, the frequency is usually taken as the control parameter while keeping the amplitude of the rotational oscillation constant. Adding more control parameters would require many more experimental runs or a large number of numerical simulations to locate the optimal point where the mean drag is minimized. To show the significance of coupling the CFD code with an optimizer, we keep the rotational speed constant \((\Omega = 1.5)\) and vary the frequency in the range \(0.1 \leq S_f \leq 1.0\) with a constant increment of 0.1. As a brute force method, we perform ten simulations to obtain the frequency response curve as shown in figure 6.3. There is in fact a drag amplification when \(S_f = 0.1\) and 0.2, these two data points are omitted in the plot. From this plot, we observe that the maximum drag reduction of approximately 14\% occurs near \(S_f = 0.7\). In order to further refine our results, we would require another set of simulations in the proximity of this locally optimal point, thus the total number of simulations may be of the order of 100.

In comparison we use VTdirect for one control parameter, i.e., frequency, and consider the same range of variations. VTdirect specifies the value of the input frequency and the simulations are performed to compute the mean drag. The interface module feeds back the computed mean drag to VTdirect, which specifies the rotational frequency for the next simulation. In this way, VTdirect searches for the optimal point where minimum mean drag is achieved. The frequency search for the minimum mean drag is also plotted in the figure 6.3 for the sake of comparison. The results show that VTdirect was able to converge to a drag reduction factor of 14\% corresponding to \(S_f = 0.65\) with only five simulations. On the other hand, the brute force method would have required many more simulations to identify the optimal point. Thus, VTdirect provides an efficient algorithm to locate the optimal configuration for reducing the mean drag. Considering other parameters would add significantly to the computational cost of parameter sweeps. The same argument can be extended to the application of VTdirect for more than one control parameter where each parameter has its own sweeping range. If we require \(N_s\) simulations for one control parameter, then using a brute force method, \(P\) control parameters would require \(N_s^P\) simulations, orders
of magnitude more than VTdirect would need.

Figure 6.3: Percentage reduction in the mean drag coefficient with the non-dimensional forcing frequency $S_f$ for a rotationally oscillating cylinder at Re = 150 with the non-dimensional rotational amplitude $\Omega = 1.5$.

6.4 Results and Discussion

In order to investigate the physics of drag reduction using the rotation of the cylinder as a control mechanism, we consider variations of the amplitude ($\Omega$) and the frequency ($S_f$). The upper and lower bounds of the amplitude of the rotational oscillations ($\Omega$) and forcing frequency ($S_f$) are shown in Table 6.1.

Table 6.1: Control variables constraints (rotation motion).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega$</td>
<td>0.1</td>
<td>3.0</td>
</tr>
<tr>
<td>$S_f$</td>
<td>0.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>
To perform the optimization search, we specify the maximum number of iterations and function evaluations, the minimal relative change in the objective function and minimum box diameter. These limits serve as the stopping conditions for VTdirect. In the current study, we specify the limit on the number of function evaluations used by VTdirect as 41. By specifying the above stopping conditions, the optimization algorithm yielded the four locally optimal results reported in Table 6.2.

Table 6.2: Summary of locally optimal points.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\Omega$</th>
<th>$S_f$</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.08</td>
<td>0.78</td>
<td>0.975</td>
</tr>
<tr>
<td>2</td>
<td>2.18</td>
<td>0.78</td>
<td>0.9759</td>
</tr>
<tr>
<td>3</td>
<td>2.30</td>
<td>0.78</td>
<td>0.9779</td>
</tr>
<tr>
<td>4</td>
<td>2.08</td>
<td>0.75</td>
<td>0.9796</td>
</tr>
</tbody>
</table>

Experimental (32; 34) and numerical studies (4; 33) show that changes in the value of drag coefficient on a rotationally oscillating cylinder are associated with changes in the structure of the wake of the cylinder. Depending on the oscillation amplitude $\Omega$ and forcing frequency $S_f$, the wake of the cylinder exhibits different flow patterns. For some specific values of these control parameters, the vortices are shed with the external excitation frequency and the phenomenon is then referred to as “lock-in” or “synchronization” whereby the frequency of vortex shedding becomes identical to that of the cylinder oscillations. As such, the body oscillations control the flow pattern in the wake and forces on the cylinder.

To determine the effects of forcing the cylinder with rotary oscillations on its wake, we use the flow over a stationary cylinder at $Re = 150$ as the reference case. Three snapshots of contours of the instantaneous vorticity in the wake of the stationary cylinder are shown in figure 6.4. The plots show an alternating pattern for the vortex shedding from the upper and lower halves of the cylinder. Snapshots of vorticity contours for the optimal case of drag reduction where $\Omega = 2.08$ and $S_f = 0.78$ obtained from VTdirect are shown in figure 6.5. The contours show that the oscillatory cylinder releases single vortices of opposite signs during
Figure 6.4: Three snapshots of the vorticity contours for the flow over a stationary cylinder.

Figure 6.5: Snapshots of the vorticity contours for the case where the highest percentage reduction in the mean drag coefficient (≈ 16%) at $\Omega = 2.08$ and $S_f = 0.78$ is attained.

each half cycle. It is observed from the power spectra of the lift and drag coefficient, shown in figure 6.6, that the vortices are shed at the rotational oscillation forcing frequency. The magnitude of the peak at this frequency is much larger than the magnitude of the peak corresponding to the shedding frequency of the stationary cylinder.

Snapshots of the vorticity contours for the case where the mean drag coefficient is increased significantly (by 42%) are presented in figure 6.7. In this case, the wake structure is still synchronized with the forcing frequency but the wake exhibits large-scale vortices behind the
Figure 6.6: Time histories (a) and power spectra (b) of the optimal case for $\Omega = 2.08$ and $S_f = 0.78$.

Figure 6.7: Snapshots of the vorticity contours for the case where the mean drag coefficient ($\approx 42\%$) at $\Omega = 1.55$ and $S_f = 0.25$ is increased.

body that are shed in an alternating manner. The vortices on the lower half of the cylinder are the result of counter-clockwise rotation of the cylinder, during which the rotation of the cylinder generates vorticity and the incident flow sheds it into the wake.

Figure 6.9 and Table 6.3 show variations of the mean values of the drag coefficient with the forcing frequency. The results are presented in terms of the percentage reduction in the drag
Figure 6.8: Time histories (a) and power spectra (b) for the percentage increase in the mean drag coefficient (≈ 42%) at Ω = 1.55 and $S_f = 0.25$.

coefficient relative to the its value on a stationary cylinder. The first observation to be made here is that at low oscillation frequencies ($S_f < 0.25$), the drag coefficient is larger than that of the stationary case. Over this region, increasing the amplitude of the oscillations results in significant increase in the value of the drag coefficient. As the forcing frequency is increased to values above 0.45, the drag coefficient becomes smaller than that of the stationary cylinder. These observations indicate a minimum threshold for the oscillation frequency to attain drag reduction. The highest reduction of about 15% is attained over the forcing frequency range between 0.75 and 0.85 and at oscillations amplitudes that are near 2.20.

### 6.5 Conclusions

We have simulated the flow past a cylinder undergoing harmonic rotational oscillations and investigated the effect of rotational motion on the drag force. We have combined a CFD solver with a global optimizer to speed up the search for the regions where maximum drag reduction can be realized. Our results showed that increasing the forcing frequency leads to a reduction in the drag. We found that drag reduction may reach 16% for an excitation frequency equal to 4.7 times vortex shedding frequency. We also observe that there is a threshold of the
We argue that the small and large vortices that are shed in the wake of the cylinder are responsible for low and high pressure gradients, thus modifying the drag force. Furthermore, these modifications in the wake are associated with the injection of external vortices obtained by the rotation of the cylinder. The use of the optimizer enabled the identification of the optimal points where maximum drag reduction is reached.

Figure 6.9: Summary of percentage variations of the reduction in the mean drag coefficient with the non-dimensional forcing frequency \( S_f \) for a rotationally oscillating cylinder at \( Re = 150 \) with the various non-dimensional rotational amplitudes \( \Omega \) as obtained from VTdirect.
Table 6.3: Summary of percentage variations of the reduction in the mean drag coefficient with the nondimensional forcing frequency $S_f$ for a rotationally oscillating cylinder at $Re = 150$ with the various non-dimensional rotational amplitudes $\Omega$ as obtained from VTdirect; *italics*(threshold points); **boldface**(optimal points).

<table>
<thead>
<tr>
<th>$\Omega/S_f$</th>
<th>0.25</th>
<th>0.41</th>
<th>0.45</th>
<th>0.48</th>
<th>0.55</th>
<th>0.65</th>
<th>0.70</th>
<th>0.71</th>
<th>0.75</th>
<th>0.78</th>
<th>0.85</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.45</td>
<td></td>
<td>7.627</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.37</td>
<td>-0.629</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.87</td>
<td>-2.921</td>
<td>5.774</td>
<td>10.358</td>
<td>14.409</td>
<td>14.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.76</td>
<td></td>
<td>3.232</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.55</td>
<td>-42.821</td>
<td>5.041</td>
<td>11.927</td>
<td>14.926</td>
<td>12.565</td>
<td>8.997</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.20</td>
<td></td>
<td>8.333</td>
<td>13.09</td>
<td>13.401</td>
<td>7.609</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td>10.565</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.58</td>
<td>-1.37</td>
<td>0.724</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td></td>
<td>-7.454</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter 7

Synchronization and Force Reduction of In-line Oscillating Cylinder

We perform two and three-dimensional numerical simulations of the flow past an inline vibrating cylinder and plot the frequency/amplitude response curves. We focus on the three-dimensional effects on the inline vibrating flow field and compare the response with corresponding two-dimensional frequency/amplitude response curves. We observe that more energy is required to achieve synchronization for three-dimensional flows when compared to the corresponding two-dimensional ones. We attribute this effect to the presence of dominant streamwise structures in the wake.

7.1 Introduction

Most of the experimental and numerical investigations have considered cross-flow vibrations for studying the effect of the forcing frequency and amplitude on the vortex shedding and its relevance to vortex-induced vibrations (VIV) (8; 10; 15; 16; 77–79). It has been observed that, if the forcing amplitude is large enough and the forcing frequency is close to the natural shedding frequency, synchronization takes place, causing the shedding to occur at the forcing
In contrast, fewer studies (6; 7; 80) considered the synchronization phenomenon between vortex shedding and inline cylinder oscillations. It was found both experimentally (6) and numerically (7) that, in the synchronization region, the cylinder oscillations reduce the rms of the lift coefficient to near zero. The mean drag also drops and saturates at a value independent of the driving frequency. Our main focus is to further extend the earlier two-dimensional investigation of this phenomenon by Marzouk and Nayfeh (7) and analyze the effects of the third dimension.

Lift suppression may be used in various applications in which transverse forces are undesirable(80). However, for all practical purposes, three-dimensional (3-D) effects must be considered. For instance, it has been observed that the 3-D vortical structures alter the wake significantly after the onset of Modes A and B instabilities at \( \text{Re} \approx 180 \) and \( \text{Re} \approx 260 \), respectively (77; 81). As a result, two-dimensional (2-D) simulations, which do not capture the streamwise vortices, fail to accurately predict the flow field (15; 77). Furthermore, as shown in Table 7.1, 3-D simulations predict flow quantities more accurately than their 2-D counterpart.

### 7.2 Numerical Methodology and Validation

We use the same CFD solver described in Section 2.2.2 to simulate the flow field past an inline vibrating cylinder in a uniform stream. In the current simulations, the equation governing the nondimensional displacement (forced-oscillation) of the cylinder is modeled by a simple harmonic motion in the inline direction as follows:

\[
x = A_x \sin(2\pi f_e t)
\]  

(7.1)

where \( A_x \) is the nondimensional amplitudes in the inline direction, and \( f_e \) is the nondimensional excitation frequency.

We validate the inline oscillations of the parallel CFD solver by comparing the current numerical results with the experimental data of Tanida et al. (6). They conducted their experiments in oil at \( \text{Re} = 80 \), with the inline motion amplitude \( A_x = 0.14D \). They took all the measurements at the central section of the test cylinder in order to reduce the three
dimensional effects. Figure 7.1(a) shows the comparison between our simulation and the measurements for different forcing-to-shedding frequency ratios \( f_e/f_{st} \) with the nondimensional excitation frequency \( f_e \) for an inline cylinder oscillating. Figure 7.1(a) shows good agreement between the simulation results and the reported measurements and also exhibits one type of synchronization in which \( f_{st} \) is equal to \( f_e/f_{st} \). Figure 7.1(b) compares variations of the mean drag of a single in-line oscillating cylinder with the nondimensional excitation frequency \( f_e \) and found a good agreement between the current simulations and the experimental data.

![Graphs showing comparison between simulations and measurements for forcing-to-shedding frequency ratio and mean drag.](image)

Figure 7.1: Comparison between our simulations and the measurements of Tanida et al. (6) for the variations of (a) the forcing-to-shedding frequency ratio \( f_e/f_{st} \) and (b) the mean drag with the non-dimensional excitation frequency \( f_e \) for an inline oscillating cylinder at \( Re = 80 \) with a nondimensional amplitude \( A_x = 0.14 \).

### 7.3 Results and Discussion

We perform 2-D and 3-D simulations at \( Re = 500 \) and 1000 using a parallel CFD solver, in contrast with the artificial compressibility code used by Marzouk and Nayfeh (7). Details of the formulation, validation, and verification of the numerical method can be found in Ref. (53). For the 2-D simulations, we employ a \( 192 \times 256 \) grid with the domain size of \( 30D \), where \( D \) is the cylinder diameter. On the other hand, for the 3-D simulations, we employ a \( 192 \times 256 \times 32 \) grid with a span \( L_z/D = \pi \). In figure 7.2, we plot the root mean square
Table 7.1: Computed flow parameters.

<table>
<thead>
<tr>
<th>Data from</th>
<th>Re</th>
<th>$C_D$</th>
<th>$C_{L,max}$</th>
<th>St</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D (7)</td>
<td>500</td>
<td>1.37</td>
<td>1.02</td>
<td>0.217</td>
</tr>
<tr>
<td>2-D (Present)</td>
<td>500</td>
<td>1.3431</td>
<td>1.09</td>
<td>0.2197</td>
</tr>
<tr>
<td>3-D DNS (77)</td>
<td>525</td>
<td>1.24</td>
<td>0.64</td>
<td>−−− −−−</td>
</tr>
<tr>
<td>3-D DNS (Present)</td>
<td>500</td>
<td>1.2864</td>
<td>0.9489</td>
<td>0.2075</td>
</tr>
<tr>
<td>Experiment(82)</td>
<td>1000</td>
<td>1.0</td>
<td>−−−</td>
<td>0.21</td>
</tr>
<tr>
<td>2-D (83)</td>
<td>1000</td>
<td>1.54</td>
<td>−−−</td>
<td>0.238</td>
</tr>
<tr>
<td>2-D (Present)</td>
<td>1000</td>
<td>1.4290</td>
<td>1.3822</td>
<td>0.2319</td>
</tr>
<tr>
<td>3-D DNS (83)</td>
<td>1000</td>
<td>1.02</td>
<td>−−−</td>
<td>0.202</td>
</tr>
<tr>
<td>3-D DNS (Present)</td>
<td>1000</td>
<td>1.11</td>
<td>1.1004</td>
<td>0.205</td>
</tr>
</tbody>
</table>

(rms) of the lift coefficient relative to the one obtained for the stationary case for a forcing amplitude of $A_x/D = 0.2$. The predicted synchronization region is in good agreement with that predicted by Marzouk and Nayfeh(7).

To further investigate the onset of the synchronization phenomenon, we perform numerous simulations to obtain frequency-response curves using both 2-D and 3-D simulations of the flow field. To achieve this, we perform sweeps over a wide range of inline forcing amplitudes and frequencies and determine synchronization maps for $Re = 500$ and 1000. The outcomes are plotted in figure 7.3, which shows the non-dimensional forcing amplitude $A_x/D$ as a function of the ratio of the forcing frequency $f_{ex}$ to the Strouhal or vortex shedding frequency $f_{st}$ of the stationary cylinder. The lines in figure 7.3 indicate the boundaries separating synchronization and non-synchronization. The key observations are as follows:

1. In the 2-D simulations, as the Reynolds number is increased from 500 to 1000, the synchronization boundary is shifted to the left, indicating that a smaller forcing amplitude is needed to achieve synchronization with the same forcing frequency. On the contrary, in the 3-D simulations, as the Reynolds number is increased from 500 to 1000, the synchronization boundary is shifted to the right, indicating that a larger forcing
amplitude is needed to achieve synchronization with the same forcing frequency.

2. The slope of the synchronization boundary remains almost the same in both of the 2-D and 3-D simulations.

3. For both Re = 500 and 1000, synchronization of the 3-D flow requires a higher forcing frequency than the 2-D flow for the same forcing amplitude.

To explicitly assess the effect of the forcing frequency on the lift suppression, we fix the forcing amplitude and oscillate the cylinder along the stream over a range of frequencies between $1.6f_{st}$ and $2.3f_{st}$ for two Reynolds numbers. In figure 7.4, we show variation of the 3-D simulated relative rms $C_L$ with the non-dimensional forcing-to-shedding frequency $f_{ex}/f_{st}$ for Re = 500 and Re = 1000 and four forcing amplitudes. We observe that, before initiation of synchronization, the lift amplitude is higher than that of the stationary cylinder. Once synchronization takes place, the lift amplitude decreases abruptly, resulting in complete suppression of the lift. The mean drag coefficient exhibits similar qualitative behavior, but it is reduced only by 20% and then remains constant independently of the forcing frequency (84).
Figure 7.3: Comparison between the synchronization maps obtained by Marzouk and Nayfeh(7) for $Re = 500(2D)$ (solid line) and the present simulations for $Re = 500(3D)$ (Dashed line), $Re = 1000(3D)$ (Dotted line), and $Re = 1000(2D)$ (Dashed-dot line).

Figure 7.4: Variation of the 3-D simulated relative rms $C_L$ with the non-dimensional forcing-to-shedding frequency $f_{ex}/f_{st}$ at $Re = 500$ and $Re = 1000$: $Ax/D = 0.18$ (solid line, circle), $Ax/D = 0.22$ (Dashed line, square), $Ax/D = 0.24$ (Dotted line, diamond), $Ax/D = 0.27$ (Dashed-dot line, Right pointing triangle).
The need for higher magnitudes of the amplitude/frequency to achieve lift reduction, in three-dimensional flows, can be explained from the vortical structures developed in the wake. In the flow over a stationary cylinder, the increase in the Reynolds number from 500 to 1000 destabilizes the structured wake, resulting in a more significant breakdown of the large vortices, as shown in figure 7.5(a) and 7.5(b). These results are in line with the experimental visualization of Williamson (8) and the numerical results of Mittal and Balachandar (77). When the cylinder oscillates along the stream in the non-synchronous regime, vortex shedding persists in an alternating manner, as can be seen in figure 7.5(c) and 7.5(d). This oscillatory nature of the vortices causes the variation in the instantaneous lift force on the cylinder. On the other hand, in the synchronous regime, symmetric vortices are shed from the top and bottom sides of the cylinder, as shown in figure 7.5(e) and 7.5(f).

From a dynamical system viewpoint, synchronization occurs when the forcing frequency entraps the natural frequency. In the synchronous regime, the inertia of the cylinder moving in the streamwise direction takes over the formation of alternate vortex shedding on the cylinder. The vortices are shed simultaneously from the top and bottom surfaces of the cylinder, rendering the flow symmetric about the streamwise axis. For the sake of clarity, we term this behavior as “inertia coupling”. This results in a symmetric distribution of the pressure with respect to the $x$-axis and, in turn, leads to lift suppression, which is a manifestation of the synchronization phenomenon.

We explain each observed phenomenon in figure 7.3 with the following arguments:

1. In the two-dimensional case, the synchronization curve shifts to the left as the Reynolds number is increased from 500 to 1000. With the increase in the Reynolds number, the vorticity in the wake increases, causing the vortices in the wake to be more “compact” or concentrated. In this configuration, inertia coupling takes place at relatively lower forcing frequency and amplitude. On the contrary, for three-dimensional flows, the wake becomes unstable as the Reynolds number is increased. In other words, the wake is no more “compact” and contains complex vortical structures, such as ribs, hair-pin, horse-shoe vortices, etc. Thus, it requires more energy (higher inline frequency ratio or amplitude) to drive the flow towards inertia coupling.
2. The inertia coupling generally shows a similar trend for all cases presented here. It is also a measure of how much energy is required to maintain this coupling on a frequency-amplitude plot. The trend becomes nonlinear at extreme values of frequencies and amplitudes.

3. Keeping the Reynolds number fixed beyond Mode A instability, the third dimensionality allows the flow to destabilize in the spanwise direction. Complex vortical structures are formed in the wake and more inertia is required to overcome these structures and align them in the synchronized state. Thus, for both of the Reynolds numbers of 500 and 1000, the synchronization curve is shifted to the right. We observe a larger shift for Re = 1000 than for Re = 500 due to the more complex structures in the wake.

To appropriately predict the synchronization region and benefit from the lift suppression phenomenon, that is associated with inline forcing of circular cylinders, in engineering and industrial applications, it is important to understand the effects of the wake and spanwise variations. In this work, we have analyzed the lift suppression phenomenon that occurs when the frequency of inline oscillations is close to twice that of the vortex shedding frequency. We have observed a shift in the synchronization maps towards higher frequency ratios/amplitude of oscillations indicating that more energy is required to achieve synchronization in the three-dimensional flow.
Figure 7.5: Snapshots of vorticity contours for three dimensional flow at Re = 500 and Re = 1000
7.4 Conclusions

In this work, we have performed three dimensional numerical simulations of an inline vibrating cylinder over a range of amplitudes and frequencies. We have analyzed the lift suppression phenomenon in which the lift goes to zero when the frequency of inline oscillation is close to twice the shedding frequency. We have compared the frequency response curves for two and three dimensional flows and observed a shift in the synchronization maps towards higher frequency ratios/amplitude of oscillations indicating that more energy is required to achieve synchronization in the three-dimensional flow. We have also compared the wake of the synchronous and nonsynchronous regions and attributed the additional energy to achieve lift suppression to the spanwise structures in the wake.
Chapter 8

Piezoelectric Energy Harvesting from Vortex-Induced Vibrations of Circular Cylinder

We investigate the concept of harvesting energy from a circular cylinder undergoing vortex-induced vibrations. The energy is harvested by attaching a piezoelectric transducer to the transverse degree of freedom. We perform numerical simulations for Reynolds numbers (Re) in the range $96 \leq \text{Re} \leq 118$, which covers the pre-synchronization, synchronization, and post-synchronization regimes. We consider the load resistances ($R$) in the range $500\Omega \leq R \leq 5\text{M}\Omega$. The results show that the load resistance has a significant effect on the oscillation amplitude, lift coefficient, voltage output, and harvested power. The results also show that the synchronization region widens when the load resistance increases. We also find that there is an optimum value of the load resistance for which the harvested power is maximum. This optimum value does not correspond to the case of largest oscillations, which points to the need for a coupled analysis as performed here.
8.1 Introduction

Converting ambient and aeroelastic vibrations to a usable form of electric power has been proposed for powering electronic components, such as microelectromechanical systems, actuators (85; 86), and health monitoring wireless sensors (87–89), or for replacing small batteries that have a finite life span or would require hard and expensive maintenance (90; 91). Different transduction mechanisms can be employed for converting these vibrations to electric power, including electrostatic (39; 40), electromagnetic (41), and piezoelectric (41; 42) transduction. Of particular interest is the piezoelectric option, which has received the most attention because it can be used to harvest energy over a wide range of frequencies (40) and can be easily implemented. To date, most of energy harvesting from mechanical vibrations has concentrated on exploiting base excitations (92–96). More recently, there has been several investigations into the conversion of aeroelastic vibrations into electric power (43–46; 94; 97–99).

When a fluid passes over a cylinder, and vortices are shed at a frequency near the natural frequency of the cylinder, it undergoes high-amplitude oscillations. During this fluid-structure interaction, naturally occurring motion is available, that can be converted by attaching energy harvesting materials. Also, to accurately determine the level of harvested power from vortex-induced vibrations of circular cylinders, one needs to consider the tightly coupling between the mechanical and electrical components of the harvester. This can only be achieved by simultaneously solving the governing equations. In this work, we consider the flow, cylinder’s motion and electrical transduction as one single dynamical system. We then perform tightly coupled simulations to determine the level of harvested power from this system under different operating conditions including the Reynolds number and load resistance.

8.2 Mathematical Modeling and Numerical Simulations

8.2.1 Representation and Modeling of the Piezoaeroelastic System

The energy harvester under investigation consists of an elastically-mounted rigid cylinder, which undergoes vortex-induced vibrations in the transverse direction when subjected to an
incoming flow; as shown in the schematic presented in figure 8.1. Including the piezoelectric transducer and considering a load resistance in the electrical circuit (100–102), we add to the flow equations, the equations governing the cylinder displacement, $Y$, and generated voltage, $V$, which are written as:

\[ M\ddot{Y} + C\dot{Y} + KY - \theta V = F_Y(t), \]  
\[ C_P\dot{V} + \frac{V}{R} + \theta \dot{Y} = 0 \]  
\[ (8.1) \]
\[ (8.2) \]

where $M$ is the mass of the oscillating cylinder per unit length, $C$ and $K$ are used to represent the structural damping and stiffness, respectively, $F_Y(t)$ characterizes the time-dependent excitation of the fluid flow applied on the structure, $R$ is the electrical load resistance, $V$ is the voltage across this load resistance, $C_P$ is the capacitance of the piezoelectric layer, and $\theta$ is the electromechanical coupling term. To assess the physics of this system, we consider as an example, a system that has geometric and material properties as presented in Table 8.1. The geometric and material properties of the cylinder are the same as in the experiments of Anagnostopoulos and Bearman (1) which is used to validate the flow solver.

![Figure 8.1: A schematic of the proposed cylinder-based piezoaeroelastic energy harvester.](image)

### 8.2.2 Nondimensionalization and Coupling of the Piezoaeroelastic System

To generalize and solve the coupled problem, we use the diameter of the cylinder $D$ and the incoming free-stream velocity $U_\infty$ as the length and velocity scales. We then rewrite
Table 8.1: Properties of the coupled system.

<table>
<thead>
<tr>
<th>Physical parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass of the cylinder per unit length ((M)) [Kg]</td>
<td>0.2979</td>
</tr>
<tr>
<td>Diameter ((D)) [mm]</td>
<td>1.6</td>
</tr>
<tr>
<td>Stiffness per unit length ((K)) [N/m]</td>
<td>579</td>
</tr>
<tr>
<td>Damping per unit length ((C)) [Ns/m]</td>
<td>0.0325</td>
</tr>
<tr>
<td>Damping ratio ((\zeta))</td>
<td>0.0012</td>
</tr>
<tr>
<td>Mass ratio ((m^*))</td>
<td>149.1</td>
</tr>
<tr>
<td>Cylinder oscillation frequency ((f_n)) [Hz]</td>
<td>7.016</td>
</tr>
<tr>
<td>Capacitance ((C_p)) [nF]</td>
<td>120</td>
</tr>
<tr>
<td>Electromechanical coupling (\theta) [N/V]</td>
<td>(1.55 \times 10^{-3})</td>
</tr>
</tbody>
</table>

Equations (8.1) and (8.2) in nondimensional form as

\[
\begin{align*}
\ddot{Y}^* + \left(\frac{4\pi\zeta}{U_r}\right) \dot{Y}^* + \left(\frac{2\pi}{U_r}\right)^2 Y^* - \left(\frac{1}{U_r}\right)^2 V^* &= \frac{2}{\pi m^* C_L}, \\
\dot{V}^* + \sigma_1 \dot{Y}^* + \frac{\sigma_2}{U_r} V^* &= 0
\end{align*}
\]

where \(Y^* = \frac{Y}{D}\) is the nondimensional transverse cylinder displacement, \(U_r = U_{\infty}/f_n D\) is the reduced velocity, \(\zeta = C/C_{\text{crit}} = C/2\sqrt{KM}\) is the structural damping ratio, \(m^* = \frac{M}{M_f}\) is the mass ratio, \(M_f = \frac{1}{\rho \pi D^2}\) represents the fluid mass per unit length displaced by the cylinder, \(V^* = \frac{V}{V_0}\), \(V_0 = \frac{M_f D^2}{\theta}\), \(\sigma_1 = \frac{\theta^2}{MC_p F^2}\), \(\sigma_2 = \frac{1}{RC_p f_n}\), and \(f_n\) is the natural vibration frequency of the rigid cylinder.

The governing electromechanical equations (8.3) and (8.4) can be written as a coupled system of three first-order ordinary-differential equations as

\[
\begin{align*}
\dot{y}_1 &= y_2 \\
\dot{y}_2 &= -\left(\frac{2\pi}{U_r}\right)^2 y_1 - \frac{4\pi\zeta}{U_r} y_2 + \frac{1}{U_r^2} y_3 + \frac{2}{\pi m^* C_L} y_1 \\
\dot{y}_3 &= -\sigma_1 y_2 - \frac{\sigma_2}{U_r} y_3
\end{align*}
\]

where \(y_1 = Y^*,\ y_2 = \dot{Y}^*\) and \(y_3 = V^*\).
8.2.3 Coupling Scheme

Equations (2.5) and (2.6), which govern the dynamics of the flow field, and equations (8.3) and (8.4), which govern the dynamics of the cylinder and generated voltage are solved in a coupled manner. For that purpose, we use the Hamming fourth-order predictor-corrector technique (20).

In this technique, the fluid load (output of the CFD code-equation-2.8) is coupled to ODEs (equation-8.5-8.7) governing the cylinder’s motion and harvested voltage. The predicted state of the cylinder (equation 2.36), based on the fluid load which was computed in the previous time step, is then used in the CFD code to compute the new fluid load (equation-2.8). This new load is then used to compute the new states of the cylinder and voltage using the corrector scheme (equation 2.37). To do so, equations (8.5)-(8.7), are rewritten as equation (2.9) and then integrated by using the numerical integration scheme discussed in Section 2.4.

8.3 Effect of the Load Resistance on the Onset of Synchronization

Adding a load resistance results in a variation of the natural frequency and damping of the coupled system. Because the onset of the synchronization region is defined by matching the natural frequency of the coupled electromechanical system with the frequency of the vortex-induced vibration, we perform, as a first step, a linear analysis to determine the variations in the natural frequency and damping that are due to adding the load resistance. As such, we consider the electromechanical governing equations of the cylinder, which are rewritten as

\[ M\ddot{Y} + C\dot{Y} + KY - \theta V = 0 \quad (8.8) \]

\[ C_p\dot{V} + \frac{V}{R} + \theta \dot{Y} = 0 \quad (8.9) \]
we rewrite equations (8.8) and (8.9) as the following set of first-order differential equations:

\[
\begin{align*}
\dot{X}_1 &= X_2, \\
\dot{X}_2 &= -(2\pi f_n)^2 X_1 - 4\pi f_n \zeta X_2 + \frac{\theta}{M} X_3, \\
\dot{X}_3 &= -\frac{\theta}{C_p} X_2 - \frac{1}{C_p R} X_3
\end{align*}
\]  

where \( X_1 = Y, \ X_2 = \dot{Y} \) and \( X_3 = V \).

Equations (8.10)-(8.12) can be expressed in vector form as

\[
\dot{X} = A(R)X
\]

where

\[
A(R) = \begin{pmatrix} 0 & 1 & 0 \\ -(2\pi f_n)^2 & -4\pi f_n \zeta & \frac{\theta}{M} \\ 0 & -\frac{\theta}{C_p} & -\frac{1}{C_p R} \end{pmatrix}
\]

and

\[
X = \begin{pmatrix} X_1 \\ X_2 \\ X_3 \end{pmatrix}
\]

Variations of the real and imaginary parts of the eigenvalue \( k_i \) of the linear electromechanical coupled system are shown in figure 8.2. It is clear from figure 8.2(a) that, for the considered parameters of the coupled system, the global natural frequency remains almost constant, with a value near 44.05 rad/s, for small values of the load resistance \( R < 30\Omega \). This value of the global natural frequency (\( R = 100\Omega \)) is referred as the short global frequency. For large values of \( R \), the global natural frequency becomes equal to 44.8 rad/s. This value of the global natural frequency (\( R = 10M\Omega \)) is referred to the open global frequency. The plot in figure 8.2(b) shows that the electromechanical damping remains very low for small values of the load resistance, increases to a maximum for load resistance values of nearly 200KΩ, and then decreases and remains low for larger values of the load resistance. This maximum value in the coupled electromechanical damping is due to the resistive shunt damping effect. This analysis shows that the load resistance impacts the natural frequency and damping of the coupled electromechanical system. The impact of these variations in both of the frequency and damping on the system outputs is discussed further in Section 8.4.2.
8.4 Results and Discussion

8.4.1 Effect of Reynolds Number on the System Outputs

To investigate harvesting energy from the considered piezoaerelastic system, we perform numerical simulations of the flow over a rigid cylinder that moves in the cross-flow direction and has a piezoelectric transducer attached to this direction. As the ultimate goal is to power small sensors and actuators, we limit this study to a Reynolds number in the range $96 \leq \text{Re} \leq 118$, which corresponds to a cylinder having a diameter ranging from 0.1 mm to 1.6 mm and placed in a water stream of $0.96 \text{ m/sec} \leq U_\infty \leq 1.18 \text{ m/sec}$ and/or $0.06 \text{ m/sec} \leq U_\infty \leq 0.07375 \text{ m/sec}$. This range corresponds to reduced velocities in the range $5.34 \leq U_r \leq 6.57$. Note that, for all cases the flow over a stationary cylinder was initially computed for the same Reynolds number. Then, the cylinder was allowed to move and the frequency of vortex shedding ($f_{vsh}$), the cylinder oscillation frequency, the voltage output, and the harvested power are recorded, after reaching steady state.

We conducted numerical simulations for a wide range of load resistances. The same tendency in the system outputs was observed over the whole range. To present the important
Figure 8.3: Time histories of the transverse displacement, fluctuating lift coefficient, and voltage output for the pre-synchronous (a,b,c), synchronous (d,e,f), and post-synchronous (g,h,i) regimes, respectively, when the load resistance $R = 5\,\text{K}\Omega$.

In physical observations, we consider the response of the cylinder and the level of generated voltage for $R = 5\,\text{K}\Omega$ while varying the Reynolds number. In figure 8.3, we show time
histories of the cylinder displacement, lift coefficient, and associated voltage output for the pre-synchronous, synchronous, and post-synchronous regimes. In the pre-synchronous regime (Re = 96), the cylinder oscillations remain very low ($Y_D \sim 10^{-3}$), as shown in figure 8.3(a). The lift coefficient, presented in figure 8.3(b), oscillates around a zero mean with a peak value of 0.325. The response in this regime is quasi-periodic consisting of two major frequencies, the shedding frequency and the cylinder global frequency. The voltage output in figure 8.3(c) shows that, as expected, its time history follows very closely that of the displacement. Similar values for the displacement, lift, and voltage are observed for Reynolds numbers up to Re = 104. At Re = 104, high oscillation amplitudes of the cylinder are observed. Time histories of the cylinder displacement, lift coefficient, and voltage output at Re = 104 are shown in Figs. 8.3(d), 8.3(e), and 8.3(f), respectively. These plots show periodic responses with a dominant frequency, which is the cylinder natural frequency. These large oscillation amplitudes extend up to Re = 114. This is due to the fact that the range from Re = 104 to Re = 114 corresponds to the synchronization regime at $R = 5K\Omega$. At Re = 116, the synchronization phenomenon bifurcates, a high level of modulation is observed in the time histories of the displacement and voltage, as shown in Figs. 8.3(g) and 8.3(i). Modulations also exist in the time history of the lift coefficient presented in figure 8.3(h). For all considered cases, we note that the time histories of the transverse displacement and harvested voltage have the same trend. This is expected because the generated voltage is directly related to the transverse displacement through the Gauss law (equation 8.9).

Further insight into the different aspects of the displacement and lift coefficient can be obtained from the power spectra of their time histories, as shown in figure 8.4. When Re = 96, in the pre-synchronous regime, figure 8.4(a) shows two spectral peaks: one peak at 0.1602, which is the vortex shedding frequency, and a smaller one at 0.185, which corresponds to the cylinder global natural frequency. Here, it can be inferred that the response is quasi-periodic and is not synchronized with the cylinder global frequency. In the synchronous regime (Re = 104), figure 8.4(b) shows that both of the lift and displacement have the same oscillation frequency. Moreover, the vortices are shed at the cylinder global natural frequency (i.e., $f_{vs} \approx f_c$), indicating that synchronization has taken place as the two frequencies have merged. In the post-synchronous regime, (Re = 116), figure 8.4(c) shows three dominant peaks:
the vortex shedding frequency \( f_{vs} = 0.1669 \) and two asymmetric sidebands, indicating an amplitude and phase modulated response.

Figure 8.4: Power spectra of (a) pre-synchronous, (b) synchronous, and (c) post-synchronous regimes for an oscillating cylinder in the cross-flow direction at the specified Reynolds number when \( R = 5\text{K}\Omega \).

8.4.2 Effect of the Load Resistance on the System Outputs

Numerical simulations are performed for different values of the electrical load resistances over a range of Reynolds numbers that covers the pre-synchronous, synchronous, and post-
synchronous regimes. Figure 8.5(a) shows variations of the root mean square (rms) amplitudes of the cylinder oscillations with the Reynolds number and load resistance. The plot shows that the synchronization phenomenon starts for all load resistances at about the same Reynolds number (i.e., $Re = 104$). This is due to the fact that the system overall global frequency does not change appreciably with the load resistance (see figure 8.2(a)). However, it is important to note that the synchronized amplitude of the cylinder oscillations varies significantly with the load resistance. The amplitude of oscillations is high for small values of the load resistance with a maximum value of $\frac{Y_{rms}}{D} = 0.3229$ for $R = 5K\Omega$. This amplitude decreases to 0.0901 for $R = 100K\Omega$ and increases again to 0.3107 for $R = 5M\Omega$. For $R = 100K\Omega$, the amplitude of cylinder oscillations are the smallest ones compared to the rest of the considered load resistances. This is due to the fact that maximum value of the coupled electromechanical damping is obtained at this load resistance, as shown in the linear analysis performed in Section 8.3 (see figure 8.2(b)). Variations of the rms fluctuating lift coefficient with the Reynolds number and load resistances are shown in figure 8.5(b). The plot shows that the behavior of the lift coefficient is qualitatively similar to that of the cylinder oscillation amplitude. In fact, smaller values of the fluctuating lift coefficient are obtained for $R = 100K\Omega$ and $R = 500K\Omega$. On the other hand, we note the possibility of antiresonance occurring after the resonance peak in terms of Reynolds number for load resistance values equal to $100K\Omega$, $500K\Omega$ and $5M\Omega$.

Variations of the root mean square values of the voltage with the Reynolds number for different values of the electrical load resistance are shown in figure 8.6(a). This figure shows that, for all considered load resistances, the voltage output increases as the electrical load resistance increases. The maximum voltage is attained when the Reynolds number reaches $Re = 104$. Above this Reynolds number, the voltage remains almost constant over the whole synchronization regime. It is also interesting to note that, by increasing the load resistance, the synchronization regime is slightly expanded to cover higher Reynolds numbers. For example, for the load resistance $R = 500\Omega$, synchronization starts at the critical value $Re = 104$ and extends to $Re = 112$. In contrast, for $R = 5M\Omega$, synchronization starts at the same critical value $Re = 104$ but extends to $Re = 114$. At $Re = 116$, the voltage is low. Still, the voltage in this regime (post-synchronous regime) is relatively higher in comparison to that
Figure 8.5: Variations of the cylinder displacement ($Y_{rms}/D$) and lift coefficient ($C_L$) with the Reynolds number for different load resistances.

in the pre-synchronous regime. This behavior is clearly shown in figure 8.6(b), where the rms values of the voltage are plotted as a function of the load resistance. In this figure, the voltage output is plotted for the pre-synchronous, synchronous, and post-synchronous regimes. For the sake of discussion, we plot only two values from each regime for all considered resistances. Figure 8.6(b) shows that the generated voltages at the Reynolds numbers $Re = 96$ and $Re = 100$, which are part of the pre-synchronous regime, are smaller than the corresponding values in the post-synchronous regime (i.e., $Re = 114$ and 116) for all load resistances. However, the voltage output is the largest in the synchronous regime (i.e., $Re = 104$ and 106). Figure 8.6(b) also shows that the voltage is larger at higher values of the load resistance. However, the rate of increase is smaller for $R \geq 500\Omega$. Similar observations have been made in the literature of piezoelectric energy harvesting from ambient vibrations (based on cantilever beams) (100) and from aeroelastic vibrations (based on wings) (94; 100).

Figure 8.7(a) shows variations of the harvested power with the Reynolds number for different values of the electrical load resistance. The generated power is computed from the voltage according to the following relation:

$$P_{avg} = \frac{V_{rms}^2}{R} \quad (8.14)$$
Figure 8.6: Variations of the voltage output with the (a) Reynolds number and (b) load resistance.

where $V_{rms}$ is the rms value of the voltage output and $R$ is the electrical load resistance across the piezoceramic layer. Figure 8.7(a) shows that the highest levels of harvested power are obtained in the synchronization region for all considered load resistances. However, unlike the voltage output, the harvested power achieves a maximum and then decreases when using higher load resistances. This behavior is clear from figure 8.7(b), where the harvested power is plotted as a function of the load resistance. The plot shows that the harvested power increases as the electrical load increases from $R = 500\,\Omega$ to $R = 100\,K\Omega$. When the value of the load resistance is set equal to $R = 500\,K\Omega$, the harvested power starts to decrease. Here, the maximum power is harvested at $R = 500\,K\Omega$. Of interest, however, is the fact that, for this optimum resistance, the electromechanical damping is also maximum (see figure 8.2(b)) due to shunt damping effect, this translates into lower amplitudes of the cylinder oscillations (see figure 8.5(a)). This means that the largest oscillations do not lead to maximum generated power, as one would expect from a non-coupled analysis. The existence of an optimum value for the load resistance for which the highest levels of harvested power are obtained has been observed in the literature of piezoelectric energy harvesting from ambient vibrations (based on cantilever beams) (97) and from aeroelastic vibrations (based on wings) (94; 100).
Figure 8.7: Variations of the harvested power with the (a) Reynolds number and (b) load resistance.

8.5 Conclusions

We have performed numerical simulations to investigate energy harvesting from vortex-induced vibrations of a circular cylinder. The simulations were performed for a range of Reynolds numbers that covers the pre-synchronization, synchronization, and post-synchronization regimes. The effect of the load resistance on the harvester response have been analyzed. Based on the linear analysis, we have found that the load resistance impacts the onset of synchronization because it affects the global frequency and damping of the electromechanical system. The results also show that the voltage output continuously increases when increasing the load resistance. In contrast, there is an optimum value of the electrical load resistance for which the level of the harvested power is maximum. This value does not correspond to the largest cylinder oscillations, which shows the need for a coupled analysis.
Chapter 9

Conclusions and Future Recommendations

9.1 Conclusions

The research in this dissertation is motivated to understand the phenomena of fluid-structure interactions resulting in vortex-induced vibrations. The behavior of a structure undergoing VIV depends mainly on the natural frequency of the structure and vortex shedding frequency. If the frequency of the vortex shedding is close to a natural frequency of the body, the body will start to oscillate with high amplitudes, which may lead to structural failure of the body. The main features of this dissertation can be categorized in three aspects (i) development of a three-dimensional parallel CFD solver capable of simulating the flow past a freely oscillating circular cylinder (ii) suppressing the resulting vibrations using active and/or passive controllers, and (iii) converting the naturally occurring vortex induced vibrations into a usable form of electric power. In this chapter, we summarize our results and present concluding remarks.

1. We have developed and validated a parallel CFD code, in which the incompressible continuity and unsteady Navier-Stokes equations are solved using an accelerated reference frame technique. The code solves the flow field over a freely oscillating circular cylinder. We also employed the Hamming fourth-order predictor-corrector technique to
account for the interaction between the fluid load and the cylinder motion.

2. We have investigated the effects of different initial conditions around the bifurcation point. We found an unstable region at both ends of the synchronization regime, depending on the initial displacement/velocity of the cylinder. We observed a periodic response within the synchronization regime. However, we observed period-n (where n > 1), quasiperiodic and chaotic responses outside the synchronization regime.

3. We have investigated the effectiveness of linear and nonlinear velocity feedback controllers to suppress high-amplitude oscillations of an elastically-mounted rigid cylinder. The results show that, for relatively allowed large controlled amplitudes, the linear velocity feedback controller is more efficient. On the other hand, for very small controlled amplitudes, the cubic velocity feedback controller is more efficient.

4. We have investigated in detail the feasibility of using a nonlinear energy sink (NES) to control the vortex-induced vibrations of a freely oscillating circular cylinder. We varied the mass of the NES and its damping and also varied in a limited way the initial conditions of the system from zero values. The results show a significant shortcoming in having multiple solutions including periodic, two-period quasiperiodic, and period-doubled steady-state responses (attractors) that depend on the initial conditions of the cylinder.

5. We have investigated drag reduction through rotational oscillations of a circular cylinder. We have found that the mean drag is decreased at higher forcing frequencies. The results also showed there is a threshold of a rotational oscillation amplitude below which the mean drag does not decrease for any excitation frequency.

6. We have performed an analysis of the lift suppression phenomenon through forced inline oscillations of the cylinder. We have observed a shift in the synchronization maps towards higher frequency ratios/amplitude of oscillations indicating that more energy is required to achieve synchronization in the three-dimensional flow.

7. We have investigated the concept of energy harvesting from vortex-induced vibrations of a circular cylinder. The results showed there is an optimum value of the electrical
load resistance for which the level of the harvested power is maximum. This value corresponds to the minimum value of the cylinder’s displacement which shows the electrical and mechanical components of the system are tightly coupled.

9.2 Recommendations for Future Work

As a continuation of this effort, one should consider, the capability of the CFD code which could be enhanced by considering the cylinder’s combined motion (i.e., crossflow and inline). Also, flow control concepts which include injection/suction on the rear surface of the cylinder could be investigated. The rate of blowing/suction and the proper location of these controls is an active research field. Also in order to model, predict, and control vortex shedding, full simulation of the coupled flow and structure equations is needed. This involves accounting for three-dimensional effects, turbulence structures, and elasticity, among other considerations. The capability of CFD solver could be enhanced by resolving the turbulent structures and control the VIV of the circular cylinder at much higher Reynolds number.
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