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When unsafe conditions arise in a workplace, they may result in employee accidents and fatalities. However, if these problems are detected early, new hazard controls and safety initiatives can be introduced in order to actively reduce or prevent the occurrence of these events. Unfortunately, many safety systems currently monitor and report data that has been aggregated over long time periods, making it difficult to realize and respond to pattern shifts in a timely manner.

When monitoring a process over time, a commonly used tool is statistical process control charting. Traditionally used in manufacturing, control charts indicate a deviation from historically “normal” or “in-control” behavior and have become increasingly common in healthcare and public health monitoring. This dissertation studies the use of control charts to monitor the frequency of occupational safety incidents, with the overarching goal of investigating the effects of data aggregation on the detection performance of these charts.

Specifically, this dissertation 1) qualitatively establishes the need for more frequent monitoring of safety incidents; 2) investigates the comparative performance of control charts with aggregated and non-aggregated data for the detection of increased accident frequency, using a case study with data from an industrial partner; 3) more generally compares the performance of these charts for a Poisson process with a range of simulated process shifts; and 4) discusses the potential future challenges of including accident severity in quantitative safety monitoring systems. The comprehensive results indicate that lower degrees of data aggregation are preferred, and suggestions for better data collection and employee communication practices are offered to aid the transition for companies.
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1. Introduction

1.1 Motivation

The United Nation’s International Labour Organization (ILO) estimates that there are annually 337 million occupational accidents and 160 million occupational diseases, resulting in a total of 2.3 million worker deaths per year (Niu, 2010). In the U.S., approximately 4,600 fatal work injuries occurred in 2011; 3.5 per 100,000 employees were killed on the job, and the average non-fatal injury resulted in 8 days away from work (Occupational Safety and Health Administration, OSHA, 2013; Bureau of Labor Statistics, BLS, 2013). Comparing the number of worker fatalities in the U.S. to that in other industrialized countries for the construction industry in particular suggests poor performance globally. In 2005, the U.S. reported 11.1 deaths from injuries per 100,000 construction workers (CPWR, 2008). Compared to much lower rates in other countries the same year (Finland, 9.8; Norway, 7.0; Germany, 6.0; Australia, 5.9; Canada, 5.0; Switzerland, 4.8; and Sweden 4.4), it is clear why the National Institute of Occupational Safety and Health (NIOSH), OSHA and many individual firms are concerned about improving safety performance in the U.S.

In order to reduce the rates of occupational fatalities and nonfatal injuries, it is important to measure, monitor, and report safety performance over time, and act accordingly. However, current safety performance measurement systems in the U.S. rely predominantly on collecting aggregated data about past accidents and attempting to respond to reports based on this aggregated data. These indicators are known as reactive or “lagging” indicators, since current and future responses are based on reactions to past experiences. In some cases, such as reports released by BLS based on data collected by the Occupational Safety and Health Administration (OSHA), the reports are only released on an annual basis and data from a given year is not reported until September of the following year (BLS, 2013). This creates at least a nine-month delay in the reporting of data needed by industries to make quantitative improvement decisions. In this way, annual reporting makes it nearly impossible to use this data for the purpose of improving behaviors in occupational safety (Mohamed, 2003). NIOSH recognizes the need for better safety surveillance and has made it a priority in their strategic goals (2011).
1.2 Research Objectives

This dissertation will posit that better safety will result from the transition from aggregated to real-time accident reporting, which will in turn aid transitions from lagging to leading indicators and from reactive to proactive hazard controls. Focusing on the execution of this first transition from aggregated to real-time monitoring, the objectives of this work are to:

- Demonstrate the value of real-time accident monitoring through a continuous improvement methodology using real historical accident data;
- Emphasize this value quantitatively through statistical process control charting methods using real historical accident data;
- Investigate the effects of data aggregation when monitoring a Poisson process, which can be assumed to describe accident frequency; and
- Evaluate the opportunities and limitations of expanding these monitoring methods to include accident severity.

1.3 Dissertation Preview

This dissertation is comprised of six chapters. The current introductory chapter has motivated the four manuscripts, which follow in Chapters 2-5. Chapter 6 offers a comprehensive discussion with conclusions and suggestions for future work.

Chapter 2 of this dissertation suggests a new methodology for identifying the accident types in most need of new hazard controls. This new methodology incorporates elements of the industrial hygiene Hierarchy of Controls, the Plan-Do-Check-Act process improvement cycle, and the automobile industry’s “2mm Program” quality improvement initiative. The proposed methodology is used to identify and monitor safety data classes which highlight the most common accident types. The process is validated with real data from a manufacturing partner. The work in this chapter has been submitted for publication and is a collaborative work with Dr. Jaime Camelio and Dr. Brian Kleiner.

However, it may be desirable to monitor accident frequency in a more quantitative manner. A common method for process monitoring over time is the use of statistical process control charts. These charts have been traditionally used in manufacturing settings to monitor the occurrence of
nonconforming parts, and have more recently been used in public health applications. Chapter 3 provides an initial investigation into the use of control charts to monitor accident frequency. The comparative performance of Poisson CUSUM charts for aggregated data and exponential CUSUM charts for non-aggregated data is presented. In order to demonstrate the applicability of the proposed methods, an example using real data from an industrial partner is used for this comparison. The manuscript given in this chapter has been accepted for publication in the *International Journal of Injury Control and Safety Promotion*, and is a joint effort with Dr. Jaime Camelio and Dr. William Woodall.

Chapter 4 more generally investigates the effect of data aggregation for a Poisson process over time. Simulated data is used in order to consider these effects for a wide range of process shifts. The paper presented in this chapter has been accepted for publication in the *Journal of Quality Technology* with co-authors Dr. William Woodall and Dr. Jaime Camelio.

Finally, when considering safety events it may be desirable to monitor incidents according to their severity and not only their frequency, to better prioritize the implementation of new safety practices. Chapter 5 presents an initial discussion about using control charts to quantitatively monitor accident severity. Current severity metrics are reviewed and reactive, proactive, and predictive safety management techniques are discussed. This paper, written with Dr. Jaime Camelio, will appear in the *2013 Proceedings of the Industrial and Systems Engineering Research Conference*.

Chapter 6 provides a comprehensive discussion and conclusion of overall results. Suggestions for future work focus on better safety data collection, extensions for similar statistical monitoring applications, and the collaboration efforts required to connect the fields of occupational safety and statistical monitoring.
2. Traditional Performance Measurement in Construction Safety: A Case for Active Safety Monitoring

2.1 Abstract

This paper provides a review of the main limitations in the performance measurements currently used to assess occupational safety in the U.S. construction industry. Safety has traditionally been a difficult performance dimension to measure quantitatively. Predictive approaches are virtually non-existent, and current performance measurement systems do not provide enough information to quickly implement effective hazard control. Elements from the Hierarchy of Hazard Controls, the Plan-Do-Check-Act cycle, and the automobile industry’s quality improvement 2mm Program are combined into a prospective active monitoring methodology. The new methodology focuses on quickly reducing the highest priority incidents, including near misses. The expected performance of the new system is validated using data provided by an industrial partner. Results are discussed in terms of the expected contribution of the new system to the implementation of elimination and substitution hazard controls.

2.2 Introduction

The U.S. construction industry continues to yield high rates of fatal and nonfatal occupational injuries. In 2005, the United States had a rate of 11.1 deaths from injuries per 100,000 construction workers (CPWR, 2008). When compared to much lower rates in other countries the same year (Finland, 9.8; Norway, 7.0; Germany, 6.0; Australia, 5.9; Canada, 5.0; Switzerland, 4.8; and Sweden 4.4), it is clear why NIOSH, OSHA and many construction firms are concerned.

As learned in other industries, it is important to measure, monitor, and report safety performance over time, and act accordingly in order to reduce the rates of occupational fatalities and nonfatal injuries. However, current safety performance measurement systems in the U.S. construction industry rely predominantly on collecting aggregated data about past accidents and attempting to respond to reports based on this aggregated data. These indicators are known as reactive or “lagging” indicators, since current and future responses are based on reactions to past incidents. In some cases, such as reports released by the Bureau of Labor Statistics (BLS) based on data collected by the Occupational Safety and Health Administration (OSHA), the
reports are only released on an annual basis and data from a given year is not reported by BLS until September of the following year (BLS, 2013). Annual reporting makes it nearly impossible to use this data for the purpose of improving behaviors in construction environments (Mohamed, 2003). Hinze et al. (2013) provided an extensive review of lagging and leading indicators.

In this paper, the shortcomings of current performance surveillance methods are illustrated through a mapping to the Hierarchy of Hazard Controls. The hierarchy is a standard process promoted by researchers and federal regulatory bodies and used by safety managers to eliminate or mitigate hazards. The Hierarchy of Controls prioritizes methods of reducing hazards, ranging from most effective (total elimination of risk) to least effective (wearing of personal protective equipment). However, actual implementation of the most effective levels of the hierarchy requires proactivity and enough knowledge about incidents to make appropriate process changes (Manuele, 2005). It is posited that current performance measurements do not provide this requisite knowledge, so a new process for active safety monitoring is proposed to address these shortcomings.

Our proposed monitoring process introduces a new Safety Incident Indicator, which is monitored much more regularly than typical measurement systems, so that trends in the frequency of predominant incident types will be more evident. Furthermore, data about “near misses,” or incidents, which nearly cause a reportable injury, can be easily integrated our new monitoring process. In this way, the Safety Incident Indicator becomes a proactive, leading indicator system which can signal unsafe conditions before injury or fatality, thus preventing traumatic or large scale events.

The remainder of this paper is organized as follows: Section 2.3 further discusses the Hierarchy of Controls and presents the difficulties in achieving the effective levels with current performance measurement systems. Section 2.4 proposes the new Safety Incident Indicator process and presents an example of expected performance. Section 2.5 presents the conclusions and future work.
2.3 Methodology

2.3.1 Hierarchy of Hazard Controls

The Hierarchy of Hazard Controls provides a prioritization process for hazard elimination. Fig. 2.1 is based on the version of the hierarchy provided by the Centers for Disease Control and Prevention (CDC, 2012). Many similar versions of this hierarchy have been used in practice (Barnett and Brickman, 1985) with levels typically ranging from 4-5, Administrative Controls and Personal Protective Equipment. The U.S. Department of Defense uses a comparable “system safety design order of precedence” (US Dept. of Defense, 2000). Some representations use a triangle or an upside-down triangle to depict the decreasing level of effectiveness.

![Hierarchy of Hazard Controls](image)

**Figure 2.1:** Industrial hygiene Hierarchy of Hazard Controls (adapted from CDC, 2012)

The elimination and substitution of present hazards are the most effective controls, and should be considered first; engineering controls place a barrier between the worker and the hazard that remains independent of worker interactions; administrative controls and personal protective equipment are the least effective controls, as they rely on worker behavior and adherence to policies. The most effective controls are usually system design-related and the most difficult and costly to implement in the short term (CDC, 2012), but in the long term they are much more effective (Manuele, 2005).

Manuele (2005) suggests a Safety Decision Hierarchy in which the Hierarchy of Controls is incorporated into a problem-solving process. To implement this process, one would identify hazards and assess risks, consider the controls in the hierarchy in order of decreasing effectiveness, decide on a control and take action, and finally measure the effectiveness of the control and re-evaluate as needed. This process is shown in Fig. 2.2.
Figure 2.2.: The Safety Decision Hierarchy (adapted from Manuele, 2005)

However, current performance measurement systems in construction safety do not provide enough information about individual incidents to successfully identify hazards and assess risks, since they mostly rely on past aggregated data. Therefore, the most effective controls listed in the hierarchy will be even more difficult to implement, since hazards (and therefore precisely what to eliminate or substitute) may not be easily identified.

Next, the current commonly used safety performance measurement systems are discussed with an emphasis on how they can be used and evaluated based on the Hierarchy of Hazard Controls.

2.3.2 Current Performance Measurement Systems

Currently, construction companies which employ more than eleven workers are required by law to report each “incident” to OSHA through documentation using a standardized OSHA-300 reporting form (OSHA, 2013). OSHA collects this injury and fatality data and BLS prepares an
annual report based on these compilations. These annual reports are publically accessible on the BLS website and include tables that display the total number of workers reportedly affected by fatal and non-fatal injuries, organized by industry and type of injury (BLS, 2013). Individual OSHA-300 reports require basic information about the incident: employee name, job title, incident date, location, short incident description, incident classification (death, days away from work, restricted days, other), number of days away or in restriction, and the type of injury or illness.

Since the OSHA-300 log requires brief descriptions of incidents, and some of these brief descriptions are available to the public on a weekly basis for incidents involving fatalities (OSHA, 2013), it is possible that enough information could be present to implement effective engineering controls. However, much text and data mining would need to take place before specific hazards could be targeted for substitution or elimination.

The commonly used performance measurements in construction safety rely heavily on the numbers of nonfatal and fatal injuries recorded on the OSHA-300 log. The Accident, Incident, and Experience Modification Rates are discussed in the following sections. Some proactive, typically larger, safety-minded contractors do collect near miss and leading indicators, but these are usually time intensive and are often tied to punitive behavior-based systems.

### 2.3.2.1 Accident and Incident Rates

Using OSHA-300 logs, the accident rate is computed based on the total number of accidents in a year experienced by an individual company; the respective incident rate is found using more in-depth recorded data, including lost time, the number of fatalities, and the number of non-fatal illnesses and injuries in a year (Ng et al., 2005). The OSHA Recordable Incidence Rate has been touted as the best indicator of performance because it remains relatively constant over time and it is easily calculated (Tam and Fung, 1998). However, the use of accident and incident rates as the only performance metrics has been criticized for discouraging accurate reporting (Mohamed, 2003; Ng et al., 2005). If the only measure of safety performance is the lagging percentage of accidents, there is little incentive for construction managers to be diligent about recording minor incidents.
If a high accident or incident rate is observed, it is assumed that some degree of investigation into the incidents accounting for these high rates will take place. However, since incidents will only be investigated based on aggregated reports from at least a year prior, it is likely that only general information will be gleaned. This information may lead to new policies involving personal protective equipment and administrative controls, but not enough information about the causes of these incidents will be retained to implement any engineering controls or substitution or elimination of hazards, due to the lagging and static aspects of this measurement.

2.3.2.2 Experience Modification Rate

The Experience Modification Rate (EMR) is commonly used in the US construction industry to determine insurance premiums (Hoonakker et al., 2005). Developed by the National Council on Compensation Insurance (NCCI), this measure aims to minimize future losses for the insurance companies while providing an incentive to firms with good safety records (Everett and Johnson, 1995). The formula provides a ratio between a company’s actual number of accidents experienced and its expected number of accidents, based on accident rates during the past three years. The average ratio should be equal to one; a number higher than one is considered poor and will indicate a higher insurance premium for the respective company (Ng et al., 2005). This measure is convenient because it is directly related to operational costs and is normalized for variables across the industry (company size, major operations, etc.). While the EMR is essentially a ratio between easily measured values, the precise formula is quite complex and involves several variables (Everett and Johnson, 1995).

Unfortunately, there are discrepancies in the EMR formulae used by individual companies. The standard EMR formula is only used in 32 states. In 13 other states, the EMR is calculated by insurance firms using similar equations. In the remaining five states, the state government determines the EMR equation (Everett and Johnson, 1995). Because some companies may use the standard formula and others may use a simpler modification (Ng et al., 2005), national comparisons of ‘safety’ across multiple companies based on EMR may not be reliable or valid.

As with the accident and incident rates, any information about incidents causing high EMR values will be garnered based on past data and root-cause investigation will be difficult. Again,
PPE and administrative controls will be the only controls likely to be developed based on monitoring of EMR values.

2.3.2.3 How current performance measurements map to the Hierarchy of Controls

Table 2.1 reflects the controls believed to be implementable with each of the current metrics, as discussed above.

<table>
<thead>
<tr>
<th></th>
<th>PPE</th>
<th>Administrative Controls</th>
<th>Engineering Controls</th>
<th>Substitution</th>
<th>Elimination</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSHA and BLS</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incident Rate</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EMR</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Mapping of current performance measurements to perceived levels of achievement on the Hierarchy of Hazard Controls

In the next section, a proposed active safety monitoring process is introduced. This new process addresses the most effective levels of the Hierarchy of Hazard Controls by providing more information regarding the most common accident types, doing so in a more timely manner, and allowing for the inclusion of near miss data for more proactive implementation of controls.

2.3.3 Proposed performance measurement system

From Table 2.1, it is clear that a system is needed to provide more timely and detailed incident data so that the most effective hazard controls can be implemented. Many researchers have successfully conducted root-cause analyses of incidents using aggregated OSHA reports (Hinze and Russell, 1995; Hinze et al., 1998; Huang and Hinze, 2003; and Beavers et al., 2006). However, when using aggregated data, there is an inherent time lag between the occurrence of the trend and the recognition and investigation of that trend. For instance, in their 2006 publication, Beavers et al. provided valuable insight about the causes of crane-related accidents in the U.S. construction industry using OSHA data collected between 1997 and 2003 – but this unfortunately means that the causes of the 1997 accidents were not published until nine years later. The use of timely monitoring will allow both companies and national safety organizations to recognize and investigate incident trends, implement more effective hazard controls, reduce incidents, and lower costs.
This section suggests a new continuous improvement methodology to address the shortcomings in the surveillance of aggregated data.

2.3.3.1 Continuous improvement methodologies for safety

Continuous improvement programs have been widely used in corporations to systematically work toward company goals with real-time analysis of success (Stevenson, 2009). Popular corporate efficiency initiatives such as lean manufacturing, Six Sigma, and Kaizen events, all incorporate principles of continuous improvement, and are historically focused on quality and productivity. The development of a continuous improvement methodology for safety will allow systematic measurement of improvement and introduce a near real-time monitoring component.

In his 1986 work, Out of the Crisis, Deming introduced the Plan-Do-Check-Act cycle for continuous improvement of quality. While it is more often called the Deming Cycle, Deming referred to this process as the Shewhart Cycle because it was constructed based on work conducted by Walter Shewhart (1939) and can be used to find special cause variation detected by a statistical signal. McSween (2003) specifically applies this continuous improvement cycle to safety culture. First, current safety culture is assessed through observation, so as to fully understand the need for improvement and communicate this need to employees (“Plan”). The opinions and expertise of all levels of management and employees should be incorporated into a team-based implementation plan, and observations of safety practices should occur frequently (“Do”). Corrective feedback should be given and areas for safety improvement should be highlighted (“Check” or “Study”). To promote needed safety improvements and correct behaviors, informational sessions and training should be used appropriately (“Act”). DuPont, a leading company in industrial innovation, has seen great success following this continuous improvement formula for safety (McSween, 2003). Similar applications of continuous improvement methods have been proposed by Proudlove et al. (2008) for healthcare, Reneirs et al. (2009) for chemical safety, and Runyan (2010) for use in the North Carolina State Health Department. The approach is by no means limited to quality and the manufacturing sector.

2.3.3.2 A continuous improvement safety monitoring system

This section proposes a new safety monitoring system to allow for more timely analysis of incident data. The goal of this system is to prioritize incident types for timely root-cause
investigation, so that the most effective hazard controls can be implemented and the largest possible reductions in safety incidents can be achieved as quickly as possible. This safety monitoring system is based on the methodology of the 2\textit{mm} Program, a quality improvement application from the United States automobile industry which has experienced great success since the 1990s (Ceglarek and Shi, 1994).

In the 2\textit{mm} Program, variation in vehicle body size was reduced by highlighting the measurement points seeing the highest degree of variation and only focusing on reducing the causes of variation at those points (Ceglarek and Shi, 1994). The most significant five percent of problem areas were addressed first. When the number of problems associated with those variation points could be categorized with the other 95\%, the most significant five percent was analyzed again and a new set of problem areas were addressed. This continued until the total amount of average body variation was reduced to 2mm, allowing American car manufacturers to remain competitive with their Japanese counterparts (Polenske and Rockler, 2004). Similar processes have also been applied to multi-stage systems, such as compliant sheet metal assembly (Camelio et al., 2003). Shi and Zhou (2009) provide a review of quality control and improvement methodologies for multistage systems.

The following proposed monitoring system combines the themes of the Safety Decision Hierarchy/Hierarchy of Controls, the safety PDCA cycle, and the 2\textit{mm} Program to encourage implementation of the most effective hazard controls as quickly as possible. The suggested steps in this methodology follow below, and are illustrated in a cyclical representation in Fig. 2.3.

**Identify high priority areas of improvement.** As discussed previously, current reporting methods do not provide tools to identify critical areas, unless aggregated historical data is studied to determine the major contributors to accidents. However, the use of accident descriptions can provide sufficient information to detect critical areas. One way of effectively communicating this information is to create a word cloud of accident descriptions or types. Word clouds (also called “tag clouds”) are a popular text mining data visualization tool used to depict the commonality of words in a group of text. As Sinclair and Cardew-Hall (2007) explain, the most abundant words will be represented by larger and bolder text in the cloud, making the highest priority areas of improvement obvious. Common and irrelevant words (“the,” “and,” “employee,” etc.) can be ignored by the word
cloud, and we will designate the highest priority words as the five most predominant words (the largest and boldest in the cloud). While tag clouds have been suggested for data analysis, Sinclair and Cardew-Hall (2007) suggested that they are best used for data portrayal and visualization purposes. This will be their function in this methodology.

**Calculate the Safety Incident Indicator value.** A key element of the 2mm program methodology was to define a stable indicator capable of tracking process improvements. In the 2mm Program, the total number of problems associated with the five percent of high priority variation points was called the Continuous Improvement Indicator. In the case of safety performance monitoring, the indicator can relate to the frequency or severity of incidents. In this paper, the total number of incidents that are represented by the five high priority incident types is called the Safety Incident Indicator value. This is a quantitative indicator, which can be tracked over time to measure the effectiveness of the continuous improvement approach.

**Implement hazard controls.** Once the most critical areas are identified, it is the responsibility of safety experts to focus efforts on removing the incident root causes. Following the Hierarchy of Hazard Controls, safety professionals should implement the most effective hazard controls possible to reduce the number of incidents specifically associated with the five high priority incident types.

**Monitor the Safety Incident Indicator value.** How the Safety Incident Indicator value changes over time will indicate the effectiveness of the implemented controls. It is expected that the Indicator value will decrease along with the total number of incidents as more controls are implemented.

**Repeat.** This process should be repeated regularly in order to always be addressing the highest priority incident types. As the Safety Incident Indicator values decrease and more hazard controls are in place, eventually all incident types will be addressed in order of decreasing priority. Since some companies may transition to this system from annual aggregated reporting methods, it is suggested that the Safety Incident Indicator be updated each month. The time window used to calculate the Safety Incident Indicator must be long enough to capture representative data and produce a stable indicator value, but short enough
to avoid a long delay between the occurrence of an incident and any associated improvement opportunities. If possible, it may be desirable to update the Safety Incident Indicator value more frequently, such as bi-weekly or weekly.

This proposed methodology is depicted in Fig. 2.3; due to the necessary continuous repetition, it is represented as a cyclic process. Section 2.4 presents the expected benefits when applied to an example.

![Proposed cycle for implementation of the continuous improvement methodology](image)

Figure 2.3: Proposed cycle for implementation of the continuous improvement methodology

### 2.4 Results and Discussion

#### 2.4.1 Validation of the proposed monitoring system

A large historical incident database was provided by an industrial partner and a subset of data was selected. The frequency of incidents remained relatively stable over time, suggesting that there were little or no sources of variation present in the subset. Incident frequency was not increasing, but it was not decreasing either.

In an effort to improve data collection and monitoring, the methodology proposed in Section 3.2 was applied to this example. The high priority incident types from the first month were determined using a word cloud, shown in Fig. 2.4. The most prevalent categories during this
month were identified as “Body Motions,” “Striking,” “Dust, dirt, chips,” “Falling object,” and “Slipping, Tripping, Stumbling.” If available, free-form narrative incident descriptions should be used so that adjectives and other information can be included (Sorock et al., 1997); this would be an example of utilizing the word clouds for data analysis purposes. This type of data was not available for the example data set.

Figure 2.4: Word cloud data visualization of incident types prevalent in industrial data

The Safety Incident Indicator value, the total number of incidents represented by these five accident types for this particular month, was calculated. If this information was made available in a timely manner, it is assumed that root-cause investigation could be conducted for the high priority incident types and appropriate hazard controls could be implemented; these new controls should then cause the Safety Incident Indicator value to decrease. Fig. 2.5a displays the historical monthly values of the Safety Incident Indicator for the dataset; it remains relatively stable over time. As mentioned before, the stability of the performance indicator is critical to track the effectiveness of best practice implementation. Fig. 2.5b shows the expected future pattern of decreasing Safety Incident Indicator values with the proposed active monitoring process in place. A gradual decrease in Indicator values is expected (instead of a sharp decrease) for a few reasons: first, when monitoring over short time periods, the full effects of the implemented controls may not be evident immediately; also, even if the highest priority incident types are effectively controlled, the incident types with the next highest priorities will take their place in the incident count. The actual indicator values have been removed from the y-axes to protect confidentiality.
Table 2.2 maps the proposed Safety Incident Indicator active monitoring methodology to the Hierarchy of Hazard Controls. Since it requires timely root-cause investigation of incidents, this proposed methodology will allow safety officials to more practically implement elimination and substitution hazard controls. When elimination and substitution are not possible, the additional information provided by the proposed monitoring system will also allow for more effective engineering controls, administrative controls, and personal protective equipment requirements.

<table>
<thead>
<tr>
<th>Proposed active monitoring process</th>
<th>PPE</th>
<th>Administrative Controls</th>
<th>Engineering Controls</th>
<th>Substitution</th>
<th>Elimination</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 2.2: Mapping of the proposed active monitoring methodology to perceived levels of achievement on the Hierarchy of Hazard Controls

2.4.2 Near Misses

This new methodology will also allow for the inclusion of “near miss” or “near hit” data; that is, information about incidents that do not lead to a recordable injury could also be considered in the Safety Incident Indicator methodology. Tarrants (1980) notes: “Because most safety measures are postmortem or after-the-fact in nature, they have little but historical value.” If the causes of
near misses can be investigated and addressed before a recordable injury occurs, this will be an obvious step in continuous improvement for safety. Tarrants further explains, “…measures of safety performance must help prevent – not record – accidents. They must be directional in time and space.” Many companies are beginning to collect data on near misses, but enforcing reports of these incidents is often difficult. Wu et al. (2010) specifically encourages real-time near-miss reporting on construction sites.

Most of the currently used performance metrics would not allow for this information to be so easily included. For example, the accident rate does not account for near misses; a site with zero accidents (but many near misses) could be just as ‘unsafe’ as one with many accidents, but this would not be reflected by their respective accident rates (Mohamed, 2003). Because the Safety Incident Indicator approach suggests targeting areas for improvement based on the descriptions of the most frequent types of injuries, the impact of using leading near-miss indicators to fuel improvements before severe accidents occur will make the approach even more valuable and proactive. Actively monitoring word clouds and Safety Incident Indicator values that include near miss data will make it possible for safety officials to isolate areas needing improvement, even before any accidents occur.

2.5 Conclusions and Future Work

Improving safety on construction sites is an important and relevant topic. Due to the aggregated and lagging nature of current performance measurements, they do not encourage the implementation of the most effective hazard controls. In addition to the obvious concerns for employee well-being, there are cost implications associated with current reactive and lagging systems. Lost time, low EMR, OSHA violations and the like will hurt the bottom line as well. A new continuous improvement active monitoring process is suggested to address the shortcomings in OSHA/BLS reports, Accident and Incident rates, and EMR scores. The proposed process draws upon concepts from the Hierarchy of Hazard Controls, the safety Plan-Do-Check-Act cycle and the automobile industry’s continuous quality improvement program. Validating the expected performance of the process with actual data from Firm X suggests that this tool is effective at monitoring safety data in a timely manner, identifying high priority areas of improvement, and assessing hazard controls as they are implemented. Furthermore, the simplicity of including proactive near miss data is explained. For regulatory (e.g. OSHA) and
scientific (e.g. NIOSH) organizations, the system will promote more strategic decision making and resource allocation. When implemented in individual firms, the Safety Incident Indicator methodology has the potential to improve safety environments and reduce the number of injuries and deaths much more effectively than current performance measurements.

Future work might include adapting the process for individual firms, other industries, and other measurements besides frequency (for example, incident severity).

2.6 References


3. Control Charts for Accident Frequency: A Motivation for Real-Time Occupational Safety Monitoring

3.1 Abstract

This paper quantitatively motivates the need for active monitoring of occupational safety incident data through the use of cumulative sum (CUSUM) control charts. The frequency of incidents within a subset of historical accident data is analyzed. The performance of Poisson CUSUM and exponential CUSUM (time-between-events) charts is compared in an illustrative example to show that shorter periods of aggregation and time-between-events monitoring lead to more timely indications of increased accident frequency. An extension showing the anticipated performance of these charts with real-time data is given. Various adjustments to the monitoring system are also simulated to show that quick implementation of hazard controls can significantly impact safety performance. Decreases in the frequency of safety incidents as a result of implemented hazard controls can also be monitored.

3.2 Introduction

An important issue in occupational safety is the timely detection of changes in safety incident patterns. In 2011, 3.5 per 100,000 employees were killed on the job in the United States, and the average non-fatal injury resulted in 8 days away from work (Occupational Safety and Health Administration, OSHA, 2013). If increases in accident frequency are noted and new hazard controls are implemented quickly, these efforts could lead to fewer employee injuries and deaths in the workplace. The National Institute for Occupational Safety and Health (NIOSH) defines occupational health surveillance as “the tracking of occupational injuries, illnesses, hazards, and exposures” used to “guide efforts to improve worker safety and health, and to monitor trends and progress over time” (NIOSH, 2011). The Institute has developed several surveillance programs, such as the Fatality Assessment and Control Evaluation (FACE) Program for monitoring fatal incidents and the Occupational Respiratory Disease Surveillance system. Achieving better
surveillance practices is one of the strategic goals of the National Occupational Research Agenda (NORA, 2012).

In an effort to provide better surveillance of occupational safety incidents, large amounts of data are collected by various national organizations such as the Occupational Safety and Health Administration (OSHA) and the Bureau of Labor Statistics (BLS). However, companies are only required to submit information to OSHA about injury-causing incidents aggregated over a period of one year, and BLS reports this aggregated data every September for the previous year (OSHA, 2013; BLS, 2013). Individual companies will experience the effects of the time lag between their annual OSHA reports, unless worker compensation programs or company-directed safety initiatives require more frequent incident monitoring or analysis. Root-cause investigations occur at the company or plant level.

This paper demonstrates how real-time accident monitoring, instead of aggregated reporting, can more quickly indicate increases in accident rates and encourage the efficient implementation of appropriate best practices and hazard controls. Time-between-events (TBE) cumulative sum (CUSUM) control charts are used to monitor changes in the frequency of incidents by using the times between successive incidents. The performance of these charts is compared to that of Poisson CUSUM control charts for aggregated incident counts of various time lengths to show that real-time or near-real-time incident monitoring detects increases in accident frequency much more efficiently than long-term aggregated reporting.

In industrial process control, a common tool for monitoring defective parts in manufactured products is the control chart (Montgomery, 2008). Control charts have been extended to safety applications before, but not for the purpose of motivating real-time occupational incident monitoring. For example, control charts have been used to investigate trends in traffic accidents: Blindauer and Michael (1959) used traditional Shewhart control charts to investigate changes in accident rates on certain highway sections in Indiana; Guria and Mara (2000) suggested Shewhart charts for monitoring weekly and monthly traffic accidents in New Zealand; Sparks (2010) introduced a two-pass CUSUM chart to monitor monthly traffic crash outbreaks for various age groups in New Zealand; and Adekeye and Aluko (2012) used a CUSUM chart to identify the time periods prone to the highest rate of road accidents in Nigeria. Similarly, the use of control charts for monitoring chemical accidents has been discussed: Cournoyer et al. (2011)
used a Shewhart c-chart to show increases in monthly chemical injuries. Benneyan (1998a, 1998b), Woodall (2006), and Woodall et al. (2010) gave extensive reviews about how control charting can also be used to monitor a wide variety of attributes in healthcare. TBE CUSUM monitoring for the frequency of industrial accidents was specifically suggested by Lucas (1985), but the time-between-incidents rate was estimated based on monthly aggregated accident totals. Wu et al. (2010) suggested a real-time TBE chart to monitor occupational fatalities, but did not consider non-fatal injuries or other safety incidents.

In this paper, the use of control charts is extended to real-time monitoring of the frequency of all occupational safety incidents, to encourage the quick recognition and implementation of new hazard controls. It is assumed that these efforts will lead to a subsequent reduction in the number of occupational injuries.

The paper is organized as follows. First, past accidents from an industrial safety incident database are considered with Poisson cumulative sum (CUSUM) charts for various levels of aggregation (quarterly, monthly, semi-monthly, weekly, every three days, and daily). The time to signal of these charts is compared to that of a time-between-events (TBE) exponential CUSUM chart in Section 3.3. In Section 3.4, an example of the expected performance of the TBE and daily Poisson CUSUM charts when used to actively mitigate hazards with real-time data is simulated. The performance of different variations of the monitoring system is reported, including ineffective hazard controls, shorter periods for control implementation, and nonzero starting and restarting values for the CUSUM charts. Finally, a discussion of current limitations, future work, and conclusions are presented.

3.3 Cumulative Sum Control Charts for Monitoring Incident Data

In this section we introduce the background and structure of the Poisson and TBE CUSUM charts. Then, in Section 3.4, a dataset based on industrial accidents will be used to construct Poisson CUSUM charts with incident counts reported quarterly, monthly, semi-monthly, weekly, every-three-days, and daily. The time between incidents will also be used to construct an exponential CUSUM chart.

The dataset used in this paper was provided by a large industrial partner. A smaller subset of the data, those incidents associated with one particular injury type, has been selected to protect
confidentiality. The dataset has a total of 23 incident categories, but since the frequency of incidents is of current interest, the accident date is the only data field used for this analysis (along with the injury type filter used to define the subset). The number of days between incidents and the total number of incidents in each of the proposed aggregation periods had to be calculated from the original data. This was the only data pre-processing necessary for this work.

3.3.1 Poisson CUSUM charts

Traditional control charts use a baseline dataset of typical data (Phase I) to establish charting parameters, and then actively monitor new data points as they are observed (Phase II). When the defect count surpasses an established upper limit, the chart is said to “signal” that the process is “out-of-control.” The process is stopped until the source of the problem is identified and corrected. The first control charts were used to monitor count data, usually the number of nonconforming parts, and signal out-of-control conditions. These charts were proposed by Walter A. Shewhart and are therefore referred to as Shewhart charts.

The CUSUM control chart, first proposed by Page (1954), incorporates more of the information in the data. Because historical data is included, CUSUM charts are more sensitive to small shifts in underlying parameters and better at identifying the point of change than standard Shewhart c-charts (White et al., 1997).

The values of counted data, such as the number of nonconforming parts or the number of accidents, often follow a Poisson distribution (Lucas, 1985). Therefore, a Poisson CUSUM chart is appropriate for monitoring counted data. To implement a Poisson CUSUM chart, the total number of adverse events is aggregated over a fixed time period. The CUSUM statistic at time $i$, $S_{POISSON,i}$, used to detect an increase in the rate of adverse events, is given by

$$S_{POISSON,i} = \max \left( 0, S_{POISSON,i-1} + X_i - k_{POISSON} \right),$$

where $X_i$ is the observed number of events during time period $i$ and $k_{POISSON}$ is the reference parameter based on the Phase I data. The value of $S_{POISSON,0}$ is usually set to zero. If $\mu_a$ is the historical mean rate (usually chosen to be equal to or near the mean of a baseline “Phase I” dataset of data) and $\mu_d$ is the mean rate to be detected quickly, then the reference value for the Poisson CUSUM can be found by
\[ k_{\text{POISSON}} = \frac{\mu_a - \mu_a}{\ln(\mu_a) - \ln(\mu_a)} \] (2)

The chart signals when \( S_{\text{POISSON},i} > h_{\text{POISSON}} \). The decision interval, \( h_{\text{POISSON}} \), can be found using table look-up procedures (Lucas, 1985; Osanaiy and Talabi, 1989), computer programs (Hawkins and Olwell, 1998), or using a general rule-of-thumb such as four-to-five times the process standard deviation (Montgomery, 2008). The Poisson CUSUM chart has been applied in non-manufacturing settings, such as monitoring automobile accidents (Adekeye and Aluko, 2012) and diabetic epidemics (Osanaiy and Talabi, 1989).

### 3.3.2 Time-Between-Events Control Chart

An alternative to monitoring aggregated incident counts is to study the amount of time between events, or the inter-arrival time. The exponential CUSUM control chart (also known as a “time-between-events” or “time-between-occurrence” chart) has been proposed for this purpose. The amount of time between Poisson-distributed events follows an exponential distribution for a Poisson process, and the time-between-events (TBE) chart monitors these times (Gan, 1994). TBE monitoring is based on the amount of time that has lapsed between the current event and the event immediately prior. Thus, rather than waiting until the end of a fixed time period for aggregated count data, the information is incorporated as it is obtained during the process. When monitoring the occurrence of rare adverse events (such as nonconforming parts, surgical errors, or industrial accidents) an increase in the time between events is desirable and indicates an improvement in the process. Decreases in the time between events should be detected and investigated as quickly as possible. Lucas (1985) recommended the TBE method for monitoring industrial accidents, if it is plausible for practitioners to record events as they happen instead of aggregating counts. In a limited study without much aggregating over time, Gan (1994) showed that zero state Poisson CUSUM and exponential CUSUM charts have similar performance for small decreases in the average time between events, but the exponential CUSUM is better for detecting large decreases. Schuh et al. (2013) have extended Gan’s (1994) work by comparing the steady state ATS performance of charts with even longer aggregation periods than Gan (1994) considered.

The CUSUM statistic for the TBE chart at time \( i \) is defined as
\[ C_{\text{TBE},i} = \max(0, C_{\text{TBE},i-1} + k_{\text{TBE}} - X_i) \] (3)

where \( C_{\text{TBE},0} = 0 \) and the reference value is given by

\[ k_{\text{TBE}} = \frac{\lambda_a \lambda_d}{\lambda_a - \lambda_d} \ln\left(\frac{\lambda_d}{\lambda_a}\right) \] (4)

where \( \lambda_a \) is the average number of time periods between accidents during Phase I, and \( \lambda_d \) is the average to be detected (Gan, 1994). Since a decrease in the expected time periods between accidents is to be detected, \( \lambda_d < \lambda_a \). Lucas (1985) used monthly rates with his TBE CUSUM chart, so he instead considered the Poisson count of accidents per time period (\( \mu_a \) and \( \mu_d \), the reciprocals of \( \lambda_a \) and \( \lambda_d \)). This \( k_{\text{TBE}} \) is calculated equivalently by

\[ k_{\text{TBE}} = \frac{\ln(\mu_d) - \ln(\mu_a)}{\mu_d - \mu_a} . \]

The chart signals when \( C_{\text{TBE},i} > h_{\text{TBE}} \) and the decision limit \( h_{\text{TBE}} \) can again be determined by a number of methods.

The TBE charts, like all control charts, have traditionally been used in manufacturing, such as Khoo and Xie’s (2009) application to observed failures in regularly maintained systems. As mentioned, Lucas (1985) was the first to discuss the use of TBE CUSUM charts for industrial accident monitoring using event rates based on monthly aggregated incident totals; Wu et al. (2010) used hours between events for a real-time TBE CUSUM chart, but only included accident fatalities. Khanzode et al. (2011) suggested TBE charts for identifying accident trends and mitigating hazards in coal mining.

In Section 3.4, the performance of Poisson and TBE CUSUM control charts will be compared for one example of occupational accident data. This expands upon the work of Lucas (1985) by considering the time-between-events, rather than assumed rates based on monthly aggregated totals, and complements the work of Wu et al. (2010) by considering all accidents rather than only fatalities. The effects of several variables are also considered, including the relative success of implemented hazard controls, shorter control implementation periods, and non-zero starting and re-starting CUSUM values.
3.4 Application to Industrial Accident Data

In this section we consider the effects of data aggregation for the provided Poisson dataset. The effects of aggregated data have been considered before, but not for occupational safety applications and mainly in the case of comparing aggregated binomial samples against real-time Bernoulli data. In their review on the surveillance of Bernoulli processes, Szarka and Woodall (2011) discussed the possibility of chart inefficiency when aggregated binomial data is used instead of Bernoulli data. Reynolds and Stoumbos (1999, 2000, 2004) considered the problem of finding the best sample size when aggregating Bernoulli outcomes related to parts in manufacturing and determined that for CUSUM charts smaller sample sizes provide the best chart performance, signaling trends sooner than with the use of large sample sizes. Since discrete Bernoulli data with geometrically distributed wait times is analogous to the continuous exponential waiting times scenario considered here, the conclusions should be similar.

Data aggregation has been briefly addressed for monitoring in healthcare. Sego et al. (2008) noted for the surveillance of birth defects that Poisson or binomial data aggregation can reduce the efficiency of control charts. For other clinical applications, Benneyan (2008) suggested collecting data in frequent, smaller time periods.

First, the performance of the Poisson and TBE CUSUM charts is compared using historical data.

3.4.1 Historical Data

Using the dataset provided by the industrial partner, the time-to-signal was analyzed for Poisson CUSUM charts with quarterly, monthly, semi-monthly, weekly, and daily counts of injuries, as shown in Figure 3.1. This example is based on the assumption that the data would be available in a continuous stream and able to be counted and reported regularly in any of these time periods. For each monitoring period, one year of “typical” data was used as the Phase I baseline to calculate the reference value $k_{\text{POISSON}}$ using Eqn. 2. Year 2 data was then monitored for the various levels of aggregation in real time. The mean number of incidents to be detected, $\mu_d$, is assumed to be one standard deviation above the Year 1 average, $\mu_a$, for each of the aggregation periods considered. For instance, in the monthly chart, the average monthly rate of accidents in Phase I was 4.5 accidents per month ($\mu_a$). The rate to be detected, $\mu_d$, was one standard deviation higher than $\mu_a$, 6.7 accidents per month. The decision interval, $h_{\text{POISSON}}$, was determined in each
case using the tables provided by Lucas (1985) to give a high average run length (ARL) value of approximately one year when the mean is in-control and low ARL values when out-of-control. As Lucas (1985) points out, the ARL of a Poisson chart is the average number of time intervals before an out-of-control signal is given; so one year for the monthly chart would mean an ARL of 12 periods, or 24 periods for the semi-monthly chart, etc.

When interpreting Figure 3.1, the quarterly aggregation produces a signal after the first quarter (month 3, after the 23rd accident); monthly after month 3 (23 incidents); semi-monthly during the middle of month 3 (11 weeks, 19 accidents); weekly after 10 weeks (16 accidents); every 3 days after 10 weeks (16 incidents); and daily during the tenth week (15th accident). In a monitoring system with real-time data, the CUSUM statistic should be reset following a signal and corrective actions taken; this step is not shown in Figure 1 since only the time-to-signal is of interest, but resetting will be considered in the next subsection.

When using aggregated Poisson count data, it is important to carefully choose the length of the monitoring period. Obviously, longer monitoring periods lead to a higher degree of aggregation and a subsequent loss of information. If practitioners need to wait until the end of a longer time period (a quarter, or a month, etc.) to detect an increase in injuries, the time to effectively identify and control associated hazards may have passed. Furthermore, new and as-yet-unrecognized hazards may have developed that are not mitigated by previously implemented controls, and this dynamic may not be captured by the aggregated count. Our results indicate that charts using data from shorter monitoring periods detect increases in accident frequency more quickly. At least in our example, the daily Poisson CUSUM chart signals an increase in the number of safety incidents sooner than any of the charts with longer monitoring periods, although with a case study example we cannot know if this is a false alarm or a true indication of an increased accident rate.
Figure 3.1: Year 2 Poisson CUSUM control charts for aggregated accident counts, a) quarterly; b) monthly; c) semi-monthly; d) weekly; e) every 3 days; f) daily. The x-axis labels represent time as the number of specified time periods passed. The y-axis is the cumulative sum value.

In addition to a providing the most timely signal, fluctuations are evident with the daily Poisson CUSUM chart that are not obvious with other monitoring periods. The decrease observed around
day 241 of Figure 3.1(f) may have been due to an implemented hazard control or best practice; the apparent positive effect of this measure would not be noticed with longer period lengths.

The same dataset was used to construct a TBE control chart, shown in Figure 3.2, where the number of days between subsequent accidents is considered. On days when multiple accidents are reported, the time between the first and second accidents (and second and third, etc.) is recorded as “0 days.” The time to signal for this chart is the same as the daily Poisson CUSUM chart (during the tenth week, after 15 accidents), as shown in Figure 3.2. Aggregation by day is likely the shortest reasonable level of aggregation for most companies. This affirms that the aforementioned findings of better performance with shorter periods of data aggregation and real-time time-between-accidents (Reynolds & Stoumbos, 1999, 2000, 2004; Benneyan, 2008) are also applicable for this example of a safety-related Poisson process. The same one year of baseline Phase I data was used and reference parameter, $k_{TBE}$, was calculated using Eqn. 4. The in-control time between events, $\lambda_a$, was the average Year 1 time between events of 6.5 days between events. The time-between-events value to be detected, $\lambda_d$, was calculated to be one standard-deviation less than $\lambda_a$ (3.4 days between events). The decision interval, $h_{TBE}$, was determined using the tables provided by Lucas (1985).

![Figure 3.2: Year 2 time-between-events CUSUM control chart](image)

The TBE CUSUM communicates little information past the signal after the 15th accident, since the average number of accidents continues to be higher than Phase I. However, when used for
prospective safety surveillance, a control signal should indicate the immediate need for hazard investigation. The sooner hazards are identified, the more likely it is that the hazard control programs can have the largest effect. After the identified problem is resolved, the CUSUM monitoring statistic will be reset to its initial value. The illustrative performance of both the daily Poisson and TBE CUSUM charts with our real-time data is given in the following section.

3.4.2 Discussion of real-time data simulation results

In this section we present simulated daily Poisson and TBE CUSUM charts, representing how the chart for Year 2 data would be expected to look if hazards are actively mitigated as out-of-control conditions are signaled and identified. The simulation is based on the assumption that there is a team of safety officers in charge of monitoring and actively mitigating hazards during Year 2. Then Figures 3.3a and 3.3b show the performance of the daily Poisson and TBE charts respectively, using the same Year 2 data used to construct Figures 3.1 and 3.2. Following the original signal after the fifteenth accident, it is posited that the active monitoring system would motivate the implementation of hazard controls. In manufacturing systems it is assumed that the process would be stopped following a control chart signal, the machine recalibrated or other action taken, the process resumed, and the CUSUM monitoring statistic reset to zero. However, in safety applications, it is not possible to “stop the process” of employees working while a new hazard control is implemented. Therefore, in the simulation, monitoring continues and it is assumed that it will take thirty days following a signal to identify the hazard(s) and implement new best practices. After this thirty day control implementation period, the CUSUM statistic is reset to zero.
Figure 3.3: Simulated future performance of a) the daily Poisson CUSUM chart and b) the time-between-events CUSUM chart with a thirty day period for control implementation

3.4.2.1 Successful and unsuccessful hazard controls

Monitoring in real-time will provide a quantitative assessment of a new best practice’s success or failure. In Figures 3.3a and 3.3b, it is assumed that hazard controls would be implemented in an effort to mitigate the risks associated with increase in accident frequency signaled after day 62 (accident 15); however, it is also assumed that these hazard controls are ineffective and don’t prevent any accidents (that is, all incidents from the original database used in Section 3.4.1 are still included here, as if the hazard controls did not reduce the accident frequency at all). The TBE CUSUM signals another increase in incident frequency after day 118 (33 incidents), and the Poisson CUSUM signals after day 119 (accident 34). In both cases, another thirty days is given for hazard control implementation before the CUSUM is reset, and this time it is assumed that 50% of incidents are eliminated with the new controls (so 50% of the incidents used in Section 3.1 are included in this simulation, after the respective second signals for each chart). Third signals are seen after day 288 (accident 65) in both charts, and accidents are assumed to be reduced another 25% by the new controls motivated by these signals. With all of these assumptions of accident reductions, both simulated charts in Figure 3.3 includes a total of 69 accidents, out of a total 99 accidents included in the original Section 3.4.1 dataset (implying a 30% reduction in the total number of accidents using Poisson daily or TBE monitoring).

3.4.2.2 Shorter control implementation periods

In Figures 3.4a and 3.4b, the same simulation is conducted, with only a 10-day control implementation period. This leads to quicker follow-up signals when controls are ineffective;
this time, signals are seen after the 117\textsuperscript{th} (TBE) and 119\textsuperscript{th} (Poisson) days, following the simulated ineffective controls implemented in response to the signal on the 62\textsuperscript{nd} day. A 50\% reduction in accident frequency is assumed following these second signals, and another 25\% reduction is assumed after the third signals on day 288. For the particular set of data used, no significant improvements were observed; one fewer accident is observed compared to the simulation reported in Section 3.4.1. Of the 99 original accidents, this version of the Poisson CUSUM includes 65 accidents and the TBE CUSUM includes 64 accidents (for a total simulated reduction in accidents of about 33\% using the shorter implementation period of 10 days). Use of the TBE CUSUM chart seems to slightly reduce the simulated frequency of incidents over the Poisson daily CUSUM with this modification.

![Simulated future performance of a) the daily Poisson CUSUM chart and b) the TBE CUSUM chart with a 10-day period for control implementation](image)

**Figure 3.4:** Simulated future performance of a) the daily Poisson CUSUM chart and b) the TBE CUSUM chart with a 10-day period for control implementation

### 3.4.2.3 Non-zero starting and restarting values

Coory et al. (2007) and Grigg et al. (2003) note that in public health it may also be worthwhile to define starting and reset values higher than 0, since it cannot ever be assumed that the process is in control when monitoring begins or restarts. Using the same 10-day control implementation period, Figure 3.5 shows the performance of the daily Poisson and TBE CUSUM charts with starting and reset values of one-half the decision limit. Of the original 99 accidents, 60 accidents for the Poisson chart and 55 for the TBE are now included (total simulated reductions of 39\% and 44\% with both a 10-day implementation period and non-zero starting and restarting values). Again, there is a greater reduction seen when using the real-time TBE chart. An alternative to using non-zero restarting values is to use an adaptive CUSUM chart (Sparks, 2000) to monitor
steady state data, which will be more likely in public health and safety applications. Many researchers have proposed methods which adapt the design parameters or sampling policies to achieve improved control chart performance for a delayed shift (Tsung and Wang, 2010). Schuh et al. (2013) consider the effects of aggregation when monitoring a Poisson process under a steady state assumption.
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**Figure 3.5**: Simulated future performance of a) the daily Poisson CUSUM chart and b) the TBE CUSUM chart with adjusted starting and re-starting values

If control charts tracking either the time between incidents or the daily count of incidents are actively monitored by a team of safety officers and each signal is quickly addressed by the implementation of new hazard controls, it is clear how the frequency of accidents could be reduced and, potentially, lives could be saved. It has been shown that an inherent benefit of this system is the ability to determine success or failure of implemented hazards through the subsequent increase or decrease in accident frequency following their implementation. It has also been shown that implementing hazard controls more quickly following a signal (10 days, instead of 30 days) may allow for a more significant reduction in accident frequency.

### 3.5 Conclusions

This paper has investigated the use of TBE and Poisson CUSUM charts for occupational safety monitoring. It has been shown that TBE control charting provides timely signals of increasing frequency of safety incidents; therefore, we recommend the collection of safety incident data as often as possible for the effective mitigation of hazards. Poisson CUSUM charts were considered for aggregated reporting, and it has been shown that shorter periods of aggregation can lead to
more efficient performance. An example of simulated expected future performance shows that
daily Poisson CUSUM and TBE CUSUM charts not only indicate an increase in the incident
rate, but also success or failure of implemented hazard controls and best practices. The
simulation also shows that quick implementation of hazard controls following a signal may lead
to a greater reduction in the number of future accidents.

3.6 Current Limitations and Opportunities for Future Work

While the results clearly encourage real-time safety monitoring, it is necessary to discuss some
of the limitations present in the incident database used for this work. Because this work has
presented a broad investigation into the use of control chart monitoring for occupational safety, it
was necessary to make some assumptions. The specific effects of these assumptions for
occupational safety monitoring will need to be investigated at length in future studies. These
issues are summarized below.

3.6.1 Data aggregation

One limitation of safety data is its availability; it is assumed throughout this work that the
aggregated counts and times between events are readily available as often as needed. In
applications, the data may need to be processed; this may not be quick, especially for companies
transitioning to a real-time monitoring system from long-term aggregated reporting. New data
entry software and trained employees may need to be introduced into the safety system in order
perform the active monitoring described in this work. While this may involve some investment
of both time and money, the potential difference in accident rate change detection speed
demonstrated by this work should motivate companies to process data as soon as possible.

3.6.2 Data Standardization

Some limitations in the data provided by safety databases have been discussed for road traffic
accidents (Peden and Toroyan, 2005; Sethi and Zwi, 1999). A limitation to be considered in
occupational safety data is that the data should be standardized; that is, changes in the overall
workforce population will effect the frequency of accidents, independent of the level of hazard or
safety, and should therefore be accounted for in the analysis. These changes may include the
overall population of workers, as well as any changes in the average employee age, level of
training and experience, level of obesity, work seasonality, or other factors which may effect the employees’ susceptibility to injury. However, the overall workforce population data may not always accompany an incident database, as is the case with the industrial partner involved in this work. In the example used here, only two back-to-back years’ worth of data is used, so it is assumed that the workforce population did not change significantly during this time.

3.6.3 Expected Data Variation

When analyzing safety data, it is expected that there may be inherent day-of-the-week and time-of-the-day trends in incident patterns. Likewise, there may be geographical patterns associated with the work location or the specific area within a large worksite. These common-cause variations should be accounted for within a monitoring system, in order to better detect those unusual patterns with assignable causes.

3.6.4 Incident Severity

Another aspect of safety incidents which should also be considered is their severity. If accident prevention strategies need to be prioritized, emphasis should be placed on preventing those more severe incidents. Langley (2004) posited that a core challenge to injury surveillance is defining and agreeing upon what constitutes an “important injury event,” and investigating relative severity may be one way to accomplish this. The Department of Energy has developed a Safety Cost Index, defining the severity of an occupational accident by its associated cost (Gochfield and Mohr, 2007). Wu et al. (2010) considered severity to be the number of fatalities resulting from one catastrophe. Another definition of severity for a non-fatal incident could be the resulting number of days away from work and/or in job restriction.

3.6.5 Near Misses

"Near miss" or "near hit" data can also be included in daily Poisson CUSUM or TBE charts. If incidents which do not lead to recordable injuries are also recorded and monitored with real-time control charting tools, observed increases in the frequency of these incidents may lead to hazard identification and mitigation before significant injuries even occur. In this way, a frequency control chart signal can be a proactive leading indicator. Lander et al. (2011) has shown that
active investigation of near miss claims can lead to an overall decrease in the occupational accident rate. One must be concerned, however, with the under-reporting of near-miss accidents.

3.6.6 More General Results

We present an illustrative example in this paper that shows the benefits of using time-between-events data. Schuh et al. (2013) performed a thorough simulation study to show the effects of data aggregation when monitoring a Poisson process for increases in the rate of adverse events such as accidents.

3.7 References


4. The Effect of Data Aggregation When Monitoring a Poisson Process

4.1 Abstract

The aggregation of event counts is a common, and often necessary, practice in many applications. When working with large numbers of events, it may be more practical to consider the number of events occurring during time intervals of a given length, rather than the individual interarrival times between successive events. However, when data collection or summarization is done only at the end of aggregation periods, e.g., days, weeks, months, or quarters, there is the potential for significant information loss. In public health and safety applications, this data lag could lead to unnecessary injuries and deaths because of a delay in detecting an increased risk. In our paper, we assume an underlying Poisson process and study the effect of aggregation by investigating the relative performance of the cumulative sum (CUSUM) control chart for monitoring with Poisson-distributed aggregated data and the CUSUM chart based on exponentially-distributed time-between-events data. By comparing steady-state chart performance for varying aggregation periods, we show that the adverse effect of aggregation can be significant.

4.2 Introduction

When the rate of some event of interest is to be monitored, it is often common to aggregate and report numbers of counts over time periods of a specified length. Under the assumption of a Poisson process, these counts are Poisson-distributed and have frequently been monitored with a Shewhart $c$-chart. These $c$-charts, however, are known to be less sensitive to small changes in the process mean than cumulative sum (CUSUM) and exponentially-weighted moving average (EWMA) control charts. White et al. (1997) showed that Poisson CUSUM charts more quickly detect changes than Shewhart $c$-charts and Lucas (1985) suggested the use of Poisson CUSUM charts for monitoring a monthly rate of industrial accidents. Borror et al. (1998) recommended an EWMA chart for Poisson data.
Lucas (1985) alternatively suggested the use of an exponential CUSUM chart to monitor the times between successive accidents, since the interarrival times of events in a homogeneous Poisson process are exponentially distributed. In addition, Wu et al. (2010) used an exponential CUSUM chart to monitor the times between fatalities resulting from catastrophic accidents. While aggregating counts by week, month, or quarter may provide some simplicity, recording the times between events seems to have an obvious advantage in that there will be no lag in the reporting of information; that is, practitioners will not need to wait until the end of a week or a month, for example, to analyze the process behavior. Benneyan (1998a, 1998b) and Montgomery (2008) also recommended time-between-events monitoring for better efficiency.

Although an important issue, the relative performance of Poisson and exponential CUSUM control charts has only been briefly investigated. Gan (1994) compared the performance of CUSUM charts for exponentially distributed time-between-events data and Poisson-distributed aggregated counts. His results for two aggregation periods showed that the exponential CUSUM chart was more sensitive to changes in the rate of event occurrence than the Poisson CUSUM chart. In addition, Schuh et al. (2013) considered a case study with historical accident data and found that exponential CUSUM charts signaled increases in accident frequency sooner than counts aggregated daily, every three days, weekly, semi-monthly, monthly and quarterly.

The comparison between monitoring methods for aggregated data and non-aggregated data is important because data aggregation has become a common practice in many applications. In the fields of public health and safety, data are often aggregated and reported as numbers of events over time, such as the number of surgical errors in a month or the number of occupational injuries in a week. For instance, the Occupational Safety and Health Administration (OSHA, 2013) collects occupational injury data on an annual basis and the Bureau of Labor Statistics (BLS, 2013) issues a report with this type of data every August or September.

Problems with common public health surveillance methods have been noted and data mining solutions have been proposed for dealing with aggregation. Dubrawski (2011) suggested the use of T-Cube tree-like data representations to store aggregated data and retrieve information in a more timely fashion. In a report issued by the Centers for Disease Control and Prevention (CDC), Burkom et al. (2004) investigated the role of data aggregation in biosurveillance data from a Defense Advanced Research Project Agency (DARPA) project. The authors
recommended Bayesian belief networks for the temporal and spatial monitoring of epidemiological outbreaks. While these researchers discussed issues and types of aggregation and addressed aggregation for data storage, we are more interested in studying the effect of data aggregation over time, such as the annual, monthly, or weekly reporting of events.

The effect of data aggregation in control charting applications has been investigated for some common situations in manufacturing when monitoring normally distributed data. Reynolds and Stoumbos (2004a) showed that with a constant sampling rate smaller samples, i.e. with less aggregation, were much better at detecting large shifts in the mean of the process. Similarly, Reynolds and Stoumbos (2004b) compared the use of concentrated sampling and dispersed sampling, reporting that non-aggregated samples of individual measurements resulted in the best performance.

The CUSUM charts with data from Bernoulli and geometric distributions, the counterparts of the Poisson and exponential distributions for binary data, have also been studied. The Bernoulli CUSUM chart considers the individual inspection of items and the result (conforming or non-conforming) after each inspection. Geometric charts are based on the number of conforming items between successive nonconforming items. Reynolds and Stoumbos (1999) found that the Bernoulli CUSUM chart more quickly detected an increase in the proportion of nonconforming items than standard Shewhart charts based on the binomial distribution resulting from aggregation. Building on this work, Reynolds and Stoumbos (2000) compared the performance of Bernoulli CUSUM charts to that of binomial CUSUM charts for aggregated samples, finding that Bernoulli CUSUM charts showed better overall performance, especially for detecting large increases in the rates of nonconforming items. Szarka and Woodall (2011) further discussed this topic in their review of Bernoulli-based charts.

Our paper extends these previous investigations of the effect of data aggregation by more thoroughly exploring the relative performance of exponential CUSUM and Poisson CUSUM control charts with some longer aggregation periods. We expand upon the work of Gan (1994) by considering the steady-state performance of the charts, simulating a randomly occurring sustained shift in the rate at some point after monitoring begins. We also consider more commonly used aggregation periods in public health and safety, i.e., weekly, bi-weekly, and monthly, for one special case.
4.3 Poisson and Exponential CUSUM Control Charts

In this section we introduce the background and structure of the Poisson and exponential CUSUM charts. We assume a homogeneous Poisson process with an average time between events of $\lambda$ time units. Thus the interarrival times are independently distributed exponential random variables with mean $\lambda$. For an aggregation period of length $d$ time units, counts are independent and Poisson distributed with a mean of $\mu = d/\lambda$. The time unit considered can vary depending on the application. We assume that the in-control value of the parameter is $\lambda_0 = 1$ and that we wish to detect only decreases in the average time between events. Our results, however, are generalizable. For example, if events occur at an average rate of 4 per 28 day period, then this is equivalent to one event per week. If we consider an aggregation period of seven time units, then this would correspond to aggregating the data over a 49 day period. Thus, it is only necessary to consider the $\lambda_0 = 1$ case.

4.3.1 Poisson CUSUM Control Charts

In a traditional Shewhart $c$-chart, counts of events are monitored for unusual behavior. A Phase I baseline of data is used to establish an upper control limit and the counts are then monitored in real time during Phase II. When the number of events exceeds the established control limit, the chart signals and the process is considered to be out-of-control. In manufacturing settings, the process may be stopped, the source of the increased mean is investigated and fixed, and the monitoring process begins again. In public health and safety applications, the process is not so easily stopped. Therefore, a safety monitoring process should be restarted following the implementation of a new hazard control, as Schuh et al. (2013) suggested.

Page (1954) introduced the CUSUM chart, which instead incorporates historical data to more effectively detect parameter step changes. Since an aggregated number of events in defined time periods is Poisson-distributed, a Poisson CUSUM chart is appropriate for monitoring such counts. At time $i$, the Poisson CUSUM statistic used to detect an increase in the average number of events is given by

$$S_{\text{POISSON}, i} = \max(0, S_{\text{POISSON}, i-1} + X_i - k_{\text{POISSON}}),$$  \hspace{1cm} (1)
where $X_i$ is the observed count at time $i$ and $k_{POISSON}$ is the reference parameter. This reference parameter is given by Lucas (1985) to be

$$k_{POISSON} = \frac{\mu_1 - \mu_0}{\ln(\mu_1) - \ln(\mu_0)}$$

(2)

where $\mu_0$ is the in-control mean number of events and $\mu_1$ is the mean number of events to be detected quickly. The value $S_{POISSON,0}$ is usually set to zero. The value $\mu_0$ is typically estimated as the Phase I mean, but we assume the value is known. The chart signals when $S_{POISSON,i} > h$. For all of the examples to be discussed in this paper, $h$ is set to give a desired in-control average time to signal (ATS) value.

### 4.3.2 Exponential CUSUM Control Charts

An alternative to monitoring aggregated numbers of events over time is to monitor the times between successive adverse events. Thus, information will be incorporated as it is obtained, instead of only updating the monitoring procedure at the end of specified time periods. An increase in the average time between events is desirable and a decrease should be detected and investigated as quickly as possible. The exponential CUSUM statistic at time $i$ is given by

$$C_{EXP,i} = \max (0, C_{EXP,i-1} + k_{EXP} - Y_i)$$

(3)

where $Y_i$ is the time between the current event $i$ and the previous event $i-1$. The value $C_{EXP,0}$ is usually set to 0. If $\lambda_1$ is the rate of adverse events to be detected quickly and $\lambda_0$ is the in-control rate, the reference parameter is given by

$$k_{EXP} = \frac{\lambda_1 \lambda_0}{\lambda_1 - \lambda_0} \ln\left(\frac{\lambda_1}{\lambda_0}\right).$$

(4)

Lucas (1985) converted these rates to counts per time period, implicitly assuming $d=1$, and defined the exponential CUSUM reference parameter as

$$k_{EXP} = \frac{\ln(\mu_1) - \ln(\mu_0)}{\mu_1 - \mu_0}.$$

(5)

Equations (4) and (5) produce the same value for the reference parameter.
4.4 Relative Performance of Poisson and Exponential CUSUM Control Charts

In this section we will investigate the relative performance of Poisson and exponential CUSUM charts for various levels of aggregation using computer simulation.

4.4.1 Zero-state Performance

As mentioned in Section 4.2, Gan (1994) briefly studied the relative performance of Poisson and exponential CUSUM control charts. Gan’s zero-state ATS values are given in Table 4.1. The CUSUM charts he considered were optimal for detecting average interarrival times changing from $\lambda_0=1$ to $\lambda=0.5$. Therefore, the charts will be optimal in detecting an increase from an average of one event per time period to two ($1/0.5 = 2$). The Poisson charts, represented by POIS1 and POIS10, use aggregation time periods of length 1 and 10 time units, respectively. When considering a public health example, it may be helpful to consider the time period as one day – so the in-control ATS values for $\lambda=1$ indicate that a signal will occur, on average, after about 204 or 1112 days when the process is in-control, depending on the desired in-control ATS. The reference values ($k$) and control limits ($h$) in Table 4.1 for each chart were given by Gan (1994).

We agree with Gan’s conclusion that the zero-state exponential CUSUM chart is more sensitive to decreases in average interarrival times (increases in the rate of event occurrence) than the Poisson CUSUM charts based on aggregation time intervals of 1 and 10. This is most clearly the case for large decreases in $\lambda$. One should note, however, that these could correspond to relatively low levels of aggregation.
Table 4.1: Gan (1994) zero-state ATS for optimal (in detecting shift to $\lambda=0.5$) Poisson CUSUM and exponential CUSUM control charts

4.4.2 Steady-State Performance

In the zero-state performance comparisons, like that presented by Gan (1994), it is assumed that the process is already in an out-of-control state when monitoring begins or that the control chart statistic is at its initial value when a sustained shift in the parameter occurs. In Gan’s zero-state results, the ATS values were calculated as the average time between the beginning of the monitoring period and an out-of-control signal. For the Poisson aggregated charts, the average run length (ARL) was calculated as the number of time periods until a signal. The ARL can then be converted to an ATS value by multiplying the number of time periods by the length of each time period. For example, an ARL of 10 ten-day time periods would be the same as an ATS of 100 days to signal. Only ATS values are reported in Table 4.1, to allow for easier comparisons among the Poisson CUSUM charts and the exponential CUSUM chart.

In applications, it is not reasonable to assume that a process is already out-of-control when monitoring begins or that the control chart statistic is at its initial value when any shift occurs.
Instead, it is expected that a period of in-control behavior will be followed by a randomly occurring shift to out-of-control behavior. It is of interest to know how soon a signal occurs with each type of chart following this random shift, as this will indicate the chart’s value in practical use. This metric, the average time between the occurrence of the shift and a signal, is known as a chart’s steady-state ATS performance and sometimes referred to as the conditional expected delay. Table 4.2 shows the steady-state ATS values for the first set of charts considered in Table 4.1, based on 100,000 simulated charts. Again it is clear that the exponential CUSUM chart exhibits better performance than either of the Poisson charts considered.

<table>
<thead>
<tr>
<th></th>
<th>POIS10</th>
<th>POIS1</th>
<th>EXP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>14.429</td>
<td>1.44</td>
<td>0.693</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$h$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>204.5</td>
<td>203.8</td>
<td>204.9</td>
</tr>
<tr>
<td>0.95</td>
<td>144.8</td>
<td>143.8</td>
<td>142.8</td>
</tr>
<tr>
<td>0.9</td>
<td>102.4</td>
<td>102.4</td>
<td>101.2</td>
</tr>
<tr>
<td>0.85</td>
<td>73.2</td>
<td>70.6</td>
<td>70.6</td>
</tr>
<tr>
<td>0.8</td>
<td>53.2</td>
<td>50.2</td>
<td>50.2</td>
</tr>
<tr>
<td>0.75</td>
<td>39.1</td>
<td>35.9</td>
<td>35.9</td>
</tr>
<tr>
<td>0.7</td>
<td>29.4</td>
<td>26.0</td>
<td>25.6</td>
</tr>
<tr>
<td>0.65</td>
<td>22.6</td>
<td>18.9</td>
<td>18.5</td>
</tr>
<tr>
<td>0.6</td>
<td>17.8</td>
<td>14.0</td>
<td>13.6</td>
</tr>
<tr>
<td>0.55</td>
<td>14.5</td>
<td>10.6</td>
<td>10.1</td>
</tr>
<tr>
<td>0.5</td>
<td>12.1</td>
<td>8.2</td>
<td>7.6</td>
</tr>
<tr>
<td>0.45</td>
<td>10.4</td>
<td>6.3</td>
<td>5.9</td>
</tr>
<tr>
<td>0.4</td>
<td>9.2</td>
<td>5.0</td>
<td>4.5</td>
</tr>
<tr>
<td>0.35</td>
<td>8.3</td>
<td>3.9</td>
<td>3.5</td>
</tr>
<tr>
<td>0.3</td>
<td>7.6</td>
<td>3.1</td>
<td>2.6</td>
</tr>
<tr>
<td>0.25</td>
<td>7.0</td>
<td>2.4</td>
<td>2.0</td>
</tr>
<tr>
<td>0.2</td>
<td>6.5</td>
<td>1.9</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 4.2: Steady-state average time to signal for optimal (in detecting a sustained shift to $\lambda=0.5$) Poisson and exponential CUSUM control charts with respect to an increase in the rate of occurrences of events

The Poisson chart ATS values in Table 4.2 were calculated by designating a specified number of time periods (50) as an in-control period, referred to as the warm-up period. All simulated events in the warm-up period follow a Poisson distribution with parameter 1 or 10, as the case may be. Since the randomly-occurring shift to out-of-control behavior will not necessarily occur at the
beginning of an aggregated time period (i.e., the beginning of a month or a week), the shift was assumed to occur at a uniformly distributed random time during the first time period following the warm-up period. Therefore, the number of events simulated for this time period is partially affected by the in-control parameter value $\mu_0$ and partially affected by the out-of-control value $\mu_1$. We assume that the out-of-control shift will be sustained, so each time period thereafter will have a simulated number of events with Poisson parameter $\mu_1$.

Likewise, for the exponential time-between-events chart, the shift will likely occur between events, not immediately following an event. Therefore, the time between the last event when the process was in-control and the first event when the process was out-of-control will be affected by $\lambda_0$ for a random percentage of the time and $\lambda_1$ for the rest. Again, since the shift is sustained, the time between the succeeding events will be distributed with the parameter $\lambda_1$. We assumed that the time of the shift was uniformly distributed in the interval $(10\lambda_0, 20\lambda_0)$.

The distinction between the simulations for zero-state and steady-state conditions is illustrated in Figures 4.1 and 4.2. In Figure 4.1(b), one can see that the count for one aggregation period is influenced by the values of both $\mu_0$ and $\mu_1$. For simplicity of presentation, it is assumed here that the shift in the parameter occurs in the second aggregation period. Similarly, in Figure 4.2(b), one time between events is influenced by both $\lambda_0$ and $\lambda_1$. Szarka and Woodall (2012) described a similar framework when monitoring with Bernoulli data.
Figure 4.1: Zero-state (a) and steady-state (b) scenarios for monitoring with aggregated Poisson counts
Figure 4.2: Zero-state (a) and steady-state (b) scenarios monitoring with exponential interarrival times
Because the steady-state Poisson simulations allow a partially out-of-control period for the first time period after the warm-up, it is possible that the shift will be detected after only this partial period. This is most likely to happen when detecting large decreases in $\lambda$ and is why some of the steady-state ATS values shown in Table 4.2 are less than 10 for the POIS10 chart.

**4.4.3 Extension to Other Aggregation Periods**

When considering the use of exponential or Poisson CUSUM charts in public health applications, it may be helpful to consider longer aggregation periods. For instance, it may be more common to record an aggregated number of surgical failures in a week or the number of industrial accidents in a month, which may not correspond to the one or ten time periods Gan (1994) considered. Therefore, in Tables 4.3 and 4.4, we compare the ATS performance of exponential CUSUM charts to Poisson CUSUM charts based on aggregation time intervals of 1, 7, 14, and 30 time periods in order to simulate daily, weekly, bi-weekly, and monthly aggregation with $\lambda_0=1$ day. Table 4.3 shows similar in-control performance for the charts considered and displays their steady state performance. The reference values were calculated using Equations (2) and (4), so these values for the POIS1 and EXP charts vary slightly from Gan’s (1994) reference values given in Table 4.1.

The CUSUM statistics are discrete for Poisson-distributed data. The zero-state in-control ATS values follow a step function with respect to the control limit, as described by Han et al. (2009). Poisson charts with different reference parameters, like those given in Table 4.3, have different values along these step functions. The zero-state parameters suggested by Gan (1994) for charts with data aggregated over 1 and 10 time periods produce ATS values that do not correspond to values obtained along the step functions for aggregated data over 7, 14 and 30 time periods. Therefore, the in-control ATS values used in Table 4.3 were carefully chosen so that they were all approximately the same. Since more charts are being compared than in Gan (1994), this was not a trivial undertaking; a compromise was necessary to allow somewhat higher in-control ATS values for the POIS14 and POIS30 charts. Furthermore, it should be noted that the in-control ATS values must be larger when comparing charts with longer aggregation periods, in order to find a control limit greater than zero for the chart corresponding to the longest aggregation period. Even with a relatively high desired in-control ATS of around 4400, the POIS30 chart requires a control limit close to zero to approximately match it.
It is important to recognize again that we are assuming each of these aggregation periods represent units of days, in order to better conceptualize the specific impact for public health and safety applications. For instance, when considering an increase in event frequency from $\lambda_0=1$ to $\lambda=0.2$ in Table 4.3, we can see that a signal would be given on average after 6.0 time units when monitoring with the POIS7 chart, compared to 9.7 time units when using the POIS14 chart. We assume that we are aggregating over seven days and fourteen days, respectively, since these are common aggregation periods in public health – and, therefore, we interpret the values in the table to indicate that a signal would be expected 3.7 days sooner when aggregating weekly instead of bi-weekly for this particular example. However, these aggregation periods could just as easily be considered in terms of any time unit: seconds, hours, weeks, months, etc. If the time period were weeks instead of days, for example, we would be aggregating over a 7, 14, or 30 week period. Likewise, we assume that the effective time unit is that for which the expected count equals one.
If the expected count per time period was two, the POIS30 chart would be based on aggregated counts for 15 time periods.

Since our overall goal is to reduce the number of observed adverse events, Table 4.4 reiterates the impact of data aggregation by showing the number of additional adverse events that would be expected to occur as a result of using any chart instead of the most efficient chart for detecting a given increase in event frequency. For example, when detecting an increase in the frequency of events to \( \lambda = 0.2 \), using the POIS1 chart instead of the EXP chart would result in the occurrence of an expected 2.0 additional adverse events before a signal. Steiner and Jones (2010) considered a similar metric when comparing control chart performance for the monitoring of surgical deaths.

<table>
<thead>
<tr>
<th></th>
<th>POIS30</th>
<th>POIS14</th>
<th>POIS7</th>
<th>POIS1</th>
<th>EXP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>43.2809</td>
<td>20.1977</td>
<td>10.0989</td>
<td>1.4427</td>
<td>0.6931</td>
</tr>
<tr>
<td>( h )</td>
<td>0.7191</td>
<td>4.8023</td>
<td>6.901</td>
<td>9.0182</td>
<td>6.2877</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>105.8</td>
<td>178.2</td>
<td>57.7</td>
<td>54.0</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>127.2</td>
<td>201.3</td>
<td>95.9</td>
<td>103.3</td>
<td></td>
</tr>
<tr>
<td>0.85</td>
<td>87.4</td>
<td>130.8</td>
<td>72.9</td>
<td>70.1</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>44.4</td>
<td>68.6</td>
<td>33.1</td>
<td>36.9</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>19.9</td>
<td>28.3</td>
<td>8.9</td>
<td>10.7</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>8.0</td>
<td>9.1</td>
<td>10.9</td>
<td>2.6</td>
<td>---</td>
</tr>
<tr>
<td>0.65</td>
<td>7.8</td>
<td>8.9</td>
<td>8.0</td>
<td>0.5</td>
<td>---</td>
</tr>
<tr>
<td>0.6</td>
<td>18.8</td>
<td>9.5</td>
<td>6.7</td>
<td>0.5</td>
<td>---</td>
</tr>
<tr>
<td>0.55</td>
<td>23.6</td>
<td>10.5</td>
<td>6.4</td>
<td>0.5</td>
<td>---</td>
</tr>
<tr>
<td>0.5</td>
<td>28.8</td>
<td>11.8</td>
<td>6.6</td>
<td>0.6</td>
<td>---</td>
</tr>
<tr>
<td>0.45</td>
<td>34.0</td>
<td>13.6</td>
<td>6.9</td>
<td>0.9</td>
<td>---</td>
</tr>
<tr>
<td>0.4</td>
<td>39.8</td>
<td>16.0</td>
<td>7.8</td>
<td>1.3</td>
<td>---</td>
</tr>
<tr>
<td>0.35</td>
<td>46.0</td>
<td>18.9</td>
<td>8.9</td>
<td>1.1</td>
<td>---</td>
</tr>
<tr>
<td>0.3</td>
<td>53.7</td>
<td>23.0</td>
<td>10.7</td>
<td>1.3</td>
<td>---</td>
</tr>
<tr>
<td>0.25</td>
<td>63.6</td>
<td>28.0</td>
<td>12.8</td>
<td>1.2</td>
<td>---</td>
</tr>
<tr>
<td>0.2</td>
<td>79.5</td>
<td>35.5</td>
<td>17.0</td>
<td>2.0</td>
<td>---</td>
</tr>
</tbody>
</table>

Table 4.4: Number of additional adverse events expected for each less-effective chart when detecting various increases in event frequency

From Tables 4.3 and 4.4, it is clear that for large decreases in average interarrival times, the exponential chart provides the best performance, as we expected. However, for small decreases in \( \lambda \) values, charts with longer aggregation periods begin to perform more efficiently than those with shorter aggregation periods. For detecting shifts to \( \lambda \) values between .7 and .95, the chart
based on aggregating 14 time periods performs better than the one based on aggregating 7 time periods. When detecting decreases in $\lambda$ to values between .75 and .95, the aggregated Poisson chart based on 30 time periods outperforms the exponential CUSUM chart. Similar results were found by Reynolds and Stoumbos (2004a) for the Bernoulli/binomial case. However, since the charts in Table 4.4 are designed to be optimal for detecting a decrease in interarrival times from 1.00 to 0.5, it is not reasonable to expect that the exponential chart will have optimal performance for detecting smaller decreases. By only comparing two Poisson charts with smaller aggregation periods to the exponential chart in the zero-state, Gan (1994) did not observe the phenomenon of better performance with longer aggregation periods. Even when the steady-state performance was considered for the charts in Table 4.2, this somewhat counterintuitive effect went unnoticed. It should be kept in mind, however, that if the small shifts are considered important, the charts should be tuned appropriately to detect them quickly.

The expected numbers of additional adverse events from Table 4.4 are also plotted in Figure 4.3, in order to more easily compare the charts. The graph further emphasizes the observation that the EXP chart is best for detecting larger decreases in $\lambda$.

![Chart](image)

**Figure 4.3:** Number of additional adverse events expected for each less-effective chart when detecting various increases in event frequency, based on data from Table 4.4
4.4.4 Longer Aggregation Periods

One will notice that the values of the control limits for the Poisson charts in Table 4.3 are tending toward zero as the amount of aggregation increases. In fact, as the length of the aggregation period increases, the control limits decrease and the CUSUM charts become more like Shewhart charts. The charts are designed to detect a decrease in $\lambda$ from 1.00 to 0.50, which is the equivalent of detecting a doubling of the process mean from one event per time period to two. Since the process mean is the same as the variance for a Poisson process, the POIS1 chart will be detecting a shift in the average count value from one to two, which is the same as a one standard deviation increase. However, when detecting a shift from an average of 30 counts to 60 counts with the POIS30 chart, this is a difference of 5.5 standard deviations. As the shift size increases, the CUSUM chart’s benefit over a Shewhart chart decreases. A practitioner may prefer to use a Shewhart chart because they are easier to design.

Since it is common for some agencies and industries to aggregate data over long time periods, it is important to consider the performance of control charts designed to monitor data collected over these longer aggregation periods. In order to study the performance of Poisson CUSUM charts based on longer aggregation periods without tending toward Shewhart behavior so quickly, one could design the charts to detect smaller decreases in $\lambda$. For instance, if the charts were designed to be optimal for detecting a shift in $\lambda$ from 1.00 to 0.75, they would be optimal for detecting a one-third increase in the process mean count instead of a doubling. When the charts are designed to detect smaller decreases in interarrival times, longer aggregation periods can be studied because the CUSUM control limits will tend toward zero at a slower rate with increasing levels of aggregation. Table 4.5 compares four Poisson charts to the exponential chart, this time all designed to be optimal in detecting a shift to $\lambda=0.75$. Longer aggregation periods are considered this time; the performance of Poisson charts with annual, semi-annual, quarterly, and monthly Poisson aggregation periods, given an in-control rate of one per day, are compared to the exponential chart. Again, it was necessary for the in-control ATS values to be extremely high in order to have a control limit greater than zero for the POIS365 chart. As a result of this high in-control ATS, the number of simulated charts has been reduced to 10,000 to estimate the ATS values in this table.
<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>POIS365</th>
<th>POIS180</th>
<th>POIS90</th>
<th>POIS30</th>
<th>EXP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k$</td>
<td></td>
<td></td>
<td></td>
<td>0.8630</td>
</tr>
<tr>
<td>1</td>
<td>422.9206</td>
<td>208.5636</td>
<td>104.2818</td>
<td>34.7606</td>
<td>27.5151</td>
</tr>
<tr>
<td>$h$</td>
<td>1.1895</td>
<td>16.6746</td>
<td>21.8022</td>
<td>26.4982</td>
<td>27.5151</td>
</tr>
<tr>
<td>0.95</td>
<td>17,346.0</td>
<td>26,688.0</td>
<td>28,086.0</td>
<td>26,896.0</td>
<td>26,393.0</td>
</tr>
<tr>
<td>0.9</td>
<td>2,218.5</td>
<td>3,243.4</td>
<td>3,232.0</td>
<td>3,104.0</td>
<td>3,059.6</td>
</tr>
<tr>
<td>0.85</td>
<td>708.4</td>
<td>772.8</td>
<td>731.8</td>
<td>688.8</td>
<td>686.4</td>
</tr>
<tr>
<td>0.8</td>
<td>442.9</td>
<td>363.4</td>
<td>322.0</td>
<td>296.7</td>
<td>288.2</td>
</tr>
<tr>
<td>0.75</td>
<td>362.2</td>
<td>248.2</td>
<td>203.3</td>
<td>174.2</td>
<td>167.5</td>
</tr>
<tr>
<td>0.7</td>
<td>320.6</td>
<td>199.6</td>
<td>148.7</td>
<td>119.8</td>
<td>111.6</td>
</tr>
<tr>
<td>0.65</td>
<td>291.5</td>
<td>174.3</td>
<td>118.1</td>
<td>90.0</td>
<td>80.9</td>
</tr>
<tr>
<td>0.6</td>
<td>271.4</td>
<td>156.6</td>
<td>100.5</td>
<td>71.7</td>
<td>61.4</td>
</tr>
<tr>
<td>0.55</td>
<td>253.7</td>
<td>144.9</td>
<td>89.6</td>
<td>58.3</td>
<td>47.4</td>
</tr>
<tr>
<td>0.5</td>
<td>240.5</td>
<td>134.7</td>
<td>80.9</td>
<td>48.9</td>
<td>37.2</td>
</tr>
<tr>
<td>0.45</td>
<td>229.6</td>
<td>126.7</td>
<td>74.1</td>
<td>41.4</td>
<td>29.6</td>
</tr>
<tr>
<td>0.4</td>
<td>221.8</td>
<td>120.3</td>
<td>68.5</td>
<td>35.7</td>
<td>23.4</td>
</tr>
<tr>
<td>0.35</td>
<td>212.4</td>
<td>113.9</td>
<td>64.5</td>
<td>31.7</td>
<td>18.6</td>
</tr>
<tr>
<td>0.3</td>
<td>208.0</td>
<td>109.3</td>
<td>59.6</td>
<td>28.2</td>
<td>14.5</td>
</tr>
<tr>
<td>0.25</td>
<td>202.6</td>
<td>104.9</td>
<td>56.4</td>
<td>25.1</td>
<td>11.1</td>
</tr>
<tr>
<td>0.2</td>
<td>197.7</td>
<td>101.6</td>
<td>53.7</td>
<td>22.6</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Table 4.5: Steady-state performance for optimal (in detecting shift to $\lambda=0.75$) Poisson and exponential CUSUM control charts with respect to an increase in the rate of occurrences of events

As we noted in Table 4.3, the Poisson charts in Table 4.5 with the longer aggregation periods have better ATS performance for detecting small decreases in interarrival times. However, the exponential chart again shows much quicker detection of larger decreases, including the targeted decrease in average interarrival times to $\lambda=0.75$. To further demonstrate this, Table 4.6 shows the additional adverse events expected to result from use of less effective charts in Table 4.5.
Table 4.6: Number of additional adverse events expected for each less-effective chart when detecting various increases in event frequency

Table 4.6: Number of additional adverse events expected for each less-effective chart when detecting various increases in event frequency

Figure 4.4 graphs the expected additional number of adverse event values from Table 4.6, for the detection of $\lambda$ in the range from 0.2-0.85, in order to better visualize the benefit of using charts with smaller aggregation periods for the detection of larger increases in interarrival times. Since the EXP chart is the most effective of our charts for $\lambda$ in the range 0.2-0.85, it appears as a horizontal line at 0 in Figure 4.4, and the expected number of additional adverse events resulting from the use of Poisson charts increases with increasing levels of aggregation. Since these charts were not designed to detect very small increases, the results for $\lambda$ in the range 0.9-0.95 have been omitted from Figure 4.4.
As we have discussed, for high levels of aggregation where the control limit is nearing zero, the Poisson CUSUM chart is expected to show similar performance to a Shewhart $c$-chart. Table 4.7 compares the ATS performance of Shewhart charts to the Poisson CUSUM charts with the longest aggregation periods from Tables 3 and 5, POIS30 and POIS365. We notice that Shewhart charts offer comparable performance to Poisson CUSUM charts for these longer aggregation periods, but the exponential chart is still preferred for the detection of large decreases in $\lambda$.

When considering data aggregated over very long time periods, a practitioner may consider implementing a Shewhart chart instead of a Poisson CUSUM chart. Ideally, however, current processes using these extremely long aggregation periods should be altered such that collected data are aggregated more frequently, or time-between-events data are monitored instead. This paper has shown that exponential CUSUM charts for time-between-events data have the best overall detection performance, and Poisson CUSUM charts using short aggregation periods are preferred if temporal data aggregation is necessary.
Table 4.7: Steady-state performance for Poisson CUSUM charts (POIS30 from Table 4.4, and POIS365 from Table 4.6) and Shewhart control charts, with respect to an increase in the rate of occurrences of events

### 4.5 Conclusions

The need for better comparisons between aggregated and non-aggregated data reporting methods for public health and safety monitoring is important. In our paper, previous work in the comparison of Poisson and exponential CUSUM charts was expanded through an analysis of steady-state chart performance, which better represents the actual occurrence of adverse events in public health and safety. The exponential chart was observed to have better overall performance than Poisson charts based on aggregated data. Longer aggregation periods were investigated by designing the charts to detect smaller decreases in interarrival times. The expected number of additional adverse events when less efficient charts are used was also calculated to further motivate the need for real-time monitoring. Finally, more straightforward Shewhart charts were found to have comparable ATS performance to Poisson CUSUM charts when the length of the aggregation period is very long. However, these processes should ideally
be restructured to allow for more frequent data collection, since the exponential chart is preferred.

Although we have considered the monitoring of a homogeneous Poisson process in our paper, our approach can be generalized to study the effect of aggregation on seasonal data, autocorrelated data, and data that includes other effects. It can also be extended to risk-adjusted monitoring in healthcare. Research is needed on the effect of aggregation on the detection of rate decreases as well as on its impact on detecting transient process changes. We strongly encourage practitioners to study the effect of aggregation in their applications. Even though it is sufficient to consider only the $\lambda_0=1$ case, it is not practical for us to consider all of the aggregation levels that may be relevant in particular applications.

As a final note, it is important in many applications to investigate each serious adverse event even if there is no evidence of a process change. Such investigations and the implementation of process improvements do not preclude the use of control charts to determine whether or not the rate of adverse events has increased or decreased. The detection of increases in the average time between events would indicate the success of a process improvement initiative.
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5. Including Accident Severity in Statistical Monitoring Systems for Occupational Safety

5.1 Abstract

In order to reduce the rates of occupational fatalities and nonfatal injuries in industry, it is important to measure, monitor, and report safety performance over time, and act accordingly upon any findings. Real-time statistical monitoring for occupational safety has focused mostly on monitoring and improving upon accident frequency considerations. However, another important aspect of occupational safety incidents is their severity. If safety initiatives need to be prioritized, obviously those that address and reduce the most severe accidents should be implemented first. Severity has been considered in safety improvement processes before, such as the Risk Assessment Matrix or the Department of Energy Cost Index, but it is not clear how these definitions of severity could be transferred to quantitative statistical monitoring systems. This paper reviews current accident severity metrics, including the monitoring of OSHA-recordable “Days Away from Work” and “Days in Job Restriction/Transfer.” Recommendations for the selection of a severity metric and a temporal directionality of the metric (reactive, predictive, or proactive) for statistical monitoring of accident severity are given.

5.2 Introduction

The United Nation’s International Labour Organization (ILO) estimates that there are annually 337 million occupational accidents and 160 million occupational diseases, resulting in a total of 2.3 million worker deaths per year (Niu, 2010). In the U.S., approximately 4,600 fatal work injuries occurred in 2011 (Bureau of Labor Statistics, BLS, 2013). In an effort to reduce and eliminate these accidents, the National Institute of Occupational Safety and Health (NIOSH) has made surveillance a priority in their strategic goals (NIOSH, 2011). Currently, the Occupational Safety and Health Administration (OSHA) collects required reporting materials from companies employing more than 11 workers at the end of each calendar year, and the Bureau of Labor Statistics (BLS) releases this information to the public in September of the following year (BLS,
This obvious data lag may trickle down to companies and industries who may not collect or analyze data on their own, outside of OSHA requirements. This causes a similar lag in root-cause investigation which usually occurs on the smaller scale. It has been suggested by many authors that more frequent monitoring of accidents using statistical monitoring can improve the ability to signal unsafe conditions (Wu et al., 2010; Lucas, 1985; Schuh et al., 2013a; Schuh et al., 2013b; Schuh et al., 2013c).

Applications of real-time statistical monitoring for safety have focused on only monitoring accident frequency (e.g., Blindauer and Michael, 1959; Adekeye and Aluko, 2012; Cournoyer et al., 2011), including initial attempts for specifically monitoring industrial accidents (Lucas, 1985; Schuh et al., 2013a; Schuh et al., 2013b; Schuh et al., 2013c). However, accident severity is also important for prioritizing the implementation of new best practices. A core challenge to injury surveillance is defining and agreeing upon what constitutes an “important injury event,” (Langley, 2004) and investigating relative severity may be one way to accomplish this.

This paper introduces the challenges associated with the active monitoring of accident severity. Section 5.3 discusses how statistical surveillance has recently been used to monitor accident frequency. In Section 5.4, the selection or development of a severity metric is encouraged and some common accident severity metrics are reviewed. Section 5.5 motivates the choice of a safety management approach for monitoring performance indicators, and outlines how reactive, predictive and proactive indicators could be used in the statistical monitoring of accident severity metrics. Finally, conclusions and suggestions for future work are offered in Section 5.6.

### 5.3 Statistical Monitoring Background

A statistical monitoring tool that has traditionally been used for manufacturing applications is the statistical process control chart. In the 1920s, Walter Shewhart introduced these charts in order to monitor the number of defective parts and address machining problems as soon as possible when an unusual number of defectives was observed (Montgomery, 2008).

More recently, statistical process control charts have been adapted for use in healthcare applications (Woodall, 2006; Woodall et al., 2010). When specifically considering accident frequency, initial studies have found that monitoring real-time data with an exponential cumulative sum (CUSUM) control chart will signal safety problems sooner than using a Poisson
CUSUM chart to monitor accident data that has been aggregated over a specific period of time (e.g., a year, a quarter, or a month) (Schuh et al., 2013b; Schuh et al., 2013c). An example of an exponential CUSUM control chart that could be used for monitoring accidents in real time is given in Figure 1, where a signal is given after about 61 days of monitoring (Schuh et al., 2013b).

![CUSUM chart](image)

Figure 5.1: Exponential CUSUM control chart for monitoring accident frequency (from Schuh et al., 2013b)

The purpose of using a similar control chart system for monitoring accident severity would be to prioritize the implementation of new best practices. For instance, when monitoring accident frequency alone, it might be difficult for safety officials to immediately recognize which accident types are resulting in the most severe outcomes. If companies and industries were tracking an accident severity metric alongside accident frequency, hazard controls could more easily be implemented in order of urgency, according to the degree of severity associated with the accident they are intended to prevent. The monitoring of accident severity with a control chart has only been briefly suggested for the small subset of accidents resulting in multiple fatalities (Wu et al., 2010).

In order to develop a system for monitoring the severity of all accidents in real-time, a current severity performance metric will need to be chosen (or a new one created), and a monitoring directionality will need to be selected (backward, present, or forward). Section 5.4 reviews the benefits and limitations of some common severity metrics that are currently used, and discusses their shortcomings for use in real-time or near-real-time statistical monitoring systems. In Section 5.5 the directionality of monitoring metrics, including reactive, predictive and proactive
implementation methods are discussed. While these topics are reviewed in depth here, it will be imperative for future studies to investigate the various combinations of metrics and monitoring methods.

5.4 Severity Metrics

First, it will be necessary to choose a severity metric to monitor. Many metrics for accident severity are currently being used. This section reviews these metrics and discusses their benefits and limitations for use in active statistical monitoring systems.

5.4.1 Risk Assessment Matrix

The Risk Assessment Matrix is a tool used to determine an activity’s risk based on the probability and severity of the potential accidents associated with the activity. This matrix was originally developed for general safety analysis, but has been adapted for use in the U.S. military. The version adapted by the U.S. Department of Defense is given in Figure 5.2.

<table>
<thead>
<tr>
<th>SEVERITY</th>
<th>Catastrophic (1)</th>
<th>Critical (2)</th>
<th>Marginal (3)</th>
<th>Negligible (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequent (A)</td>
<td>High</td>
<td>High</td>
<td>Serious</td>
<td>Medium</td>
</tr>
<tr>
<td>Probable (B)</td>
<td>High</td>
<td>High</td>
<td>Serious</td>
<td>Medium</td>
</tr>
<tr>
<td>Occasional (C)</td>
<td>High</td>
<td>Serious</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Remote (D)</td>
<td>Serious</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Improbable (E)</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Eliminated (F)</td>
<td>Eliminated</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.2: Risk Assessment Matrix (from U.S. Department of Defense, 2012)

The risk assessment matrix has been criticized for being too subjective and not quantitative enough to effectively mitigate risk (Cox, 2008). Also, actively monitoring changes in these risk levels will be difficult since there is no associated quantitative value. Therefore, monitoring these risk level may not be the most effective way to incorporate incident severity into statistical safety monitoring.
5.4.2 Lost and Restricted Workday Metrics

Currently, OSHA and BLS recognize the lost workday (LWD) rate as a key measure of workplace injury and illness severity (BLS, 2012). This measure is calculated as the ratio of the number of employee days away from work and the total number of hours worked in a firm during a year. The effect of this measure has been analyzed in past studies. For instance, the historically most common accident types, injury sources, and body parts associated with accidents resulting in 21 or more days away from work has been studied (Mital et al., 1999), lost work time and workers compensation metrics in the construction industry have been used to identify areas where more safety resources are needed (Lowery et al., 2000), and an Injury Severity Score has been developed, which combines the days away from work with the number of days spent in the hospital, as well as indices for how maimed or fractured an employee was (Larsson and Field, 2002). An extensive literature review summarizing the historical uses of the lost work time metrics in the mining industry has also been conducted (Coleman and Kerkering, 2007). The DART rate (Days Away, Restricted or Transferred) is a similar metric that has recently replaced the LWD metric for OSHA and BLS severity assessments.

One obvious shortcoming of these rates is that they are clearly lagging indicators. That is, they only assess past incidents. “Leading” indicators, on the other hand, would instead attempt to predict and prevent future accidents without necessarily relying on past data (Hinze et al., 2013). However, the LWD and DART rates are both products of the OSHA and BLS annual reports, and it would be difficult to measure and monitor them much more frequently. For example, if an injury is classified as “severe” based on the number of days away from work (and/or in job restriction or transfer), an employee would need to be out of work (or restricted or transferred) for a long period of time in order to be considered “severe.” If one were to attempt to monitor a severity metric monthly, for example, it is possible that some employees will not have completed their time away/restricted by the end of a given month, and therefore the number of days away/restricted would not accurately represent the accident’s “severity.” The conundrum of this updating metric is shown in Figure 5.3.

![Figure 5.3: Total lost work days resulting from a safety incident, count updated monthly](image)
In order to monitor a severity metric in real time, it may be desirable to predict the LWD or DART rates from the onset of an injury. However, it has been found that emergency physicians showed very low accuracy when predicting the length of patients’ temporary disability (Beach et al., 2012). Several previous studies have been conducted to predict the length of disability, and it has been found that many factors can influence this highly variable value, including age, weight, gender, experience level, socioeconomic status, and many other details [e.g., Cheadle et al., 1994; Krause et al., 2001; MacEachon et al., 2006]. Therefore, it may be difficult to accurately predict this metric for real-time monitoring.

5.4.3 Department of Energy Severity Cost Index

The Department of Energy has developed a Safety Cost Index, defining the severity of an occupational accident by its expected associated monetary cost (Gochfield and Mohr, 2007). This cost equation is given by Equation 1, where C represents the approximate cost of the incident:

\[
C = 100 \times \frac{(1,000,000 \times D) + (500,000 \times T) + (2,000 \times LWC) + (1,000 \times WDL) + (400 \times WDLR) + (2,000 \times NFC)}{\text{Total Hours Worked}}
\]  

The variables used in Equation 1 are defined as:

<table>
<thead>
<tr>
<th>Accident Category</th>
<th>Weight</th>
<th>Equation Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td># of deaths</td>
<td>1,000,000</td>
<td>D</td>
</tr>
<tr>
<td># of permanent job transfers, restrictions or terminations</td>
<td>500,000</td>
<td>T</td>
</tr>
<tr>
<td># of cases with lost or restricted workdays</td>
<td>2,000</td>
<td>LWC</td>
</tr>
<tr>
<td># of cases with no lost time</td>
<td>2,000</td>
<td>NFC</td>
</tr>
<tr>
<td># of lost days</td>
<td>1,000</td>
<td>WDL</td>
</tr>
<tr>
<td># of restricted days</td>
<td>400</td>
<td>WDLR</td>
</tr>
</tbody>
</table>

The Computerized Accident/Incident Reporting System (CAIRS) is a statistical monitoring tool that has been developed based on this cost index (Kenoyer et al., 2001).

This performance metric is easily utilized with yearly aggregated reporting methods, but challenges to its use are seen when monitoring is implemented over shorter time periods. Since the number of days away or restricted is often not known until long after the accident occurs, this
metric - like the LWD or DART rates - cannot be accurately calculated and actively monitored in real-time or near real-time.

5.4.4 Survival analysis

Based on the drawbacks presented, it can be seen that it is difficult to monitor any of these three accident severity metrics in real time. A potential statistical monitoring method for considering a length of time in a given state as it accrues is through “survival analysis” of “lifetime data,” as presented by many authors. This analysis monitors the length of time until a defined success or failure. For example, it has been used to monitor the length of time a patient survives following surgery (Steiner and Jones, 2009), the lifetimes of computer component parts (Yaschin, 2010), and unemployment durations (Kiefer, 1988). The data in these studies have often not reached the defined success or failure (death, component failure, or employment) at the time of data collection, and are therefore referred to as “censored.” Survival analysis has been extended to traffic safety for considering the lengths of road trips before an automobile accident occurs (Chang and Jovanis, 1990).

However, this survival analysis generally only reports the time until the given failure or success. That is, for the computer component example, the data collection only reports whether the computer component has failed or is still functioning at a given time. Unfortunately, since our goal is to actively monitor accident severity, it would not be sufficient simply to know whether an employee remains disabled. Rather, it would be more beneficial to know how many days the employee has been out-of-work or in restriction at each monitoring point. For instance, if a company were to monitor on a weekly basis, they would prefer to know at the end of each week how many total days the employee has been out of work. Since this variable would update every week, there would be many complications to monitoring this changing variable that have not been previously investigated for survival analysis. This challenge will be especially prevalent when monitoring in real-time instead of in aggregated periods.

In order to develop a monitoring system for accident severity, it is essential that one of these current performance metrics be used, or that a new one be developed. Once a severity metric has been chosen, safety officials can choose an appropriate reactive, predictive or proactive
monitoring method. Section 5.5 will review these monitoring strategies and discuss how they would be employed specifically for statistical monitoring of accident severity.

5.5 Safety Management System Methods for Accident Severity

Safety management systems have often employed systematic safety performance strategies for temporal directionality, which involve reactive, predictive, and proactive approaches (International Civil Aviation Organization, 2009; Hopkins, 2009; Vredenburgh, 2002; Körvers and Sonnemans, 2008). These strategies will be adapted for a discussion of statistical monitoring of accident severity. Since the benefits and limitations of each of these approaches will be highly dependent upon the chosen metric, the authors leave it to the practitioner to investigate the most appropriate method for each particular metric.

5.5.1 Reactive

A reactive approach would involve intensive root-cause investigations of past severe accidents. The inherent assumption of choosing this approach is that the causes of past accidents will be the same as future accidents. Under this assumption, the accurate identification of past accident sources can lead to new hazard controls that will eliminate the causes and prevent similar accidents in the future. When monitoring severe accidents with a control chart, this reactive approach will involve an analysis of the change point, or the point in time during which the control chart began to shift out of control. This will be earlier than the process signal, and will usually be the point at which a problem occurred. Therefore, identifying this point is critical to the success of the reactive approach. This change point is found using a bootstrapping procedure to determine confidence levels for CUSUM control charts, and this analysis has been conducted in the past for various applications (Kass-Hout et al., 20012; Shao and Hou, 2012; Mahmoud, 2007). A control chart signal for the reactive monitoring of a severity metric would indicate the need to investigate the change point.

One obstacle to root-cause change-point investigation is the potential data lag that can occur when monitoring accident severity. As mentioned in Section 5.4, several current severity metrics won’t classify an incident as a certain degree of “severe” until a significant amount of time has passed (e.g., a certain number of lost workdays have occurred or a specific monetary loss has accumulated). By the time the incident is classified as severe and the need for investigation is
established through statistical monitoring and other tools, it may be difficult to accurately perform root-cause analysis.

Another shortcoming of the reactive method lies in the inherent assumption that past accident causes will be the same as future ones. Especially in a dynamic industrial environment where new projects, technologies, and methodologies are continually being adopted, old accident causes may become obsolete as new ones are introduced and it will therefore not be sufficient to only react to past incidents.

5.5.2 Severity Predictive

The predictive approach that is usually included in discussions of event management involves hazard prediction, which is presented in Section 5.5.4. Since severity is not typically a part of these considerations, we have included a new severity predictive strategy, which is the prediction of an accident’s severity immediately following the incident. This approach addresses the data lag problem seen in the reactive method. Based on a variety of immediately known key performance indicators, a prediction of the eventual value of the severity metric in real time would also be plotted as soon as possible after the accident occurs, and a signal would indicate an increase in the number of accidents that are expected to be designated as severe.

Unfortunately, not all metrics will be easily and accurately predicted. For example, as discussed in Section 5.4, the number of lost workdays resulting from an accident is difficult for even a physician to predict (Beach et al., 2012). One solution to this problem might be to instead use a classification algorithm to assign a predicted severity score to an accident at its onset. This scoring concept is already utilized with the Injury Severity Score to assign a score long after the incident by combining the number of lost workdays with the length of hospitalization, how maimed the employee was, and how fractured they were. These first two measures in this score require a data lag which would hinder the predictive approach, but the latter two measures are factors which can be assessed relatively quickly following an accident. Therefore, for this severity predictive approach, a scoring system or classification algorithm should only include these types of easily determined factors. It should be noted that a score or classification scale will produce a discrete variable, which will affect the type and use of control charting systems.
5.5.3 Proactive

Rather than consider any past information, proactive methods will attempt to eliminate hazards associated with severe accidents before the severe accidents actually occur. A common proactive safety method is to record near misses, or near hits, which are incidents which do not lead to recordable injuries, but have that potential. A review of near misses and similar leading indicators is given by (Hinze et al., 2013). A control chart signal when monitoring near misses would indicate an increase in potentially unsafe conditions.

Monitoring near misses would provide valuable front-end information that could potentially correct hazards before disastrous accidents occur, but the metric has been widely criticized for under-reporting (Hinze et al., 2013). Unfortunately, the benefits of statistical monitoring are greatly lessened when there is an unreliable data stream, so this strategy should be accompanied by efforts to encourage employee reporting of these proactive indicators.

5.5.4 Hazard Predictive

The last event management strategy involves the prediction of future safety hazards. This method seeks to conclude sources of potential future risk as new practices and technologies are implemented, and attempt to mitigate the sources of these potential risks before they become hazards. An example of a hazard predictive metric is the safety climate, or employees’ perception and attitude regarding the safety environment (Clarke, 2006). If employees are concerned about their workplace, there may be hidden risks that have not been previously identified. When monitoring the changes in these attitudes over time, a control chart signal would indicate a potential for future risks.

However, these predictive metrics have been criticized for not strongly predicting future accidents since perceptions and attitudes are highly unique to an individual (e.g., Clarke, 2006; Nielsen and Mikkelsen, 2007; Henning et al., 2009). Therefore, these metrics may require further investigation before this strategy is relied upon. Since this strategy has the highest potential to curtail future accidents, future work should consider the development of hazard predictive metrics that are both more reliable and can be monitored in real-time with control charts.

The differences between the four safety management approaches are summarized in Table 5.1.
Table 5.1: Safety Management System approaches applied to control charting of severe accidents

If a quantitative severity metric was monitored in real time with a CUSUM control chart, Figure 5.4 indicates the points of interest for each of the monitoring strategies. Note that the CUSUM statistic is reset to zero following a signal, since it is expected that, in practice, safety officials will implement new safety initiatives following a signal and the CUSUM value will be reset, as in Schuh et al., 2013b.

Again, while there may be benefits and limitations of each of these directionalities, selecting the “best” method for a particular monitoring system is left up to the safety officials familiar with that particular system.
5.6 Conclusions and Future Work

This work has motivated the need to extend current statistical monitoring methods for accident frequency to include accident severity. Two necessary tools for this endeavor will include the choice of a severity metric and an appropriate monitoring directionality for that metric. The common severity metrics that are currently being used were reviewed and the challenges associated with monitoring their performance using statistical process control charts were discussed. Common safety management strategies for monitoring data with reactive, predictive, and proactive directionality were introduced and their specific future application to control chart monitoring of accident severity was considered.

Real-time monitoring of accident severity has rarely been investigated in the past applications. Therefore, this initial motivational discussion is meant to encourage extensive future work.
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6. Conclusions and Future Work

Motivated by the limited public safety data available, the overall conclusion of this work is that smaller periods of aggregation are preferred. Whether monitoring Safety Incident Indicator values, CUSUM control charts, or an accident severity indicator, this dissertation work has shown that it is desirable to consider updating and reporting public health and safety data frequently with the lowest possible degree of aggregation. The presented work has demonstrated the importance of reducing aggregation windows so safety problems can be detected in a timely manner and practices can be put in place to mitigate future incidents. The effectiveness of these newly implemented hazard controls can also be tracked using these monitoring systems, but a timely data stream will be required for all of these potential benefits to be effectively realized. The contributions provided by this dissertation are summarized in Section 6.1.

The next sections introduce areas for future work, based on the limitations that were discovered throughout the presented research. Many of the limitations cited in the four presented manuscripts can be addressed with better data collection practices, so a detailed summary of desired data fields is given in Section 6.2. Section 6.3 discusses some extensions for future control chart monitoring systems in the safety domain. Finally, Section 6.4 discusses how the fields of occupational safety and statistical monitoring can continue to advance together through good communication processes and by ensuring the usability of all implemented systems.

6.1 Contributions

This dissertation has used statistical surveillance methods to show that shorter time periods of aggregation are desired when monitoring occupational safety data. Less aggregation will allow for timely implementation of hazard controls, which will hopefully reduce the frequency of accidents and save lives. The effects of data aggregation for process monitoring have been considered in the past, but very minimally for the specific application to public health and occupational safety surveillance.

First, the Hierarchy of Hazard Controls was used to motivate the need for more timely accident investigations, in order to implement the most effective hazard controls possible. A previous program for quality improvement in the automobile industry was used as a framework to design
a new method to specifically monitor and report the most frequent accident types. By focusing safety efforts on these most problematic areas, it was suggested through a case study that more frequent monitoring will reduce accidents.

Chapter 3 presented a more quantitative approach and considered the use of statistical process control charts for the monitoring accident frequency. Under the assumption of a Poisson process, the time-to-signal performance of Poisson CUSUM control charts with data collected in various aggregation periods was compared to that of exponential CUSUM control charts with non-aggregated data, building upon limited past comparisons of these charts. For one example of real data, it was shown that exponential CUSUM charts have slightly better performance than daily Poisson CUSUM charts. The benefits of the exponential charts improve when shorter hazard control implementation times are assumed and non-zero restarting parameters are used.

Next, a more general comparison of Poisson and exponential CUSUM control chart performance was presented using simulated data. Expanding one earlier work in which zero-state exponential CUSUM charts were compared to Poisson CUSUM charts for short periods of aggregation, steady state charts with longer aggregation periods were considered in order to specifically consider the results for public health and safety applications. It was shown that the exponential CUSUM chart for non-aggregated data had the best ATS detection performance. Furthermore, it was established that many additional adverse events (accidents) will occur between the control chart signal from an exponential chart and that from a long-term aggregated Poisson chart.

Finally, a brief discussion about the future consideration of accident severity in statistical monitoring systems was presented in Chapter 5. Current severity metrics were reviewed and incident management strategies for reactive, predictive and proactive methodologies were discussed. Extensive future work in this area is needed and encouraged.

This work has concluded that for occupational safety surveillance, incidents should be reported as often as possible and monitored with the smallest possible levels of aggregation. These conclusions advance work in both the occupational safety and statistical monitoring fields. Possible topics for future work are suggested in the following sections.
6.2 Data Collection and Analysis

Throughout this work, a lack of available information has been consistently noted as a significant limitation. The data fields that would be desired to successfully implement the safety monitoring and surveillance systems presented in the preceding chapters, and advance future work in safety monitoring systems, are discussed below.

6.2.1 More Frequent Data Collection

This has been the comprehensive outcome of the conducted research reported in Chapters 2-5. When data is collected frequently and actively monitored, problems can be signaled at their onset and new hazard controls for accident mitigation can be introduced. The effectiveness of newly implemented hazard controls can be confirmed in a more timely fashion as well.

6.2.2 Employee and Environment Data

Future data collection strategies should focus on the goal of surveillance systems and therefore include many descriptors of safety incidents. For instance, environmental circumstances could influence the likelihood of accidents. Seasonal effects could be present in some industries (Leamon and Murphy, 1995; Lipscomb et al., 2006), or accident occurrence may be more likely on certain days of the week (Brogmus, 2007; Wirtz, 2011). While OSHA requires the date of an accident to be recorded, analysis of these data trends may not be performed regularly. Likewise, individual employees may be more at risk for certain types of incidents; age, overall mental and physical health, degree of obesity, and level of experience could all influence an employee’s likelihood for accident occurrence. Collecting this data and monitoring trends over time should lead to more informed training courses for higher-risk employee subgroups and better prevention strategies for common environmental contributions. There are many factors that influence workplace safety (Subramanian, 2006), so safety officers will need to work closely with statisticians to accurately define the needed data categories and appropriate quantitative metrics for each piece of data. Risk adjustment for these factors in control charting monitoring systems is discussed in Section 6.3.
6.2.3 Leading Indicators

It has been established in the earlier chapters that we can monitor and signal process changes, and that frequent data collection will allow for timely reactive responses. However, a proactive approach in which safety officials receive data about current hazards would have the potential to indicate an increase in hazards before any recordable injuries occur as a result of them. This would obviously be preferable, but sufficient leading indicator data would need to be collected in order for this type of monitoring system to be reliable.

6.3 Control Charting Extensions

Chapters 3 and 4 of this dissertation considered the effects of data aggregation on the ATS performance of Poisson and exponential CUSUM control charts. This analysis provided an initial discussion about data aggregation when monitoring public health data, but extensions to this work are still necessary. Specifically, some of these extensions might include the consideration of risk adjustment, transient shifts, control charts for monitoring process improvements instead of only deterioration, the presence of autocorrelated data, and the use of other distributions to describe the time between events. These additional considerations are specifically necessary for extensions to the monitoring systems for accident frequency discussed in Chapter 3 and 4; of course even more considerations will be necessary if severity is also included, as briefly discussed in Chapter 5.

6.3.1 Risk Adjustment

Risk adjustment was first introduced for use in statistical healthcare surveillance by Lovegrove et al. (1997, 1999) and Poloniecki et al. (1998). Steiner et al. (2000) monitored surgical deaths with CUSUM charts, using risk adjustment to place a higher weight on the death of someone with a low probability of death upon entering surgery. The Parsonnet scoring system was used to determine the pre-operative likelihood of surgical death for each patient based on a series of personal attributes, including age, weight, and health. In the situation that a surgical death occurred with a patient who was determined to have a low probability of death, it is more likely that an assignable human error was the cause of this death than in the case of a patient with higher probability of death at the onset of surgery. In this way, risk adjustment encourages the investigation of preventable errors during surgery, so that future deaths can be mitigated.
Extensions of this application have been explored at length (e.g., Steiner et al., 2001; Grigg and Farewell, 2004; Sego et al., 2009).

The application of this principle should be considered when collecting occupational safety data. Similar to the uses in healthcare, an employee’s susceptibility to accidents would be quantified based on various personal attributes and incidents involving those with lower risk would be weighted more significantly in a monitoring system. Unlike healthcare, risk assessment for safety could also include environmental factors. For instance, accidents occurring in less likely seasons, on less likely days, or in less risky operations, would be more heavily weighted in a risk-adjusted statistical monitoring system for safety. As noted in Section 6.2, collection of the necessary data will be essential for the success of risk adjustment methods.

It should be noted that just because an accident is more probable based on any of these factors does not indicate that the occurrence of the incident is acceptable; appropriate efforts should be made to reduce and eliminate all accidents. Again, this risk adjustment approach is meant to prioritize the root-cause investigation of assignable errors based on an incidents’ relative probability of occurrence.

6.3.2 Transient Shifts

Chapter 4 of this dissertation considers the effect of data aggregation for sustained process shifts. However, it is possible that public health and safety data may experience transient shifts, where the process briefly shifts to out-of-control behavior and then naturally returns to in-control behavior without any changes to the process. In this case, the process shift will likely not be noticed if data is being aggregated over long periods of time and the shift is not long enough to significantly affect the process mean count of accidents. The root-cause of the shift would not be investigated and would likely continue to occur unnoticed, until the problem progressed. It should be noted that the return to in-control behavior could be the result of successful hazard controls that are already implemented on a worksite, which is a promising indicator of their effectiveness, but the presence of the shift at all indicates that these controls should be improved or replaced. It would be necessary to ensure that these shifts could be detected by a control chart monitoring system, and the effect of data aggregation on the ATS performance of control charts
with these properties should be studied. Reynolds and Stoumbos (2004a, 2004b) considered the
effects of transient shifts when comparing effective sample sizes.

6.3.3 The Effect of Data Aggregation for Monitoring Process Improvements

Chapters 3 and 4 focus on the detection of decreases in the time-between-events (λ) parameter, or
a deterioration of the process. Improvements, or the effectiveness of hazard controls for the
safety case, can be noted by the reduction or elimination of control chart signals, but the ATS
chart performance for the detection of improvements could also be compared for differing
periods of aggregation. Gan (1994) briefly compared the effects for detecting increases in λ,
again considering exponential CUSUM charts and Poisson CUSUM charts for 1 and 10 time
units of aggregation.

6.3.4 Autocorrelated Data

The assumption of a homogenous Poisson process requires that the count values recorded in each
aggregation period are independent of each other. Wu et al. (2010) suggested that multiple
injuries occurring from the same catastrophic event can be weighted by the number of affected
employees. A similar practice should be considered for future statistical monitoring systems.

6.3.5 Other Distributions

So far, it has been assumed that the time between successive safety incidents will follow an
exponential distribution. The validity of this assumption should be tested. A natural alternative to
consider would be the Weibull distribution, since the exponential distribution is a specific
example of the more general Weibull distribution.

6.4 Value Communication and Usability

In order for any implemented system to be successful, it must be clearly understood by all
stakeholders – especially when pairing ideas from two technical fields which don’t typically
interact, such as occupational safety and statistics. Therefore, it will be necessary for a
communication and feedback loop to be developed among the statisticians, practitioners and
employees involved in the development and use of such a monitoring system. Various tutorials
have been provided for control chart practitioners in other domains, especially healthcare (e.g.,
Mohammed et al., 2008; Benneyan et al., 2003), so it is reasonable to assume that similar guides could be created for safety officials. If the value of monitoring can be effectively communicated, employees will be more likely to participate in the system by reporting incidents, especially leading indicator data which has been historically underreported (Hinze et al., 2013).

An important point of communication between developers and practitioners will be the monitoring system’s usability. Before a monitoring system is implemented, its usability should be validated. Thus far, a system safety framework for evaluating the usability of general safety tools has been proposed (Savioja and Norros, 2012), and the usability of statistical monitoring tools has been discussed separately (Reynoso and Olfman, 2004). A combination of these usability evaluations should be considered for use with current and future safety monitoring systems.
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