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(ABSTRACT)

Some classes of Internet users have specific information needs and specialized information-seeking behaviors. For example, educators who are designing a course might create a syllabus, recommend books, create lecture slides, and use tools as lecture aid. All of these resources are available online, but are scattered across a large number of websites. Collecting, linking, and presenting the disparate items related to a given course topic within a digital library will help educators in finding quality educational material.

Content quality is important for users. The results of popular search engines typically fail to reflect community input regarding quality of the content. To disseminate information related to the quality of available resources, users need a common place to meet and share their experiences. Online communities can support knowledge-sharing practices (e.g., reviews, ratings).

We focus on finding the information needs of educators and helping users to identify potentially useful resources within an educational digital library. This research builds upon the existing 5S digital library (DL) framework. We extend core DL services (e.g., index, search, browse) to include information from latent user groups. We propose a formal definition for the next generation of educational digital libraries. We extend one aspect of this definition to study methods that incorporate collective knowledge within the DL framework. We introduce the concept of deduced social network (DSN) - a network that uses navigation history to deduce connections that are prevalent in an educational digital library. Knowledge gained from the DSN can be used to tailor DL services so as to guide users through the vast information space of educational digital libraries. As our testing ground, we use the AlgoViz and Ensemble portals, both of which have large collections of educational resources and seek to support online communities. We developed two applications, ranking of search results and recommendation, that use the information derived from DSNs. The revised ranking system incorporates social trends into the system, whereas the recommendation system assigns users to a specific group for content recommendation. Both applications show enhanced performance when DSN-derived information is incorporated.

This work received support from the National Science Foundation under Grant Numbers DUE-0836940, DUE-0937863, and DUE-0840719.
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Chapter 1

Introduction

Digital Libraries (DLs) are a well-known solution for collecting and storing digital objects. These libraries usually provide a number of services including indexing, searching, and browsing. Domain-specific digital libraries such as educational digital libraries (edu-DLs) provide a gateway to educational resources. An edu-DL can aid in gathering, organizing, and providing access to diverse educational materials that are available online. These libraries usually provide the core services of a typical DL, including indexing, browsing, and searching [51]. To be useful, an edu-DL must provide access to a range of educational resources (e.g., curricula, book reviews, collections of teaching aids), and provide a wide range of services for the life cycle of information collection, creation, dissemination, use, and reuse. Many edu-DLs harvest resources from different data providers who host the educational resources. Thus, edu-DLs often index objects of diverse nature and act as a portal to the actual websites hosting the resources.

The abundance of educational resources in an edu-DL provides opportunities but also creates problems for users when searching for high quality material. Without information on the quality of resources it becomes difficult to locate usable resources from hundreds, if not thousands, of choices. Ideally the user community provides feedback in various forms such as ratings, reviews, comments, etc. that can be helpful to gauge the quality of the resources. One such edu-DL is the AlgoViz Portal (http://algoviz.org) which attempts to combine an educational DL with online community.

Similar to AlgoViz, other edu-DLs also host resources or metadata coming from distributed sources. There is often little to no information on the quality or usefulness of the resources, nor do the resources receive sufficient user feedback. In such scenarios, social navigation, used in many domains to harness collective behavior of the users, can prove to be useful [87, 33]. One way to gain information on users’ behavior is to devise mechanisms that would allow an edu-DL to capture, store, present, and incorporate various usage trends for digital objects. Leveraging the collective knowledge of a community within an edu-DL not only can help users to detect common trends, but also can help them to effectively navigate through the vast information space to potentially useful resources.

Communities are an integral part of teaching. Educators are often part of an institution that supports professional networks. Research shows that teachers participating in professional communities gain knowledge and psychological support which helps them to focus on their goals and increase
their consistency and commitment towards their program [2]. Within an edu-DL, a community also can be beneficial by providing value-added content through community members’ discussions, reviews, comments, and ratings of the educational resources. The factors that make it difficult to build and sustain online communities include lack of a suitable environment that fosters online communities [19]. Even when DLs provide community space, willingness to participate can decide the success of a community. A lack of active user participation in communities is prominent in many domains. While users of edu-DLs can play a critical role by providing their feedback and ratings on the content, not many choose to do so.

1.1 Research approach

This research focuses on finding the information needs of educators and identifying a set of functionalities that are important for the next generation of edu-DLs. We define online communities within edu-DLs and provide a rubric to evaluate such communities. However, for cases where there is a lack of active community even though the DL sees significant user traffic, we propose a mechanism to identify latent user groups. Even a portal built for a specific user community (in our case, education) must still support disparate groups of users. We can identify such groups by linking users via shared resources (e.g., a co-author network). Latent groups also can be formed based on user interest in different types of resources or topics. Information on latent user groups can be used to steer users to potentially useful resources according to others’ behavior within the DL. We study methods to recognize collective knowledge within the DL framework by analyzing latent connections between users and user interests.

We propose the concept of a deduced social network (DSN), which is derived from user activities within an edu-DL. In the absence of adequate explicit user feedback we use implicit usage data to deduce connections between users. These deduced connections form a network similar to social networks where two users are connected via shared attributes. The power of deduced social networks lies in the fact that they are deduced. If we want to find user interest in particular pages we can deduce connections based on the pageviews. If we want to find user trends on downloading resources, we can deduce connections based on download patterns. Such connections also can be deduced among resources (e.g., pages). Analysis of these networks and their contextual information can reveal interesting user behavior, different user roles, and communities with similar interests. Knowledge gained from these analyses can be used to tailor DL services so as to increase content accessibility.

Various DL services can be enriched by the knowledge derived from a DSN. Browsing and searching are two core DL services that present content to the user by ranking that content. Often a user browses a list of entries sorted according to some criteria (e.g., alphabetic, pageview, average rating). Search results also are ranked. Factors that can affect the ranking of search results include title of the page, number of pageviews, content of the page, etc. Since many of these fields are generic, AlgoViz, for example, uses a custom ranking framework that favors AlgoViz-specific fields. However, this custom ranking lacks any usage information in part because such information (e.g., ratings, comments) are rare. We show that in the absence of explicit user feedback, implicit user data can be used to create DSNs that have the potential to provide information that can improve ranking. Compared to pageview, DSNs provide information on the diversity of the user group that viewed a
resource as well as weights connected with that diversity.

DSNs also can improve recommendations. Most current recommendation systems rely on active user participation (e.g., feedback, reviews, ratings, etc.). But these are most often lacking in an edu-DL. We show how passive user data (e.g., clicks, pageviews, times in pages, etc.) can be used instead. Even with a target audience that is mostly anonymous, we are able to identify groups of users with specific interests. We propose a DSN-based recommendation framework that is able to model the likelihood of viewing a pair of pages in a session. Experimental results show our model is able to yield high classifier accuracy and promising recommendation performance compared to models that rely solely on text similarity.

As test beds, we studied two particular edu-DLS: AlgoViz and Ensemble. The AlgoViz portal has comprehensive collections of educational resources related to algorithm visualizations. The Ensemble portal is a distributed edu-DL for computing educators. Both of these DLs contain significant amounts of educational resources, and receive significant levels of traffic, yet both lack active user participation. We show our techniques can be used to improve content ranking and content recommendation even when there is no significant user feedback. We believe our approach can be used in other DLs that have little explicit user participation but abundant implicit user activities.

1.2 Research questions and contributions

Our broader goal is to support the information needs of educators, identifying a set of functionalities that are important for edu-DLs, defining and evaluating online communities within an edu-DL, and improving search and recommendation in the absence of explicit community. To do so we address two research topics in this document, each consisting of a series of questions.

1. What are the major components of a next generation educational digital library (DL 2.0)? What are the significant differences between DL 1.0 and DL 2.0? What is a suitable analysis of one of the most important differences?

In order to answer this series of research question, we studied edu-DLs, conducted focus groups to identify current resource-seeking trends of educators, analyzed their responses, and summarized our findings through the formal definition of the next generation of educational DLs. We analyzed one aspect of this definition in detail: online community within edu-DLs. We propose a definition for online community within edu-DL 2.0 and present a rubric for evaluating such communities. We also present four case studies that include analyses of the levels of community within the chosen edu-DLs.

We propose a mechanism to capture meaningful connections between users of an edu-DL 2.0. These connections can be represented using graphs. We refer to such a graph as a deduced social network (DSN). As an example, we use log data to create one kind of DSN that connects users via the webpages they viewed. A number of other features of an educational DL can be used to generate a network that has the potential to reveal interesting information related to user behavior. This leads to our second research question.
2. How can deduced social networks improve the performance of DL services such as ranking search results and recommendation?

In order to show the potential of the DSN concept, we built a number of DSNs using AlgoViz log data. Then we ran various analyses to identify and understand user trends. The knowledge gained from the DSN can be used to improve various DL services. We present two such applications - ranking and recommendation - that use the knowledge gained from the DSNs and exhibit improved performance. We also present a case study with another educational DL (Ensemble). Table 1.1 relates the topics with the chapters that address them.

Table 1.1: Research questions and chapter organization.

<table>
<thead>
<tr>
<th>Type</th>
<th>Topic</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>Current resource-seeking trends in edu-DL</td>
<td>Chapter 3</td>
</tr>
<tr>
<td></td>
<td>Formal definition of Edu-DL 2.0</td>
<td>Chapter 3</td>
</tr>
<tr>
<td></td>
<td>Online community within edu-DL</td>
<td>Chapter 3</td>
</tr>
<tr>
<td></td>
<td>Rubric for online community within edu-DL</td>
<td>Chapter 3</td>
</tr>
<tr>
<td>Application</td>
<td>Building deduced social networks (DSNs)</td>
<td>Chapter 4, Chapter 7</td>
</tr>
<tr>
<td></td>
<td>Ranking search results using DSN</td>
<td>Chapter 5, Chapter 7</td>
</tr>
<tr>
<td></td>
<td>Recommendation using DSN</td>
<td>Chapter 6, Chapter 7</td>
</tr>
</tbody>
</table>

1.3 Dissertation organization

We present a literature review in Chapter 2. Chapter 3 describes our approach and findings on educational resource-seeking trends by educators – based on which we propose the next generation of educational DL. We also define the term “online community” and provide a community rubric followed by four case studies in this chapter. We propose the concept of deduced social network (DSN) in Chapter 4. We describe how an edu-DL can be represented using graphs and present various analyses on the DSNs. The findings from the DSN can be used to improve various services within an edu-DL. In Chapter 5 we use the knowledge derived from the DSNs to improve the performance of ranking of search results. Chapter 6 shows how DSNs can be used to provide recommendation in the absence of registered users’ activity. We present a case study for the Ensemble portal in Chapter 7. Finally, Chapter 8 presents a brief summary of the tasks accomplished so far, along with future research directions.
Chapter 2

Related Work

In this chapter we present prior research that is related to different phases of our work. We start with work on digital libraries followed by social aspects of DLs. We then describe related work on online communities. We discuss relevant work on rank ordering and recommendation in the last two sections.

2.1 Digital libraries

Digital libraries host collections including digital objects and metadata of various scales, and provide services to access and use the collections. DLs offer various services related to the life cycle of information that includes collecting, organizing, archiving, preserving, and providing access to intellectual properties. During the earlier days of digital libraries a number of projects were supported by government agencies. The first phase of the Digital Library Initiative (DLI), funded jointly by the National Science Foundation (NSF), the Defense Advanced Research Projects Agency (DARPA), and the National Aeronautics and Space Administration (NASA), supported six projects over five years [55, 130, 129, 53]. The focus of the initiative was to understand how digital libraries can collect and store diverse electronic resources as well as provide access to them. The success of DLI Phase I led to further funding for Phase II, which explored the performance, scalability, and sustainability of past, present, and future collections.

There also have been efforts to define a digital library (DL) and its activities [52, 74, 20, 49, 22]. The DELOS reference model [20] proposes that a digital library universe consists of six major components that include content, users, functionality, quality, policy, and architecture. Content refers to the data and information stored within the DL; users are the actors — both human and machine — who interact with the digital library; functionality refers to the services offered by a DL; quality is a characteristic associated with the content and behavior of the DL; policy refers to various rules, regulations, terms, and conditions governing the DL; and architecture encompasses the overall DL framework. The DELOS model describes the digital library universe as a three-tier system with digital library (DL), digital library system (DLS), and digital library management system (DLMS). DLMS provides software and infrastructure to build a DLS that provides functionality and support
for DL activities such as collection, storage, management, and preservation of digital objects.

Goncalves et al. [49] proposed the 5S model where a DL is composed of Streams, Structures, Spaces, Scenarios, and Societies (5S). Stream refers to the properties of the digital object (e.g., text, audio, image), Structure indicates the organizational scheme of the digital objects (e.g., ontology, tag, link), Spaces refers to logical and representational views of the objects (e.g., vector space, index, user interface), Scenario refers to the services and activities supported by the DL, and Society refers to various communities and users of a DL.

Applications and systems also are developed to assist in building and maintaining DLs of diverse natures [75, 137]. DSpace, managed by the DSpace Foundation, is an open-source software system that supports building digital repositories [35]. Its ease of installation and deployment is one of the reasons why it is widely used in building digital libraries. The digital library research group at Cornell developed Flexible Extensible Digital Object and Repository Architecture (Fedora), a widely used digital object repository management system [104, 105, 125].

Interoperability between different digital libraries is important for sharing resources across these libraries. Standards to share metadata such as from the Open Archives Initiative (OAI) help ensure interoperability [38]. According to OAI-PMH (Open Archives Initiative - Protocol for Metadata Harvesting), actors fall into one of two roles, the data provider and the service provider. A data provider has a collection of metadata that it shares using the protocol. A service provider can harvest the metadata through a series of requests for metadata (using PMH), sent to data providers. Service providers usually also provide a number of services (e.g., searching, browsing) from its local harvested collection. Open-source software packages, such as jOAI [133], allow repositories to expose their metadata, following PMH.

Evaluation of DLs has been an active research topic. Fuhr et al. proposed an evaluation scheme for assessing the quality of a digital library from four dimensions: data, system, user, and usage [44]. Others also proposed quality models for digital libraries [50, 119]. Many of these pointed out the importance of understanding the needs of the target audience. Xie [138] identified major areas that contribute to the success of a DL that include usability, quality of collection, service, and system performance. All of these are building blocks of a successful information system [32, 121].

### 2.2 Online communities

Online communities depend on user interaction to become active and stay useful. Girgensohn, et al. [46] identified three sociological design challenges for building a successful socio-technical site: encouraging user participation, fostering social interactions, and promoting visibility of people and their activities. Koh, et al. [68] noted that participation can be of two types: passive participation (i.e., viewing) and active participation (i.e., posting), and each of these activities depends on different stimuli which includes active leadership, offline interaction, content usefulness, and sound infrastructure. User participation in online communities has been studied in depth from various angles. Nov, et al. [97] studied various motivations for different types of participation for varying levels of membership in the community. Luford, et al. [83] studied the effect of showing both similarity and distinctness information about a member and the groups where he or she belongs as a
means for increasing online community participation. Beenen, et al. [13] did similar studies based on social theories. Millen, et al. [88] investigated factors such as design decisions, member selection, and facilitating stimulating discussion as means of engaging the members of an online community. Preece, et al. [109] studied community members to find out reasons behind lower participation rates of a particular group of less active users known as lurkers.

Recent research uses log data to create behavioral networks to predict user activities [40, 39, 69]. Some of these approaches depend on link prediction methods. Current educational portals contain metadata coming from several different sources (i.e., collections). They are often organized by their original collection, hence many of those entries are not linked to each other even if they cover similar educational topics — making it difficult to predict links accurately. This is in contrast to methods of deducing behavioral networks that depend on user ratings.

### 2.2.1 Social aspects of digital libraries

Early DL research pointed out the importance of understanding the needs of the target audience and of building online communities [64, 138, 16, 17]. Online communities depend on user interaction to become active and stay useful. Researchers have documented the various types of participation, and discovered factors that motivate users to actively participate in those communities [97, 68]. Social navigation methods are used to guide users in an unfamiliar information space, but these methods largely depend on previous user feedback or ratings [87, 33]. In cases where user feedback or ratings is scarce, rating-based systems can prove insufficient to derive useful information.

Researchers have pointed out different aspects of establishing an online community in a DL [16, 84, 61]. There has been significant research on DL design issues [10, 54], studying and analyzing the overall DL architecture [31, 132], and identifying the success factors of online communities [77, 79].

Passive user activities such as clicks are used to recommend content in these scenarios [81, 140, 21]. Sites like Amazon have a successful recommendation system [80], that is targeted for e-commerce and depends heavily on user feedback. For educational sites, domain-based recommendation systems for e-learning were explored in [5]. In cases where user activity is less, recommendation systems based on social patterns were proposed [43, 40].

### 2.3 Content ranking

Ranking resources according to given criteria is a problem in many domains including information retrieval [117], recommendation systems [3], finding shortest paths [11], product rating [65], etc. Ranking approaches in information retrieval can be grouped into two broad categories: query-dependent and query independent. Query-dependent ranking depends solely on the query terms. Examples of such ranking includes the Boolean model, vector space model [117], and probabilistic models [85, 113]. Query independent ranking depends on links within the documents as well as query terms. PageRank [18], HITS [67], OPIC [1], etc., fall under this category.

Boolean retrieval models use a bag-of-words approach and often return unordered lists of matched documents for a given query. A vector space model on the other hand represents a document by
a vector [117]. The vector space model is one of the most used models in information retrieval. Each document is considered as a vector containing a set of terms (keywords). Similarity between two items in the vector space depends on the statistics of their terms. Terms may be given a Boolean value indicating their absence or presence in the item. Aside from Boolean value, TF-IDF (Term Frequency, Inverse Document Frequency) [118] is one of the most popular measures of term weighting. TF-IDF is used to assign weight to keywords retrieved from a set of documents. It considers both the local and global context of the keyword. TF (Term Frequency) shows the weight of a term in a specific item while IDF (Inverse Document Frequency) computes the occurrence frequency of the term in the repository. Using TF-IDF, words that appear more frequently inside a document but rarely in different documents show increased weight.

Assigning weight to terms only shows their relative importance. To find similar documents based on these weighted terms various similarity measures can be used. Cosine [42], Dice [42], and Overlap [135] are a few of the most commonly used similarity measures. Among these, Cosine similarity measures the cosine of the angle between documents. Documents that do not share any common terms have an angle of 90° resulting in a cosine value of 0. Documents sharing all terms will in contrast have a cosine value of 1. One of the advantages of Cosine similarity is that it is not influenced by the length of the documents. During information retrieval the query also is represented by another independent vector. The score returned by the similarity measure is used to rank the documents.

Query independent ranking uses link structure within the repository. Links within the Web can be grouped into two categories: back links and forward links. When page $p_1$ contains a reference to a page $p_2$, $p_1$ is said to be the back link of $p_2$. Similarly, $p_2$ is said to be the forward link of $p_1$. The underlying assumption of query independent ranking is that the importance of a page is related to its back links. In other words, an important page will be referenced more compared to pages that are less important.

One of the early formulations of this concept is the Pagerank (PR) algorithm that depends on the hyper-reference structure of webpages [18]. This algorithm gives a PR score to a page based on how many other pages point to it (i.e., back links). A high PR score of a given page $P$ indicates a large number of pages are referencing $P$. Pagerank has a few shortcomings however, including problems with storing large data structures, taking powers of large matrices, and a low PR score of potentially useful pages due to less referencing.

A number of algorithms have been proposed to mitigate such issues [67, 1]. Among them is the Hyperlink-Induced Topic Search (HITS) algorithm [67]. HITS uses link topology to assign a page with two values: authority and hub. A page with a greater authority value indicates that this page is referenced by a large number of pages. A higher hub value indicates a hub page which acts as a catalog and provides links to other pages.

### 2.4 Recommendation systems

Personalization can be of two types: content personalization which allows users to view or change the content according to their needs, and service personalization which allows the users to tailor
services (e.g., notifications) or developers to tune the services (e.g., show similar content). One example of service personalization is recommender systems, which use various methods to suggest content to users. Recommendation systems have engendered great interest in recent years. As content continues to build up in various organizations around the globe, searching may not be the most productive way to extract useful information. Recommendation systems come into play in this scenario by using information on the context and history of the system. These systems have proven to be useful for online retailers [80], digital libraries [60], news groups, personalization of search results [12], and other areas.

2.4.1 User profiling in recommendation systems

Recommendation systems depend on user input for processing recommendations. Usually the users of a system provide some feedback or rating on the items they used or found helpful. This data could be structured like a rating of “4 out of 5” or unstructured like an evaluation. While it is convenient to use structured data for such systems, sometimes it is valuable to supplement numerical ratings through analyses of evaluative texts like comments. Unstructured data, however, can become hard to process since one word can have different meanings in different contexts. Thus retrieving the exact sense of a piece of a review can become challenging. Pre-processing techniques like stop word elimination, tokenization, and stemming are often used to get the most relevant form of the words used in any text document. While these are useful, they often fail to capture the context of the document. Existence of a word does not guarantee that the review is in support of the topic [107].

Manual user profiling

Aside from using explicit user input, implicit measures are often used for strengthening a recommendation. One of the most used implicit user inputs is browsing history. Implicit data is mostly used to create user profiles. User profiling can benefit from information like searching history, download history, or purchase history. Many systems use manual information gathered from users to create user profiles along with machine learning techniques [107]. Manual information is gathered via user interfaces where users select their areas of interest from a pre-defined set of choices. Amazon lets the user insert such information as ‘Favorites’. Since this requires user’s time and effort, many users are reluctant to provide such data. An alternative to this is rule-based profiling where rules are used to recommend similar items or items that are usually linked together. In the case of Amazon, if someone is looking for books, then the sequels of books already bought by the person would get the first preference in the recommendation list.

Automated user profiling

Research has focused on learning the user profiles for various recommendation systems [106]. User profiles are usually built using: machine learning techniques like clustering, classification, and decision trees [107]. Although probabilistic models like Naive Bayes classifiers [36] are widely used in automatic text categorization, they have potential for building user profiles as well. To learn a user profile, Mooney et al. [90] successfully used a Bayesian learning algorithm. Promising results
were seen when Bayesian classifiers were used to improve a collaborative recommendation system in [114]. Though studies have shown Naive Bayes classifiers often have better performance than other machine learning techniques [34], much work has been done to improve their efficiency further. Laplace smoothing [29] and Good Turing smoothing [45] showed promising improvements over the standard Naive Bayes classifier.

Once a user profile is created, it is then used to rank items and generate recommendations. Based on the type of data used, recommendation systems can be grouped into three categories: content-based, collaborative, and hybrid recommendation systems [12].

### 2.4.2 Content-based systems

Content-based recommendation systems depend on the content of the item for drawing out suggestions [107]. Items are described with features, and features are used alongside user profiles to find similar items that might interest the user. Depending on the type of content, extraction of a feature can be difficult. For example, while measures like TF-IDF [118] and Information Gain are most popular for extracting features from text documents, it is not easy to extract features from audio, video or multi-media items [12].

Examples of content-based recommendation systems can be found in various fields like e-commerce [25], domain-based suggestion of e-learning material [5], multi-media content recommendation [91] etc. Agent-based personalization has been proposed to improve the performance of content-based systems [131]. Agent-based personalization works on client-side data to build a user profile, which provides another layer of filtering on the content-based recommendations.

Usually content-based systems suggest newly arrived un-rated items based on a user’s ratings on some existing items. For an online community, in the beginning there is usually less content. Depending on the number of users and their rate of contribution, a content-based system can be ideal for the initial starting phase of an online community. During this time sufficient information on user preferences may not be available. Thus modeling user profiles would be difficult, and so more weight on the content is needed for suggesting an item.

### 2.4.3 Collaborative systems

The second type of recommendation system is collaborative systems. Diverse areas like document recommendation [24], social network analysis [71], and Usenet news [70] rely on collaborative systems to cope with information overload — finding useful resources in a reasonable amount of time when there is too much information to manage. In collaborative systems, similarity between users is calculated in order to find the ratings of users that most likely have similar preferences. Reviews and ratings of similar users are used to find the most favorable item that could be of possible interest. Thus topics of recommendation are not limited to similar subjects, and based on the population trend it can vary widely. One of the first examples of collaborative systems is Tapestry [48] which allowed users to help each other perform filtering over emails or electronic documents. This system also supported content-based filtering. Online retailers like Amazon and Netflix use collaborative systems to provide best-matched items for a particular user’s taste.
While collaborative systems show some promising results, they are not entirely free from errors. If a user has limited ratings on which to select his peers then the selection procedure may generate the wrong peers. Even with the right peers, the size of the peer group might not be sufficient to gather all of the features needed for ranking. If an object is new and not yet rated by anyone in the peer group, it might get a low ranking or no ranking at all. One strategy to overcome this could be to use a classifier to assign new objects to a pre-defined class. If the peer preference points to a certain class, then all the items of that class will go through both a collaborative and a content-based filtering. This brings us to the idea of hybrid recommendation.

2.4.4 Hybrid systems

Hybrid recommendation systems use a combination of both content-based and collaborative recommendation systems. Fab, a web-based recommendation system [12], uses both of these techniques to collect and rate items. The three main parts of Fab are the collection agent for finding specific topics, the selection agent for finding specific users, and the central router. Fab also requires the user to provide a rating of the results of recommendations, which then is used to update the user model of personal preferences. The ratings are used to generate recommendations of similar user profiles. MoRe, a hybrid movie recommendation system [78], uses two variations. The ‘substitute’ version depends on collaborative filtering but moves to content-based filtering when collaborative filtering cannot make any prediction. Another version, called ‘switching’, also uses collaborative filtering as its principal system but moves back to content-based filtering when the ratings gathered from collaborative filtering cannot pass a certain threshold. Yoda was developed to assist large-scale web-based applications that require accurate real-time recommendations [122]. Graph-based techniques were used in [60] to build a hybrid recommendation system for digital libraries.
Chapter 3

Educational Digital Library 2.0

We start this chapter by restating the first series of research questions, followed by a brief description of the approach we take to answer these questions. We then provide details on our findings in the following sections.

What are the major components of a next generation educational digital library (DL 2.0)? What are the significant differences between DL 1.0 and DL 2.0? What is a suitable analysis of one of the most important differences?

Our first step was to conduct focus groups to identify current resource-seeking trends in edu-DLs. Our findings identified some shortcomings of past and present edu-DLs. Based on our analysis we propose a set of features that are deemed necessary by the educators for future edu-DLs. We call the digital libraries that have these features "edu-DL 2.0".

There are a number of differences between the first generation of edu-DL and edu-DL 2.0. We provide a comparison between them in Table 3.3. One major area where edu-DL 2.0 is different from DL 1.0 is the inclusion of online community. We propose a definition for online community and provide a rubric to evaluate a community within an educational DL. We also present case studies in light of the definition and the rubric.

3.1 Current resource-seeking trends in educational digital libraries

Educational digital libraries serve as a gateway for finding educational resources online. In order to identify the current resource-seeking trends of the educators within edu-DLs, we conducted two focus groups with Ensemble\(^1\), an edu-DL that seeks to support educators who teach computing [6].

The participants of the focus groups were faculty members of the Department of Business Information Technology (BIT) at Virginia Tech. This department has a unique pool of computing educators who teach IT and CS courses to Business majors. We invited 10 faculty, of which 9 were present for two different sessions, each an hour long. We followed a two-step process of data collection and

\(^1\)computingportal.org
analysis, as described in Appendix D.

Our questions to participants were split across two broad topics: (i) How do they search for educational materials; and (ii) feedback on the Ensemble portal. We posed a set of 10 questions, listed below, to all participants.

1. How do you search for resources to use in a course, lesson or assignment related to an IS/IT related course?
2. In which content areas would you normally seek resources to support learning and teaching?
3. Which formats might be most helpful to your teaching or your students’ learning?
4. Which resources do you have the most difficulty finding and accessing?
5. How do you stay up-to-date in your field in terms of education?
6. Which websites do you visit or which materials do you make regular use of? Why?
7. Do you use publisher sites often for your assessment needs?
8. Do you participate in any special interest groups (SIGs) or meetings to enrich your teaching or any social group? Do they have an online community site for it?
9. How valuable do you consider the use of badges and rewards in building an online community?
10. What are your thoughts about the Ensemble website?

We followed the grounded theory approach [126] to analyze the data. Initial coding was done to identify recurring themes or examples related to a theme, which resulted in around 30 codes. Many of these codes listed various areas of an underlying broader theme which helped us to identify different aspects of the code. For example, the code ‘Ease of navigation’ referred to various aspects of navigating through a site. While some participants argued that ‘organization’ of content is a major issue for easy navigation, others were inclined to better search mechanisms. Data analysis was done independently of the questions. Participants provided more information as we progressed through the sessions, causing the same code to be linked with multiple questions. At the end there were 246 references to these codes in the original transcripts.

The data indicate that educators often seek high quality resources, resources in specific formats (e.g., Powerpoint, PDF, video, animation), and resources that are customizable. They use Web search, university sites (e.g., MIT OpenCourseWare), publishers’ sites, and personal connections to find the right resource. These users prefer websites with easy navigation, robust search, and a user-friendly interface. Educators who are interested in sharing their resources want contribution methods to be easy, want to be able to set up differential access to resources (e.g., assessment materials are only available to other educators), and want peer recognition for their contribution.

Figure 3.1 shows some of the top codes with their reference counts. For example, participants mentioned format or type of the resources a number of times. YouTube and educational video clips were mentioned as both motivating tools for students and informative resources. There were also
mentions of syllabi, lecture notes, and PowerPoint slides that educators often seek in the Internet. Quality of available material was also a big concern (18 references). Many participants pointed out that they reuse or borrow existing course material as a starting point (16 references). Ease of navigation in an educational resource site also has big impact on the users (14 references).
Table 3.1: Emerging themes from the focus group data.

<table>
<thead>
<tr>
<th>Resource Property</th>
<th>System Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>Format: Types/formats of educational materials.</td>
<td>Factors influencing site usage.</td>
</tr>
<tr>
<td>Finding resources: Finding resources through Web search (e.g., Google), university sites (e.g., MIT OpenCourseWare), and personal connection.</td>
<td>Ease of Navigation - Organization of content: Easier topical organization following any standard organization scheme.</td>
</tr>
<tr>
<td>Quality: Quality of available resources at various sites.</td>
<td>Robust Search: Visible search box/tab and granular searching options.</td>
</tr>
<tr>
<td>Recycling Courseware: Reusing course material or borrowing course content.</td>
<td>Interface: Takes less time to get used to the DL and use the resource.</td>
</tr>
<tr>
<td><strong>System Property</strong></td>
<td>Association between content (e.g., linked resources, taxonomy, ontology).</td>
</tr>
<tr>
<td><strong>Factors influencing contribution.</strong></td>
<td>Factors influencing contribution.</td>
</tr>
<tr>
<td><strong>Ease of contribution:</strong> Contribution should not take time.</td>
<td><strong>Ease of contribution:</strong> Contribution should not take time.</td>
</tr>
<tr>
<td><strong>Personalization</strong></td>
<td><strong>Personalization</strong></td>
</tr>
<tr>
<td>Notifications: Ability to subscribe to resources and users.</td>
<td>Notifications: Ability to subscribe to resources and users.</td>
</tr>
<tr>
<td>Content customization: Ability to customize textbook or assessments.</td>
<td>Content customization: Ability to customize textbook or assessments.</td>
</tr>
<tr>
<td>Add content to user list: Create personal collection from existing resources.</td>
<td>Add content to user list: Create personal collection from existing resources.</td>
</tr>
<tr>
<td>Differential access to resources: Access control to resources, especially for assessment materials.</td>
<td>Differential access to resources: Access control to resources, especially for assessment materials.</td>
</tr>
<tr>
<td><strong>User Acquisition and Retention</strong></td>
<td><strong>User Acquisition and Retention</strong></td>
</tr>
<tr>
<td>Motivation for using the site.</td>
<td>Motivation for using the site.</td>
</tr>
<tr>
<td>Existence of large quantity resource.</td>
<td>Existence of large quantity resource.</td>
</tr>
<tr>
<td>Existence of peer reviews.</td>
<td>Existence of peer reviews.</td>
</tr>
<tr>
<td>Existence of experts in the community.</td>
<td>Existence of experts in the community.</td>
</tr>
<tr>
<td>Saving Time as a motivation for joining an educational DL.</td>
<td>Saving Time as a motivation for joining an educational DL.</td>
</tr>
<tr>
<td>Motivation for contribution</td>
<td>Motivation for contribution</td>
</tr>
<tr>
<td>Quality of community and resources in the site.</td>
<td>Quality of community and resources in the site.</td>
</tr>
<tr>
<td>Reward, incentive.</td>
<td>Reward, incentive.</td>
</tr>
<tr>
<td>Academic recognition for contribution (e.g., promotion and tenure).</td>
<td>Academic recognition for contribution (e.g., promotion and tenure).</td>
</tr>
<tr>
<td>Building reputation (e.g., roles, badges) based on user activities.</td>
<td>Building reputation (e.g., roles, badges) based on user activities.</td>
</tr>
</tbody>
</table>

After the initial coding, we grouped the themes based on their relevance to a set of broader themes. Three broad themes emerging from this level were: Resource property, System property, and User acquisition and retention (see Table 3.1). Resource property includes types of resources used by educators, difficult to find resources, methods on how they find resources online, etc. System property lists various aspects of a site that encourage participants on using the site. User acquisition and retention refers to factors that motivate users to actively use the site and participate in the site.
Some of the initial codes related to each of these themes are listed below them in Table 3.1.

The codes in Table 3.1 contain many of the characteristics that participants think define an ideal edu-DL. These are similar to those of Web 2.0 [100] which provides a dynamic environment for users by supporting sets of activities that promote social interactions, encourage user contribution, or capture and highlight collective knowledge. First generation edu-DLs mostly provided indexing and searching capabilities. These libraries often emphasized cataloging or hosting resources and providing browsing and search interfaces. Though some of these libraries allowed users to have an account on the site, the functionalities that came with the account were limited. Widespread support for collaborative tasks were lacking in Edu-DL 1.0. Examples of edu-DL 1.0 include CSTA Source$^2$ and DLESE$^3$.

CSTA Source is an online repository of teaching and learning materials for K-12 Computer Science education. Resources are listed under five levels (Level one through four and SI) which are called communities. Each community addresses different topics and may contain sub-communities. Users can register for an account and subscribe to resources to receive notifications. While the site allows commenting, this service does not seem widely used by users. CSTA lacks any space that allows open discussion or promotes collaborative environment (e.g., forum, blog).

DLESE is the Digital Library for Earth System Education. It hosts a wide range of educational resources that can be used in teaching and learning at various levels (e.g., K-12, College, Graduate). Resources are suggested by community members, which include educators, students, and scientists. The DLESE Reviewed Collection (DRC) lists a set of resources that are considered exemplary, but this list was not created with user feedback.

Both these systems host collections and provide the core DL services of indexing, searching, and browsing. While CSTA allows user account creation, the functionalities that come with the account are not sufficient to provide a personalized experience in the site. Although both sites use the term community, the term and its role is not clearly defined in either case.

Current resource seeking trends indicate that we need more than the core DL functionalities. The next generation of educational DLs should provide both personalized and collaborative experiences. The emerging themes from the focus group data include more details on the user expectations of edu-DL 2.0 (see Table 3.1). As we found, quantity of resource as well as the quality of resource and services is important in serving the educators. They also need a better way to manage the resources. Along with resources, social interactions are deemed important. Our findings lead us to the formal definition of next generation educational digital libraries. In the next section, we propose the Digital Library 2.0 for educational resources (edu-DL 2.0) that takes a user-centric approach by providing services to connect users and resources, and hosts online communities.

### 3.2 Edu-DL 2.0: Resources, Users, and Services

Our focus group sessions uncovered a series of unmet needs for educational resources, which include a digital library with rich resources, dynamic interactions between users and resources, and an active

\[\text{http://csta.villanova.edu/}\]

\[\text{http://www.dlese.org/library/index.jsp}\]
virtual community.

Two key entities of DL 2.0, resource and user, came up during our sessions with the participants who mentioned a number of ideal services of DL 2.0 which relate resource and user. Different connections between and among resource and user can create different relationships between these entities that can provide better exposure of resources and can eventually lead to better use of content. In some cases, these relationships even can yield new content. For example, services that connect a user with resources might allow the user to generate new content in the form of ratings or reviews.

As stated earlier, three core themes that emerged from our focus groups are resource property, system property, and user acquisition and retention. Under the theme resource, format, quantity, quality, and ability to customize the resources were important factors for educational DLs to be useful. As for system property, participants preferred a usable site that provides various levels of personalization. In the last theme, user acquisition and retention, presence of a user community, presence of experts in the community, various rewards and recognition for participation within the DL, etc. were seen as important factors for attracting new members and sustaining current ones. Based on the findings, we propose a definition of edu-DL 2.0 that builds upon the 5S definition of the digital library [49] to describe the next generation of educational DLs. The formal 5S definition of digital library is stated as:

Definition 1 A digital library is a 4-tuple \((R, Cat, Serv, Soc)\), where

- \(R\) is a repository;
- \(Cat = \{DM_{C_1}, DM_{C_2}, ..., DM_{C_K}\}\) is a set of metadata catalogs for all collections \(\{C_1, C_2, ..., C_K\}\) in the repository;
- \(Serv\) is a set of services containing at least services for indexing, searching, and browsing;
- \(Soc\) is a society. [49]

Our definition of edu-DL 2.0 is composed of three basic elements: resources, users, and services.

Definition 2 An educational digital library 2.0, Edu-DL 2.0, is a 6-tuple \((Resources, Users, Services, RSR, RSU, USU)\), where

- \(Resources(R)\) in a educational DL are data or metadata objects and information that are collected, created, captured, generated, stored, and shared in the digital library;
- \(Users(U)\) is the set of people in a educational DL who interact with the digital library, for example, educators, students, researchers, developers, policy makers, etc.;
- \(Services(S)\) refer to the operations that allow interactions between and among resources and users;
- \(RSR\) represents the modeling and representation of resources within an edu-DL;
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Figure 3.2: Mapping between the 5S definition of Digital Library [49] and Edu-DL 2.0.

- **RSU** refers to the connections between users and resources indicating that there should be a number of ways to interact with the resources (e.g., comment, review, rate, tag); and
- **USU** refers to the connections users have with other users.

Note that, in the trivial case, *R* and *S* also can refer to a single resource or service. Figure 3.2 shows a mapping between the two definitions. *R* and *cat* in the 5S definition of a digital library can be mapped to *resources* and various connections and structures present in those resources (RSR). Similarly, *serv* can be linked to *services* and connections that provide methods of interaction between users and resources (RSR, RSU, USU). Lastly, *soc* can be mapped to a single *user* as well as groups of users (USU).

Figure 3.3: Relationship between Resources, Users and Services.
Table 3.2: Example of services (in bold text) for each relational matrix of Figure 3.3.

<table>
<thead>
<tr>
<th>RSR</th>
<th>RSU</th>
<th>USU</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Linking resources (e.g., tags).</td>
<td>• A resource can have an owner.</td>
<td>• Users can be members of a group.</td>
</tr>
<tr>
<td>• Associated resources (e.g., exercises linked to a lecture slide).</td>
<td>• A resource can be read/downloaded.</td>
<td>• Users can contact other users.</td>
</tr>
<tr>
<td>• Peer reviews (e.g., ratings).</td>
<td>• Users can contribute additional information (e.g., comments, ratings).</td>
<td>• Users can be connected via resources (e.g., co-authors).</td>
</tr>
</tbody>
</table>

The three basic connections presented in the definition of Edu-DL 2.0 (i.e., RSR, RSU, USU) capture most of the preferred interactions between users and resources pointed out by the focus group participants. Figure 3.3 shows these three connections. This figure indicates that service is the connecting entity in relating resources with other resources (RSR), resources with users (RSU), and users with users (USU). Table 3.2 provides examples of some related services. Figure 3.3(a) shows the Resource-Service-Resource (RSR) relational matrix. For each layer in this relational matrix, there will be connection between two resources. For example, in a DL that allows users to provide feedback, a resource may have comments, which is another type of resource. Thus, two resources will be connected by the commenting service. Figure 3.3(b) shows the Resource-Service-User (RSU) relational matrix. A resource can be connected to users via a number of services that allow a user to be an author, reviewer, viewer, editor, etc. Figure 3.3(c) presents the User-Service-User (USU) relational matrix. This matrix captures the connections and interactions between users that would allow for a virtual social environment, which is desired by a large number of participants. Users can be connected directly to each other (e.g., member of a group, co-authors of a resource) or indirectly (e.g., viewed similar resource, rated similar resource, viewed resource with similar topic). The following subsections contain details on each of these connections.

### 3.2.1 Resource-Service-Resource (RSR)

More than half of the codes of our initial data analysis phase were related to some property of resources (see Figure 3.1(bottom)). Organization and association between resources are important to users. Participants identified a number of problems with various current organizational schemes used at different sites, with the most common problem being getting familiar with those different schemes. Every DL follows a different organizational structure, and to become familiar with a new navigational scheme is difficult. One suggestion was to use existing standards to create the categorization scheme. This would allow all resources to be organized by a set of well known topics. Use of non-standard terms also was confusing to many users. It was apparent from the discussions that some users always seek to understand the underlying organizational principle of a site, even when none exists. For example, in Ensemble we do not create any organizational scheme for the communities list. Though this is intended, according to one participant, the list seems like a ‘hodge-podge’ rather than an organized list.
Associations between content can be useful to users. Participants noted that they like to explore and use resources that are related to their course content (e.g., lecture notes linked to assessment materials). Multi-layered lesson plans at the NCTM Illuminations website\(^4\) were appreciated by the educators. This highlights the fact that educators prefer different types of resources to be linked. DLs need to have a robust organization of content and proper associations between various resources.

Approachable navigation is important for encouraging users to explore a DL. Using deep navigation trees can be confusing. If the content is buried under five or six levels, a user often loses track of the context. Tags or lists with low depth can be useful. One suggestion was to show the context (e.g., tree, bread crumb). When applicable, information such as the link to the actual content should be ‘eye-catching’ or visually appealing. It was suggested that for a DL that hosts groups and communities, the navigation scheme should be consistent across collections, communities, and other sections.

Search is considered as an essential service for locating a resource. Several participants mentioned frequent use of advanced search features to locate relevant materials among a large number of resources. This feature is used even by those who are familiar with the site.

Quantity and quality of content is another frequently occurring code. Aside from the services on resources, more information on content also was noted as useful. Additional information can come in various forms. There can be descriptions of the resources, peer reviews, ratings, comments, or usage notes. All of this information requires that there be a ‘group of users’ who ‘actively participate’ in the DL.

### 3.2.2 Resource-Service-User (RSU)

One defining aspect of edu-DL 2.0 is that users play a key role. Static resources are not enough to meet many of the information needs of users, especially educators. There exists a need for a system that allows educators to interact with the resources and contribute easily. Systems that have peer reviews were appreciated by the participants. Such reviews can appear in various forms and require that a system is flexible enough to include services on the go, as needed. Above all, ease of contribution is critical to the success of edu-DL 2.0.

A prevalent practice among educators is recycling courseware. Depending on the audience and the syllabus, they may re-use some of the course materials or introduce new content. Thus, having the ability to customize the content to fit the demands of a course can be crucial to educators.

Usability is another issue for the next generation of DL. While users like more information, they also tend to prefer a clean interface. When the site contains much information, the search option is rapidly sought out by users. Getting used to the site should not take much time. As one participant explained, “it is unlikely that someone would spend too much time to figure out how it can be used”. Time is a scarce resource for educators. They want a system that lowers their prep time, not one that requires time to understand.

One way that we can help users save time is by introducing personalization features such as an-
notation or content tagging. *Notifications* can help users stay connected with the site. Several participants mentioned subscribing to newsfeeds. Being notified about chosen content or users is a form of personalization that can help the users stay connected while not taking too much time.

### 3.2.3 User-Service-User (USU)

Community feedback and peer reviews are important when trying to locate and use quality education material. Social interactions in virtual environments can take place in a number of formats including comments, ratings, and tags (CRT). Various sites depend on forums or blogs to share information on a larger scale. While most of these services create implicit connections between users, there are services that directly link one user with another (e.g., contact forms, message windows, groups). While these options would allow users to communicate with each other and stay connected, we first need to motivate users to visit the DL and explore the contents.

![Figure 3.4: Types of users and motivating factors.](image)

Various factors motivate users to visit an educational DL, use the materials, and actively participate in the community. Depending on the level of activity there can be different types of users. We broadly divide users into three categories: new user, returning user, and active user. Each type of users needs a certain kind of motivation to stay in that level or progress to the next level (see Figure 3.4). For new users, to be useful, a site has to be easy to get used to (*usability*), have quality materials (*resource quality*), provide useful services (e.g., advanced *search*, *notifications*). Motivations for returning users are a little different. Along with ease of use and high quality material, users also want the ability to create and share new content, customize content, or specify differential access to resources (e.g., assessments cannot be viewed by students). Returning users may start actively participating once they start getting used to the site and see value in contributing. Participants mentioned a number of incentives for motivating users to participate in the community. Of them, the *presence of experts* is crucial. *Active leadership* is also critical for a successful community. If contributions in the community are widely recognized as a valuable service, then they can be useful for career development. Both experts and novice users tend to value professional or academic recognition. Recognition can come in the form of *badges or rewards*. Sharing usage information with the contributor, which can be used as an impact factor, can be motivating to contributors.
3.3 Community in educational DL 2.0

Edu-DL 2.0 is the next-generation approach to educational DLs. Edu-DL 2.0 blends the traditional digital library contents with user-contributed content (ratings, comments, bookmarks, queries, etc.), and provides online community support (e.g., groups, blogs).

The core difference between edu-DL 1.0 and DL 2.0 lies in the fact that the latter is more dynamic, user-centric, encouraging user contribution, fostering virtual community, and incorporating knowledge with resources. While core services of traditional edu-DL 1.0 are limited to indexing, searching, and browsing, edu-DL 2.0 encompasses content management, dynamic services such as customization or personalization of content, and a collaborative environment. Table 3.3 provides a list of major differences between edu-DL 1.0 and 2.0.

One area where edu-DL 1.0 is different from edu-DL 2.0 is the presence of an active online community. Community feedback and peer reviews are important while trying to locate and use quality educational material. Such interactions in a virtual environment can take place in a number of formats including comments, ratings, and tags (CRT). Various sites depend on forums or blogs to share information on a larger scale. While most of these services create implicit connections between users, there are services that directly link one user with another (e.g., contact, message/chat, sub-

| Table 3.3: Comparison between educational DL 1.0 and DL 2.0 based on the edu-DL 2.0 definition. |
|---------------------------------------------------|---------------------------------------------------|
| **Resources** | **Edu-DL 1.0** | **Edu-DL 2.0** |
| Metadata, collection, repository, etc. | Metadata, collection, repository with user-contributed content (e.g., comments, ratings, reviews). |
| **Users** | Limited ability to serve individual user (e.g., user account, personalization). | Supports various tasks of individual user (e.g., registration, notification, rating, comment). |
| Services | Services include browsing, indexing, and searching. | Along with browsing, indexing, and searching edu-DL 2.0 provides personalized services, recommendations, user-friendly navigation, filtered search, etc. |
| RSR | Single listing of resources belonging to a particular collection/topic. Limited ability to annotate resource. | Cross-referenced resources across collections and attributes. Support for taxonomy, vocabulary, ontology, etc. |
| RSU | Limited ability for users to contribute in the DL. | Supports various levels of contribution and annotation from user (e.g., comment, rating, tag, sharing). Captures and utilizes user behavior in the DL. |
| USU | Does not explicitly support group-oriented tasks. | Supports groups, communities, and collaborations. |
scribe a user). These options would allow users to communicate with each other and stay connected. It is not necessary that user activity within an online community be always explicit (e.g., comment, rating). Tracking implicit user activities such as pageviews, clicks, downloads, etc. also can show the presence of a community within a DL.

### 3.3.1 Online community within educational DL from different perspective

Communities also are identified as an important area of DL in the 5S DL definition [49]. The 5S definition lists society as one of its S elements. This definition of Society, presented next, includes conceptual communities.

**Definition 3** A society is a tuple \((C, R)\), where

1. \(C = c_1, c_2, \ldots, c_n\) is a set of conceptual communities, each community referring to a set of individuals of the same class or type (e.g., actors, service managers);
2. \(R = r_1, r_2, \ldots, r_m\) is a set of relationships, each relationship being a tuple \(r_j = (e_j, i_j)\), where \(e_j\) is a Cartesian product \(c_{k_1} \times c_{k_2} \times \cdots \times c_{k_{nj}}, 1 \leq k_1 < k_2 < \cdots < k_{nj} \leq n\), which specifies the communities involved in the relationship, and \(i_j\) is an activity that describes the interactions or communications among individuals [49].

Society in this definition is more general and can capture various entities such as hardware, software, admins, users. According to this definition, a society is formed by the activities between the entities of communities. The definition of edu-DL 2.0 (see Definition 2) encompasses the society aspect as the connection (i.e., activities in 5S) between users (USU, RSU). Services such as building groups, following another user, annotating a resource, etc., can create connections between users. Some of these connections may form a visible user community (e.g., group) while others can be used to deduce implicit user groups (e.g., co-author network). Based on the definition of edu-DL 2.0, we propose a formal definition of an online community within an educational DL 2.0.

**Definition 4** An online community within an educational DL is a 4-tuple \((U, R, S, I)\) where

1. \(U\) is the set of users who share a common interest or goal,
2. \(R\) is a set of resources or events or activities that bring the members of \(U\) together,
3. \(S\) is a set of services, and
4. \(I\) is a function that connects the members of \(U\) via \(R\) or \(S\). \(I : (R, S) \rightarrow U \times U\).

The term community is used broadly in Definition 3. According to this definition, communities may exist based on user roles or types. Though this definition captures the interactions within a society, it fails to define the activities that form a community. It is not clear if different types of users
can form a community, if any interaction between users is necessary to develop a community, or if communities can include sub-communities. Lastly, from a bigger DL perspective, it is not clear how a community might be connected to the DL resources. We extend this definition of community from the 5S definition of *Society* by defining how connections are formed within an online community in the context of edu-DLs (see Definition 4). Instead of limiting a community to a *set of individuals of the same class or type* we propose that a community may exist with users of different types or roles who are joined together by some shared interest in resources, events, or activities.

### 3.3.2 Evaluating online community within edu-DLs

Along with the focus group data, our study of the current and previous generation of edu-DLs revealed a set of characteristics that are deemed ideal or preferable for the success and usefulness of an online community. We summarize these characteristics in Table 3.4 as a rubric for evaluating a community within an edu-DL. This rubric is divided into two broad categories: Membership and Interaction. Membership includes a set of features related to users of an edu-DL. Interaction lists various levels of interaction between users and the resources within the DL.

Each of the broad categories in Table 3.4 has multiple sub-categories that provide more details. To begin with, an online community within an edu-DL 2.0 should offer rich membership services and allow various levels of interactions between and among users and resources. This is listed under the *membership* category which refers to various aspects of user accounts. *Membership* states that users should be able to register, create, and maintain their profile, choose different services such as notifications, and be rewarded for their participation. Membership also accounts for presence of experts and values active moderation within a community.

*Interaction* lists various activities that foster user interaction with resources and other users within an edu-DL. Users should be provided with collaborative environments such as groups, forums, and blogs. Contribution at various levels (e.g., comments, ratings) also should be allowed and rewarded. Usage information such as pageviews should be visible to users, thus providing a sense of underlying trends of resource usage.

Together, *membership* and *interaction* would provide a suitable environment for hosting online communities within edu-DLs. Many first generation edu-DLs are lacking in various areas of this rubric. Newer edu-DLs sometimes take advantage of content management systems that already address *membership* and *interaction* at various levels. In light of this rubric and Definition 2, we present case-studies of four educational DLs.

### 3.3.3 Case studies: online communities within educational DLs

As examples of edu-DL, we selected CSTA, DLESE, Ensemble, and AlgoViz. All these edu-DLs have core DL services such as browsing, indexing, and searching, which are cornerstones of the first generation of edu-DLs. However, some lack services that are important for edu-DL 2.0. Three out of the four edu-DLs emphasize computing education, while DLESE contains resources on earth science education. This provides us with a variety in subject matter for an edu-DL. The scope of the user base is also varied as we see in AlgoViz and Ensemble. While Ensemble aims to serve the
Table 3.4: Evaluation rubric for online community within an educational DL. Four edu-DLs are evaluated using this rubric.

<table>
<thead>
<tr>
<th>Membership (U)</th>
<th>Ability to create and maintain user accounts</th>
<th>CSTA</th>
<th>DLESE</th>
<th>Ensemble</th>
<th>AlgoViz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ability to contribute new content or annotate existing content (feedback, reviews, comments, ratings, tags, etc.)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Value in user contribution (badge, ribbon, etc.)</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Manage account and content visibility</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Option to stay connected with the community (notification, subscription, RSS feed, etc.)</td>
<td>RSS feed</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Active leadership and presence of experts</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Active moderation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interaction (I)</th>
<th>With members of U (create group, contact, chat, etc.)</th>
<th>CSTA</th>
<th>DLESE</th>
<th>Ensemble</th>
<th>AlgoViz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level of interaction with members of U (closed group, open group, etc.)</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>With resource R (create content, feedback, review, comment, rate, tag, etc.)</td>
<td>Limited</td>
<td>Limited</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Level of interaction with resource R (customize available content)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Identify and share social trends. For example, share usage information with U (e.g., pageview, download, liked, shared, etc.)</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
computing education community in general, AlgoViz targets a smaller segment of that community that use visualizations in teaching/learning algorithms.

**Computer Science Teachers Association - CSTA**

CSTA supports and promotes computing education as well as the discipline at the national and international levels. This association was created to address various issues of computer science education at the pre-collage level including low enrollment, lack of diversity, gap between industry and academia, teaching and learning methods, etc.

CSTA provides resources on various areas of computing education such as curriculum, professional development, teacher certification, research, outreach, etc. The CSTA Web Repository\(^5\) stores teaching and learning materials for computer science curricula for K-12. The scope of this case study is limited to this repository.

![CSTA Web repository](http://csta.acm.org/WebRepository/WebRepository.html)

**Figure 3.5: CSTA Web repository.**

**Users:** The CSTA Web repository aims to serve CS educators by providing a repository of teaching materials. It allows users to create accounts and subscribe to content. Types of users who can find this repository helpful include, but are not limited to, teachers of computing education at various levels (elementary, middle school, high school, college/university), industry personnel, policy makers, curriculum developers, and researchers. Although the repository contains communities, the activities allowed by communities are limited to building and maintaining collections without any mechanism to allow or foster user interaction.

**Resources:** The resources in CSTA are organized around communities. Communities may form by administrative entries such as schools, departments, and research laboratories. A community can create an unlimited number of collections and is responsible for maintaining all of its collections.

\(^5\)http://csta.acm.org/WebRepository/WebRepository.html
Each community has a top page with information on the collections, links for navigating (i.e., searching and browsing) through the collections, and information on recent submissions. Currently the resources are listed under five top-level communities within the CSTA Web repository: foundations of computer science (L1), computer science in the modern world (L2), computer science as analysis and design (L3), topics in computer science (L4), and strategies for implementation (SI). Many of these communities have multiple sub-communities.

Types of resources include posters, brochures, articles, lesson plans, source code, curricula, videos, etc. This repository also contains resources of various formats such as PDF, image, HTML, zip, Powerpoint, Word, etc.

Services: The CSTA Web repository allows users to browse the collections by titles, authors, subjects, and issue dates. The user also can search for resources. Advanced searching allows multiple keywords with logical operators (i.e., AND, OR, NOT). As the repository hosts the collections, users can download resources. Users also are able to submit resources, create an account, receive email updates, and edit their profile.

Membership: Users are able to create and maintain a user profile, subscribe to content, submit resources, and comment on existing resources. Provision for annotation of different granularity (e.g., rating, comment) are present. However, the repository fails to add any value in user contribution. There is low visibility of any active leadership and presence of experts.

Interaction: Users are not able to interact with other users. However, users can receive email notifications when new content is added to the communities they subscribed to. Ability to interact with resources also is limited to browsing, searching, and commenting. The repository fails to provide usage information of the resources, making it harder for users to gauge different aspects of resource usage such as popularity.

The CSTA Web repository is an example of the first generation of educational DLs with some advanced services. While core DL services such as indexing, browsing, and searching are present in this DL, it also facilitates limited user interaction with the DL through membership services which allow users to stay connected with the DL. However, factors that motivate users to engage in sharing their feedback (e.g., rewards, badges) are missing. Also missing is the presence of experts in the community. Any forms of interaction between users and resources are largely missing in this edu-DL. Thus it is not possible to build community spaces (e.g., groups, forums) or engage in anything similar. These factors make it less likely for an online community to grow and be sustained within CSTA.

Digital Library for Earth System Education - DLESE

Targeting a broader audience, DLESE collects educational materials as well as Earth datasets and imagery. It aims to support Earth science education at various levels. It also provides information for developers to assist in building catalogs and collecting metadata following standard protocols.

Users: The repository is developed, reviewed, and maintained by a distributed community of educators, students, and scientists. It also provides a number of resources for developers who would

---

> http://www.dlese.org/library/index.jsp
like to connect to this library.

Resources: Resources are listed in three board categories: educational resources, earth science literacy maps, and developer resources. Educational resources include classroom and teaching material (e.g., classroom activity, computer activity, assessment, curriculum), visuals (e.g., image, video, visualization), text (e.g., article, book, report, proposal), audio, datasets, tools, etc. A set of literacy maps is also available for the educators. Developer resources include a set of APIs and information on metadata, collection building, and cataloging.

A wide array of various educational resources including lesson plans, visualizations, maps, images, assessment activities, and curricula make DLESE specially useful for both educators and learners.

Services: DLESE boosts a robust browsing schema. Educational resources are organized by subject (e.g., agricultural science, geographical sciences, geological sciences). It is also possible to browse this collection by grade level, which includes categories such as graduate/professional, informal, and general public. Two more browsing schema include browse by resource type and browse by standards. Users can suggest a resource and post news items. Search can be performed on news items or resources. The search results can be filtered using grade level, resource type, collections, and standards.

Membership: DLESE does not allow users to create accounts. Thus services such as user profile creation and maintenance, subscription, rating, commenting etc. are lacking in this DL. Users however can suggest a resource. The DL also fails to add any value in user contribution. Other than reviewing suggested resources before adding them to the core collection, the DL shows little, if any, proof of active leadership or presence of experts.

Interaction: Users are not able to interact with other users in any form. Ability to interact with resources is limited to browsing and searching. The repository also fails to provide usage information of the resources such as pageviews, downloads, etc.
The DLESE repository is an example of the first generation of educational DLs. It provides core DL services such as indexing, browsing, and searching. However it fails to provide most of the membership services in Table 3.4. It does not allow user account creation, provides limited ability to create new content (i.e., suggest new resource), and does not reward user contribution. Even staying connected with the DL is difficult since it fails to provide any service that allows notification of any form. Failing to recognize individual users and their contributions automatically makes it difficult to create and sustain any community within this DL. Thus the prospects of an active online community within DLESE is limited. DLESE also fails to provide most of the interaction services in Table 3.4. Users cannot interact with other users in any form (e.g., chat, forum, group) or any level. Interaction with resources is limited to comments. Usage information is not shared with the users, making it difficult for users to deduce the importance of a resource by following the social trend. Thus not only does DLESE lack in providing the users with a community space, it fails to share any underlying social trends as well.

**Ensemble**

Ensemble\(^7\) is the NSDL Pathways project for computing education. It provides access to a broad range of existing educational resources for computing while preserving the collections and their associated curation processes. It also hosts community spaces and encourages user contribution, use, reuse, review, and evaluation of educational materials at multiple levels of granularity. It seeks to support the full range of computing education communities including computer science, computer engineering, software engineering, information science, information systems, and information technology as well as other areas of computing and informatics.

*Users:* Although targeted towards computing educators, the users of Ensemble include teachers, learners, researchers, policy makers, curriculum developers, etc. Ensemble allows user account creation as well as group formation. Groups can be open or closed. Various services allow users to stay connected to the site and interact with other users and resources.

*Resources:* Currently there are more than 20 collections of educational and informational resources on computing. Most collections are curated from data providers and their organization of content is preserved within Ensemble. Users can submit content which is added to Ensemble after peer review. The communities section lists a number of communities. Some of these communities have their own collection of resources. The technologies section lists a set of educational tools created and used to support computing education.

*Services:* Along with core DL services such as browsing, searching (faceted as well as federated), and indexing, Ensemble provides membership, subscription, and notification services to its users. It also allows users to submit new resources, as well as comment, rate, and tag existing resources.

*Membership:* Ensemble allows user profile creation and maintenance, subscription, rating, commenting etc. Users can suggest a resource to be added to the user collection. The DL adds value to user contribution by providing various badges for user activities. The DL shows the presence of experts in various communities it hosts. Active leadership also is maintained in those communities.

\(^7\)http://computingportal.org/
Interaction: Users are able to interact with other users in many forms including message, subscription, forum, etc. Ability to interact with resources at various levels (e.g., rate, comment) is available. The portal provides usage information of the resources such as reads (e.g., pageviews).

The Ensemble portal is an example of edu-DL 2.0. It provides a wide array of membership services including user account creation, allowing user content contribution, placing value on such contribution with badges, providing various subscription services to stay connected to the DL, etc. Although it actively moderates the content, it fails to show any quality evaluation for the available resources. The presence of experts is limited to specific communities that are not readily visible.

Ensemble provides most of the interaction services that are deemed necessary for building and sustaining an online community. Users can communicate with other users in a number of ways (e.g., forum, group, contact message). Ability to create a community space (e.g., group) and manage its visibility (e.g., closed group) makes it particularly suitable for building an online community. This
is evident by the large number of communities it hosts (44 as of October 2013). Some of these communities contain more than a hundred users (e.g., CS2013, PACE). Many of these communities also contain their own forums, contents, blogs, etc. Ensemble provides a suitable environment for building and sustaining a community. However, these communities do not provide significant feedback on the educational resources. Ensemble can benefit from methods that can derive information on the quality of resources from other indirect measures. Ensemble also can aid users if the interaction levels between the user and resources are increased, such as users are able to build their own collection, edit existing resources, etc.

AlgoViz

AlgoViz\(^8\) is a portal for algorithm visualizations. It collects, stores, and shares metadata on algorithm visualizations and animations (AVs). It is a gateway to AV-related services, collections, and resources. It also provides a research bibliography related to AVs.

---

\(^8\)http://algoviz.org/

Figure 3.8: The AlgoViz portal homepage.

**Users:** The users of AlgoViz include teachers, learners, researchers, developers, and students. Users can register and create accounts, maintain profiles, and subscribe to content and authors to receive notifications. Although the resources are open for public viewing, any form of contribution requires that the user have an account with AlgoViz. Aside from forums, there is a section, called field reports, for educators to share their feedback on various AVs.

**Resources:** AlgoViz hosts a comprehensive catalog of algorithm visualizations. Entries in this catalog provide a detailed description of any given visualization including author and institute related to the AV, date of creation, language, format of the AV, topic it addresses, etc. There is also a bibliography of algorithm visualization related publications. Along with the forums, AlgoViz hosts a field reports
section. News articles in the front page are used to share news on past and upcoming events related to AVs.

Services: AlgoViz includes a robust browsing and searching service that provides a number of facets to users to filter and narrow their searches. It also allows membership, subscription, notification, comments, review, ratings, etc.

Membership: AlgoViz does allow user account creation and maintenance, subscription, rating, commenting etc. Users can submit a resource which is reviewed by the admins. The portal adds value to user contribution by providing badges to active users. The portal also exhibits the presence of experts and active leadership.

Interaction: Users are able to interact with other users using the forum or contact form (once they are logged in). Ability to interact with resources at various granularity is also present (e.g., comment, rate). AlgoViz provides usage information of the resources such as pageviews. However it lacks services such as building groups.

The AlgoViz portal is an example of edu-DL 2.0. Although the user-base it serves is smaller and less diverse than Ensemble, both these edu-DLs have a lot of similar functionalities. AlgoViz allows extensive membership services that let users create and manage an account, subscribe to content, and stay connected with the DL through RSS. It further allows user content contribution, values user contribution (e.g., badges), and has active moderation. AlgoViz also allows the interaction between users and resources that is necessary for building online communities. Users can interact with others through contact forms or forums. However, the degree of interaction is low. It does not allow creation of groups or closed groups. Similar to Ensemble, personalization of resources is also lacking. Usage information is made visible to users. Overall, AlgoViz contains favorable services for building a community.

3.4 Summary

In this chapter we have presented data from two focus groups whose goal was to understand online information seeking trends of educators. Collected data indicate that educators desire to see improvements over existing digital libraries meant to serve them. Educators are in search of quality educational material and tend to borrow, adopt, or re-use those materials in their teaching, learning, and research. Based on these findings we proposed DL 2.0 services that tie together users and resources to create meaningful relationships. We described three necessary elements – resources, users, services – and three basic connections among them (RSR, RSU, USU) as the core elements of the next generation of educational DLs, i.e., edu-DL 2.0. We also define online communities within educational DLs along with a rubric for evaluating these communities. We concluded this chapter with four case studies. In the next chapter we will show how the interactions within an edu-DL 2.0 can be represented using graphs.
Chapter 4

Deduced Social Networks

Information overload is a problem for users of systems with large data collections. Navigating to useful resources can be difficult in such systems. Many educational DLs host hundreds if not thousands of resources. Researchers from different domains have devised solutions to information overload by modeling user behavior [82]. Many of these systems depend on user feedback along with the demographic information found in user accounts. This information can be used to model and predict user trends. However, edu-DLs often host collections with public access that users can navigate through without needing to create an account. Lack of user accounts poses a difficulty when building user models since these models depend on features and attributes derived from user accounts. Utilizing user activity to deduce latent user networks can help mitigate this problem in edu-DLs to some extent. Such deduced user networks can be used to improve DL services or introduce personalization.

Our research question for this and the remaining chapters is **How can deduced social networks improve the performance of DL services such as ranking search results and recommendation?** To answer this question, in this chapter we propose the concept of deduced social networks within an edu-DL. We then present a set of analyses done on DSNs. In later chapters we show how DSNs can be used to improve DL services.

Core services of a DL include indexing, browsing, and searching [51]. Educational digital libraries usually harvest large volumes of educational resources. An abundance of resources in educational DLs makes it harder for users, especially educators, to quickly locate useful content. Browsing and searching are two commonly used methods for finding content in a DL. We selected ranking search results and recommendation services to show the potential of deduced networks because search result ranking is an integral part of one of the core DL services (search), and recommendation is a service often found in edu-DL 2.0. We show that deduced user networks can enhance services that are native to both edu-DL 1.0 and 2.0.

This chapter describes various types of networks present in edu-DLs, provides a definition for deduced social network (DSN), presents case-studies for building DSNs in the AlgoViz and the Ensemble portals, and provides a number of analyses on those DSNs.
4.1 Networks in educational DLs

We saw in Chapter 3 that online communities are important for edu-DL 2.0. Yet building and sustaining an active online community is difficult [136, 83, 10]. Content in educational DLs mostly is free to use. The expectation, experience, and opinion related to educational resources vary from user to user. Even after a resource is used there is little motivation to provide feedback since evaluation activities take time and seem not to produce any tangible benefit for the user. This problem is made harder by the fact that the user base of most educational DLs is small compared to the large user base of e-commerce sites. In most cases, the users of an educational DL are not required to create an account. All of this makes it difficult to identify the users, their preferences, or usage trends within an educational DL.

While usage trends are extensively used by other online communities, those communities show certain traits that are missing or subtle in educational DLs. Those trends include a large user base, diversity in the user base, and mandatory user account/profile creation to access the service. Many successful online communities are e-commerce sites that actively encourage the buyer to share their experience and opinion of a product that they purchased.

One way to engage users in evaluation activities in a DL (e.g., view, rate, comment) could be to show what others have done. Systems that harness usage trends often provide cues to users that show what other users have done in a similar situation. Social networks can serve a number of purposes in a digital library. They can help in harnessing and spreading community knowledge and they can be used to identify common practices of users. They even can help users with a similar interest to interact with each other. Based on how social networks are created, we can divide them into two broad categories: active social networks and passive social networks.

**Active Social Networks:** Social networks that are actively created by the users fall under this category. There are websites that specifically allow users to link with other users by various methods including sending an acquaintance/friend request and accepting/rejecting that request. Social networking sites such as Linked In\(^1\), CiteULike\(^2\), or Delicious\(^3\) follow this principle. Along with building their own network within these sites, users often provide information on their background, expertise, and preferences. Many of these sites allow users to form different groups or communities with specific interests.

**Passive Social Networks:** There exists another set of sites where the focus is more on providing information than on creating social networks. DBLP\(^4\), a computer science bibliography library, is an example of such a site. It stores publication information which can be used to create co-author networks. Many digital libraries host resources that contain author information that can be used in similar ways. It also is possible to create networks based on user activities.

A user’s activity within a DL can be grouped into two broad categories: **explicit** and **implicit**.

---

\(^1\)http://www.linkedin.com/
\(^2\)http://www.citeulike.org/
\(^3\)https://delicious.com/
\(^4\)http://www.informatik.uni-trier.de/~ley/db/
Explicit user activity includes the tasks that generate visible outcomes such as comments, ratings, feedback, etc. Implicit user activity comprises the tasks that are not visible to other users, such as pageviews, searching, browsing, downloads, etc. Repeated user activities that are similar in nature generate behavioral patterns. These patterns have the potential to lead users to resources that other users have explored. This chapter presents ways to detect and utilize behavioral patterns generated from implicit user activities.

Often, implicit user activities are recorded in user logs. Typical sites will have at least two log levels. The front-end log stores and shows usage information such as pageviews, number of comments, likes, etc. The back-end log is often used by system administrators to monitor and assess site performance. DLs also capture user activity in logs. This data can allow us to deduce underlying networks involving users. Such networks, which can connect one user with another based on their navigation history, can be interpreted as deduced social networks.

Passive or deduced social networks take an object-centric approach rather than the relationship-centric approach of active social networks. In the absence of active social networks, passive networks can help us understand how users interact with the resources in a DL. When used appropriately this information has the potential to improve DL services. A wide range of objects can be used in a DL as a basis to create passive social networks. For example, in an educational DL, there are often groups, collections of resources, and tools for teaching. It is possible to use these objects and user trends to form different networks. Here are examples of how a network can be deduced in such a DL.

1. We can connect users based on their activities in the site. For example, we can create a network of users based on their viewing of the same pages. In this network, users will be nodes and an edge between two users will indicate they have viewed some of the same pages. Later subsections will describe how to formalize and construct such networks.

2. It is not necessary that we only rely on user networks to find useful information. A connection between objects can be similarly interesting. For example, finding a group of objects that users view within a session can reveal useful information on their usage. Thus, pairs of users may be connected who are interested in objects from the same group of related objects.

A user base that generates explicit user activities (e.g., feedback, comment, etc.) makes it easier to identify user groups and usage patterns. However, while educational DLs experience a significant amount of traffic, they often lack explicit user activities in the form of reviews, ratings, comments, etc. In the absence of explicit user activity, we can depend on implicit user actions to identify such trends. We propose the concept of deduced social network (DSN), a social network of users and objects, which is independent of user profiles and entirely depends on log data to connect users based on their activities. DSN is a flexible concept such that it can be used to connect users as well as objects within educational DLs. Analysis of the DSN can lead to findings that have the potential to guide users through the information space of educational DLs.
4.2 Formalization

Usage logs often show key pieces of information like average time spent on a certain page, bounce rate, and exit percentage for a webpage. Any of this information can be used to deduce connections between users resulting in deduced social networks (DSNs).

Figure 4.1 shows examples of deduced social networks [41, 7] and their potential to reveal interesting information. The top part of the figure shows two social networks constructed from information that might be available in the log data: topic of interest and URLs visited. The top left network with the green nodes connects users if their topic of interest is similar. The top right network is created based on the pages visited. The overlap of these two networks can reveal certain groups with special interests. The figure at the bottom shows such an overlap of two social networks constructed based on disparate criteria. The overlap results in red nodes, that show a group of users who share a topic of interest and have visited the same URLs. Thus, in the absence of an active social network, DSNs can help us identify groups of users with similar interests.

As seen from this example, the deduced social network is a graph that imposes thresholds on the edges.
We formally define a DSN as follows:

**Definition 5** A *Deduced Social Network (DSN)* is a graph with tuple \((V, A, k)\), where:

1. \(V\) is a set of vertices,
2. \(A\) is the set of attributes of \(V\) which are used to create edges, and
3. \(k\) is a constant or a function that returns the minimum number of elements of \(A\) that must be common between two \(V\) to create a connection (i.e., edge) between them.

In Figure 4.1, users are \(V\); topic of interest and URLs visited are the attributes \(A\) that are used to create the top two networks; and \(k \geq 1\).

### 4.3 Detecting community with a deduced social network: AlgoViz

We now present a case-study for building and analyzing a DSN using AlgoViz log data. Figure 4.2 shows the architecture of the system we use in this case-study. The system consists of four segments: Filtering Module, Network Generation, Finding Communities, and Topic Modeling. We briefly describe these segments in the next subsections.

![Architecture for community detection within a DL using implicit user data.](image)

**Figure 4.2:** Architecture for community detection within a DL using implicit user data.

#### 4.3.1 Filtering module

Many online systems log their user activity for various purposes. These data, when coupled with user account information, provide useful insight on various factors. Unfortunately, such log data includes activity by crawlers, spammers, and bots along with that of legitimate users. Thus the first step preceding further analysis is to filter the log data to remove non-user entries.

AlgoViz collects user history in several tables in its database. A sample of one of these tables, the Accesslog table, is given in Table 4.1. It shows data on the session, user ID, hostname, and
timestamp of when the page was visited. AlgoViz content is open for public viewing, hence it is possible for users to search for content without registering. These are referred to as Anonymous users and so have a default user ID of 0. We used hostnames (i.e., IP addresses) instead of user IDs to identify trends in our user base. For any given hostname, we are able to determine which pages were viewed in a session — identified by the session ID variable, and the time when the page loaded. We used these data to generate a deduced social network. The Accesslog table uses a variable named access-id (AID) as the primary key of the table. It also stores session information. Each page viewed in a session generates a new AID (i.e., row) in the table. Much of the data in this table are generated from spammers, crawlers, bots, etc. We followed a three-step process to clear the log data of non-user data.

1. Filter data based on page titles: Many pages in AlgoViz are generic and less informative for understanding user behavior. At the first stage of data cleaning, we prune the rows based on the titles of the pages. Examples of pages titles that are less informative and less important include: ‘Welcome’, ‘Access denied’, ‘Page not found’, etc.

2. Filter data based on the path: Sometimes the title of the page alone is not sufficient to understand content. For example, the profile page for a user contains the user name as the title. The Accesslog table stores the internal path of the page. We used these paths to prune rows that include generic internal paths such as ‘user/register’, ‘user/login’, ‘node’, etc.

3. Filter data based on the session information: At this phase, we investigated user behavior based on the session information. In particular, we can detect aggregate behavior such as average pageviews per session, average length of session if at least two pages were viewed, etc. With such information, we are able to identify the outliers, possibly bots, in the log data, and filter them out. The session-based pruning was done in three stages:

   (a) Pages per session: Count of the number of unique pages generated in a session; prune if this value is greater than a certain threshold $x$.

   (b) Seconds per page: On average, in a session, how much time was spent on a page; prune if this value is less than a certain threshold $y$.

Table 4.1: Log data for AlgoViz.

<table>
<thead>
<tr>
<th>Session ID</th>
<th>Page Title</th>
<th>Internal URL</th>
<th>Path/Page</th>
<th>Hostname†</th>
<th>User ID</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>ievav83</td>
<td>Lifting the hood of the computer...</td>
<td>node/1413</td>
<td></td>
<td>93.x.y.z</td>
<td>0</td>
<td>1276272047</td>
</tr>
<tr>
<td>t5fuuba</td>
<td>biblio/export/ tagged/118/ popup</td>
<td>research.cs. vt.edu/algoviz</td>
<td></td>
<td>207.x.y.z</td>
<td>0</td>
<td>1276260935</td>
</tr>
<tr>
<td>ivuks8s</td>
<td>Has an AV helped you learn a topic in computer science?</td>
<td>research.cs. vt.edu/algoviz</td>
<td></td>
<td>95.x.y.z</td>
<td>0</td>
<td>1276260943</td>
</tr>
</tbody>
</table>

† IPs are changed to protect user identity.
(c) Number of sessions with one pageview: Usually a session would contain multiple pageviews. We observed a tendency to generate a large number of sessions with only one pageview, for certain hostnames. We pruned all of the rows containing each such suspicious hostname.

Figure 4.3 shows the number of rows in AlgoViz log data for four different semesters as the filtering module passes through the different data cleaning steps. The timeline for Fall semester is August 1st to December 31st, and Spring semester is January 1st to May 31st. Each row represents the loading of a page in a session. For example, if a user $u$ viewed three pages in a session $sess_i$, this log will have three rows for user $u$ with session $sess_i$. As we see in this figure, activities recorded in the log vary from time to time. While Fall 2009 and Spring 2010 have similar numbers of visits, Spring 2011 shows increased activities. Spring 2013 shows the least user activity of these semesters. For each semester, each cleaning step reduces the number of rows initially found in the log data. For example, in Fall 2009 there were 298,091 rows after the first data cleaning step, which become 21,656 after the last data cleaning step.

### 4.3.2 Network generation

Once the log data has been filtered, we can connect users based on their activities in the DL. The AlgoViz accesslog table has multiple attributes that can be used to connect pairs of users. Among these attributes we choose to use pageviews. That is, two users are connected if they viewed some of the same pages. These connections create the DSN. Each node in this network represents a user. We use a connection threshold parameter to vary the network strength. A connection threshold of size $k$ for an edge indicates that two users viewed at least $k$ common pages.
Figure 4.4: Building the deduced social networks with AlgoViz log.

Figure 4.4 shows the number of nodes, edges, connected nodes, and isolated nodes in the DSNs for Fall 2009, Spring 2010, and Spring 2011. Isolated nodes are the nodes without any edge. We use a connection threshold of 10 for all these networks. This figure shows that in Fall 2009 there are 2,427 users. However, only 203 of these users have edges between them and the number of edges are 8,358. The number of users without any edge is 2,224. Among the 5,352 users in the Spring 2010 DSN only 413 were connected to each other. The total number of edges in Spring 2010 DSN is 15,846. Spring 2011 is the largest of the three DSNs with a total of 10,965 users and 56,432 edges. Only 837 users shared edges and the number of isolated nodes is 10,128.

Network attributes such as density, betweenness centrality, modularity, etc. change depending on the connection threshold. Density [27] for a network with edges $E$ and vertices $V$ is defined as:

$$
density = \frac{2 \times |E|}{|V| \times (|V| - 1)} \quad (4.1)
$$

Figure 4.5 shows the effect of varying connection threshold on the network in terms of network density. The X-axis shows the values of $k$ and the Y-axis lists the density of the network. The three lines represent three DSNs. According to this plot, density decreases quickly as we increase $k$. For example, in Fall 2009, with $k = 6$ the density is 0.007 and with $k = 20$ the density is 0.0001. Similarly, in the Spring 2011 DSN, with $k = 6$ the density is 0.006 which drops to 0.002 as we change $k$ to 8. Lowering the connection threshold adds more edges into the network, thus making the network more susceptible to outliers. On the other hand with a higher threshold, as the network starts to get sparse it may loose important information. We wanted to select a $k$ that would generate a DSN in between these two extremes. The plots show that the density of the DSN changes rapidly until $k = 8$ and starts to stabilize around $k = 14$. We believe $8 < k < 14$ is a good
The respective DSNs, without the isolated nodes, are shown in Figure 4.6. The size of the nodes in this figure are proportional to their degrees. As we see in these plots, various network attributes change depending on the timespan of the DSN and user activities during that time. For example, the Fall 2009 DSN shows largely interconnected nodes indicating most of the users were viewing similar sets of resources. However, in Spring 2010 we see many nodes with one or two edges. These are the users who viewed a set of resources where parts were similar to other users and parts were
unique. Finally, in the Spring 2011 DSN we see two clear groups of users even before partitioning the DSN. Although these groups are visible in the DSN, we need further analysis to identify the characteristics of these groups.

4.3.3 Network partitioning – finding communities

When it comes to understanding user trends, constructing networks alone is not sufficient. We need to study the properties of the networks in order to get meaningful insight into the users’ behavior. Networks have been studied extensively in a variety of fields including physics, biology, and sociology [120, 101, 26]. Finding communities within networks is an active research area. Newman and Girvan used betweenness as a measure for removing edges and finding communities in graphs [47]. Clauset et al. used hierarchical agglomeration algorithms for detecting communities in large networks [26]. Among various clustering techniques, spectral clustering and modularity clustering also are gaining popularity in community detection.

Often network characteristics such as density, modularity, and connectivity are used to select the best algorithm for community detection. Some of the measures that are commonly used in community detection within a network include optimizing the minimum cut, hierarchical clustering, and modularity maximization. Many of these approaches depend on the idea of graph partitioning — breaking down the network into disjoint subsets such that the number of connections within the subsets is high but the number of connections between the subsets is low. Relevant graph partitioning techniques have been studied for Web science [62], epidemiology [56], sensor networks [116], and parallel computing [58, 73].

Modularity, introduced by Girvan and Newman, is a quality measure for clustering that has been successfully adopted in many areas [47, 94]. Modularity clustering is dependent on edge betweenness — a measure that assigns weight to an edge based on the number of shortest paths between pairs of vertices containing this edge. If a network contains multiple communities then the number of edges connecting the communities will be less than the number of edges within the community, and all shortest paths between those communities will contain one of those edges that connect the communities. Thus, the edges that connect the communities will have relatively higher edge betweenness values.

After we build a DSN, its characteristics might dictate the best methods to identify communities of users. Depending on factors such as $k$, the DSN can be dense or sparse, thus having different network characteristics (e.g., degree distribution, betweenness centrality). Factors that can influence and dictate network characteristics include the timespan of the log data used to define the DSN, the number of common attributes that creates a link between two entities, the nature of content within a DL, etc. These factors have the potential to generate sparse graphs, thus making it possible to readily identify different communities. For denser graphs, detecting communities can be tricky. Network characteristics such as node degree distribution should be used to find the proper graph partitioning algorithm suitable for detecting groups within that particular type of network.

We compare the performance of five different algorithms for detecting communities over four datasets. The first two datasets, AlgoViz and Ensemble, are created from logs - AlgoViz from September 2010
and Ensemble from March 2012. The third dataset, US airport\(^5\), contains a list of 500 airports in the USA. An edge exists between two airports if a flight was scheduled between them in 2002. The last dataset is from a small-scale social network site\(^6\) similar to Facebook. It originated from an online community for students at University of California, Irvine. The dataset includes the users that sent or received at least one message (1,899). Table 4.2 shows the datasets and their network properties such as number of nodes and edges. For the datasets generated from logs we report the number of nodes and edges that appear in the cleaned data.

The first algorithm is Spinglass \([111]\), which was developed for statistical physics. According to this method each node can have a different spin state and the interaction between two nodes dictates if the nodes will stay in the same spin state. A simulation is then run to find out the different states which are identified as communities.

The next algorithm, multi-level \([15]\), uses multi-level optimization of modularity to find communities. It takes a hierarchical approach to detecting communities. Initially each node forms a separate community. At each iteration nodes are re-arranged into communities such that the modularity is increased. The iteration stops when it fails to increase the modularity significantly.

Leading Eigenvector \([93]\) also uses modularity, expressed as Eigenvalues and Eigenvectors of a matrix. This matrix, which is independent of any network partitioning, can be treated as a network characteristic. Leading Eigenvector uses this matrix in identifying communities as well as detecting bipartite or k-partite structure in networks. Infomap \([115]\) uses a measure called description length to find communities. Description length is defined as the expected number of bits per vertex required to encode the path of a random walk. Infomap depends on finding the shortest description length for a random walk on the graph to find communities.

LinLog layout \([95, 96]\) uses an energy model to create a force-directed graph layout, a layout which is shown to subsume Newman and Girvan’s modularity measure. This algorithm tries to position nodes such that densely connected nodes are grouped together while weakly connected nodes are placed at distant locations.

Figure 4.7 shows the number of detected groups using each algorithm. The X-axis contains the four datasets and the Y-axis lists the number of detected clusters for each dataset using different clustering algorithms. The Infomap algorithm detected large numbers of clusters in the Social network dataset compared to other algorithms. The Y-axis uses a logarithmic scale to show the values and their differences. As seen in this figure, Spinglass detects four clusters in the AlgoViz DSN, zero clusters in the Ensemble DSN, 12 clusters in US airport network, and zero clusters in the

---

\(^5\) [http://toreopsahl.com/datasets/#usairports](http://toreopsahl.com/datasets/#usairports)

\(^6\) [http://toreopsahl.com/datasets/#online_social_network](http://toreopsahl.com/datasets/#online_social_network)
Social network dataset. Multilevel detects similar numbers of clusters, except where Spinglass found zero clusters in the Social network dataset, it is able to detect 14 clusters. Leading Eigenvector has similar results, detecting six clusters in the Social network dataset whereas Multi-level detected 14. The Infomap algorithm, on the other hand, detects a large number of groups compared to other algorithms for certain datasets (e.g., US airport, Social network). Multilevel, leading Eigenvector, and LinLog layout detect somewhat similar numbers of groups for all the datasets. Note that these three algorithms depend on some form of modularity. Of all the algorithms, only Spinglass sometime fails to detect groups within a network (e.g., Ensemble-Mar12, Social network).

For further analyses we choose to use the groups found by the LinLog layout algorithm. One of the reasons we select this algorithm is it uses modularity, which has been successfully used in other domains to detect communities. Although both the multi-level and Leading Eigenvector algorithms depend on some form of modularity, multi-level uses a hierarchical grouping approach which does not seem relevant for AlgoViz. The three main collections hosted in AlgoViz (i.e., catalog, bibliography, field reports) are not hierarchic in nature. On the other hand, because Leading Eigenvector needs to compute an Eigenvalue, it might not perform well for certain graphs. LinLog layout presents a suitable choice among the modularity-based algorithms we considered.

Using the results obtained from the LinLog layout algorithm on the AlgoViz September 2010 dataset, we project the data points of the clusters into a two-dimensional space. Figure 4.8 (i) shows the projected points in a 2D space. Each point represents a user in a cluster and each cluster is presented with a specific color. The user (i.e., node) distribution in the clusters is given beside the cluster
Figure 4.8: Groups of users in the AlgoViz and Ensemble DSNs using LinLog Layout.

(i) Clusters in AlgoViz DSN (September 2010)  
(ii) Nodes per group (September 2010)  

(iii) Clusters in Ensemble DSN (March 2012)  
(iv) Nodes per group (March 2012)

plot (see Figure 4.8 (ii)). The figure shows that most of the clusters consist of more than 20 users. Also, there are clusters with low numbers of users, indicating possible outliers (e.g., Cluster 5 in AlgoViz September 2010 has 2 users). While most of the clusters of the September 2010 DSN are closely situated (see Figure 4.8 (i)), Cluster 4 is placed at a larger distance than the rest of the clusters. A possible reason of this could be that this cluster is made of users who saw different types of resources than most other users. Further analyses on the topic of this cluster in the next section points in this direction.

Figure 4.8 (ii) shows that the first cluster has close to one hundred users. In Figure 4.8 (i) the first cluster is represented using black circles. The second cluster is denoted by red circles and has more than 30 users (see Figure 4.8 (ii)). Clusters 3 and 4, represented by green and yellow triangles respectively (see Figure 4.8 (i)), have more than 20 users in them (see Figure 4.8 (ii)). The last cluster, presented by blue squares, has less than ten users.

Figure 4.8 (iii) and (iv) shows similar plots for the Ensemble March 2012 dataset. In Ensemble we see a more uniform distribution of users in the clusters. Clusters 1, 2, and 6 have at least 20
users whereas Clusters 4 and 5 have more than ten users (see Figure 4.8 (iv)). Most of the clusters also are placed closed to each other in Figure 4.8 (iii) except for Cluster 3. This indicates that the partitioning between the clusters may not be rigid and only Cluster 3 may show clear separation with the other clusters.

Building the DSN and partitioning the network gives us a glimpse of user groups present in these DLs. While one group might be dominating in one edu-DL (e.g., Cluster 1 in AlgoViz) another edu-DL may contain equally weighted groups (e.g., Ensemble). Even for a certain edu-DL, the groups and node distribution would change from time to time following user trends.

4.3.4 Topic modeling – finding community interests

Partitioning the DSN alone does not provide us with helpful information. The groups found by partitioning the DSN can be analyzed from different perspectives. Such analyses will help us to detect the characteristics of the groups. As an example we show how topic detection can be used to identify user interests in those groups using the AlgoViz September 2010 and Ensemble March 2012 datasets. Each cluster or group corresponds to a set of users who viewed some pages. For each group, we apply a topic modeling algorithm on the page titles viewed by the users of that group. Table 4.3 provides a overview of modeled topics for AlgoViz September 2010 DSN by two commonly used topic modeling algorithms, LSI [37] and LDA [14].

The first column of Table 4.3 lists the modeling algorithms: LDA and LSI. The second column shows the cluster IDs for the groups detected in the AlgoViz September 2010 DSN. For each cluster in the second column the topic with most coverage is listed in the third column. For each clustering algorithm we modeled five topics using both LDA and LSI since there are five clusters in the DSN. The reason for selecting the same number of topics is that it would allow us to see if each cluster is dominated by one specific topic. Of the five modeled topics we selected the topic with most coverage for any given cluster. The third column shows the ID of this topic while the fourth column shows the coverage of the topic in that cluster. For example, from row one we see that when using LDA,

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>Topic ID</th>
<th>Topic coverage(%)</th>
<th>Words appearing in the topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>85.4</td>
<td>sigcse, algoviz, awards, publication, softvis, winners, call, acm</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>89.79</td>
<td>biblio, tagged, export, catalog, entries, av, popup, trees</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>86.67</td>
<td>biblio, forum, export, popup, author</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>82.15</td>
<td>biblio, forum, export, popup, author</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>91.66</td>
<td>biblio, export, author, popup, tagged, bibtex, catalog, entries</td>
</tr>
<tr>
<td>LSI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>58.73</td>
<td>forum, sigcse, algoviz, publication, venues, softvis</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>90.21</td>
<td>biblio, export, tagged, popup, author, catalog, entries, bibtex</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>95.2</td>
<td>biblio, export, tagged, popup, author, catalog, entries, bibtex</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>80.72</td>
<td>forum, sigcse, algoviz, publication, venues, softvis</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>97.21</td>
<td>biblio, export, tagged, popup, author, catalog, entries, bibtex</td>
</tr>
</tbody>
</table>
for Cluster 1, Topic 4 covers 85.4% of the words appearing in that cluster. Similarly, Topic 5 has a higher topic coverage (89.79%) in Cluster 2. Among the four topics detected by LDA in the five clusters, Topic 4 links to words related to awards given to AVs. Topics 1, 3, and 5 all have common terms such as *biblio, export* that link more to the bibliography section and the activities related to a bibliography. However, Topic 1 also contains word such as *catalog* and *entries* that link to the bibliography section and the activities related to a bibliography. Moreover, Topic 5 also contains the word *trees* likely referring to the AVs related to trees.

Likewise, using LSI, for Cluster 1, Topic 3 covers 58.73% of the words appearing in that cluster. Note that the clusters are the same for both LSI and LDA. The last column in this table shows some of the words appearing in the dominating topic (i.e., column three). Some of the words appearing in Top 4 for LDA are *SIGCSE, algoviz, awards, and publication*, which relate to awards given to catalog entries at various venues (e.g., SIGCSE, SoftVis). The first topic detected by LSI contains the words *biblio, export, tagged, and popup*, which is likely to be related to events where users export bibliography entries tagged with particular author names. Topic 1 of LSI also contains words related to AV catalog entries. Unlike LDA which detected four topics in the five clusters, LSI detected two topics that cover the five clusters - Topics 1 and 3. Topic 1, described earlier, contains a mix between bibliography and catalog entry sections within AlgoViz. Topic 3 contains words *forum, SIGCSE, algoviz, and publication*, which are more general and not tied to any specific collection or resources.

Overall, in the five clusters of AlgoViz September 2010 DSN, LDA detected four topics that have more than 50% coverage in the clusters (i.e., Topics 1, 3, 4, and 5) whereas LSI detected two such topics (i.e., Topics 1 and 3) (see column three in Table 4.3). In a perfectly partitioned network each cluster would contain users who viewed resources that are unique to that cluster only. When topics are modeled in such clusters the dominant topic for each cluster also would be unique. From Table 4.3, we see that the topics of LDA are more in sync with the partitioned networks for this particular network and the associated clustering approach.

To further analyze the topics discovered by the LDA approach, we examined the top three topics appearing in each cluster. Table 4.4 shows the distribution of the top three topics for each of those five clusters using LDA. For example, in Cluster 4, Topic 3 covers 82.15% of the content (e.g., title of the pages visited by the cluster members). For this cluster the two other top topics are Topic 5 (4.46%, see column five in Table 4.4) and Topic 1 (4.46%, see column seven in Table 4.4). We see that for each cluster the top topic always covers more than 80% of the cluster content. We also see that one topic may be dominant in multiple clusters. For example, Topic 3 is dominant in both Clusters 3 and 4.

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>Top Topic (1)</th>
<th>Distribution</th>
<th>Top Topic (2)</th>
<th>Distribution</th>
<th>Top Topic (3)</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>85.43%</td>
<td>5</td>
<td>3.64%</td>
<td>1</td>
<td>3.64%</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>89.79%</td>
<td>3</td>
<td>2.57%</td>
<td>1</td>
<td>2.56%</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>86.67%</td>
<td>1</td>
<td>3.37%</td>
<td>5</td>
<td>3.35%</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>82.15%</td>
<td>5</td>
<td>4.46%</td>
<td>1</td>
<td>4.46%</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>91.66%</td>
<td>5</td>
<td>2.0%</td>
<td>3</td>
<td>2.0%</td>
</tr>
</tbody>
</table>
Table 4.5: Topic distribution using LDA for Ensemble March 2012 DSN, T=5 Topics.

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>Top Topic</th>
<th>Distribution</th>
<th>Top Topic</th>
<th>Distribution</th>
<th>Top Topic</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>43.20%</td>
<td>5</td>
<td>27.10%</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>38.60%</td>
<td>5</td>
<td>28.10%</td>
<td>3</td>
<td>22.30%</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>49.40%</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>41.30%</td>
<td>5</td>
<td>28.40%</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>41.60%</td>
<td>5</td>
<td>21.80%</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Results of similar analyses on the Ensemble DSN are described in Table 4.5. For each cluster (in the first column), we list the top three topic IDs along with the percentage of text the topic covers. The empty cells indicate that none of the discovered topics match the rest of the texts in the cluster. For example, with Cluster 3, we see that Topic 1 covers 49% of the text appearing in that cluster. However, none of the other topics were able to cover the remaining 51% of the text appearing in that cluster.

As we see in Table 4.5, Topics 1 and 2 are the prominent topics for the five clusters found in the March 2012 Ensemble DSN. Clusters 1, 2, 4, and 5 all have Topic 2 as the most dominating topic while Cluster 3 is dominated by Topic 1. Although we are referring to the first topic as the most dominating topic for a given cluster, none of these dominating topics cover more than 50% of the cluster content. Also, although we found five partitions in the DSN, from the topics identified we are able to detect two groups of users: the group who viewed contents related to Topic 1 and the group who viewed content related to Topic 2. Table 4.6 lists some of the words appearing in the top three topics in the Ensemble DSN. Words from Topic 1 point to one of the groups in Ensemble called Passion, Beauty, Joy and Awe and activities related to groups in general, such as join and subscribe. Topic 2 points to pages with terms design, history, institute, and cs, which likely refers to the history of computer science. Topic 3 includes words such as computer, science, software, and java which links more to areas in computer science.

The use of topic modeling has two benefits. On the one hand it acts as an analytic tool, providing us with the information on the characteristics of the groups and their interests. At the same time this can be used to identify if the partitioning of the DSN was rigid. As we stated earlier, ideally, for a well partitioned network, each partition (i.e., cluster) should be dominated by a unique topic. If, however, two or more partitions (i.e., clusters) share the same topic as the most dominant topic, then the quality of the partitions may not be satisfactory. In that case, further analyses can be carried out to find better partitions. In our case, the use of topic modeling was more exploratory than necessary. In the later chapters where we use the findings of the DSN we only rely on the

Table 4.6: Top three topics in the Ensemble March 2012 DSN using LDA.

<table>
<thead>
<tr>
<th>Topic ID</th>
<th>Some words appearing in the topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>computing, group, og, joy, join, beauty, cs, subscribe, ensemble</td>
</tr>
<tr>
<td>2</td>
<td>taxonomy, term, feed, subject, cs, design, image, history, institute, amp</td>
</tr>
<tr>
<td>3</td>
<td>taxonomy, site, community, computer, java, software, science, data</td>
</tr>
</tbody>
</table>
groups detected by the network partitioning.

4.4 Summary

In this chapter we describe how log data can be used to generate deduced social networks within educational DLs. We also show how these DSNs can be partitioned to detect groups of users. Further, we use topic modeling to identify the group characteristics. In the absence of active user communities these latent user groups can help us improve DL services by incorporating user trends into the services or by sharing usage patterns with users. Our approach is generic enough that it can be implemented in other types of DLs. The focus of this chapter is to define a DSN, show how DSNs can be modeled using data from real edu-DLs, and present exploratory analysis on those DSNs. The applicability of the findings are described in the subsequent chapters where we use the groups from the DSNs to improve ranking of search results and provide recommendations to users.
Chapter 5

Revised Ranking in an Educational DL

In Chapter 4 we described the process of generating a deduced social network and then partitioning the network. As a result of network partitioning, we found a set of groups. Findings from the network and group analyses can be used in various ways. This chapter shows how DSNs can be used to improve the content ranking system for an educational DL. In particular, we used DSNs to improve the search rankings for Algorithm Visualizations in the AlgoViz catalog.

5.1 AlgoViz ranking

AlgoViz\(^1\) is an educational portal with an online community. AlgoViz has a comprehensive collection of metadata on algorithm visualizations (AVs) and a bibliography related to algorithm visualizations. Each of these collections has more than 500 entries. Each AV entry in the catalog contains metadata for the associated AV, including a link to the original AV. Other fields in the metadata include author, project it is part of, language of the AV, institution, date it was first published, date it was last modified, topic it addresses, and delivery method such as Java applet (see Figure 5.1). Along with the metadata many of the AVs also have detailed information including description, evaluation, usage notes, field reports, and bibliography entries linked to it. Each AV also contains a four-level recommendation that shows different areas where the AV might be used.

During browsing and searching of catalog entries in AlgoViz, users are presented with a list of AVs in a succinct form that shows limited information about the rating, recommendation, topic, and delivery method (see Figure 5.2). This list is sorted according to a customized weight computed for each catalog entry in AlgoViz. AlgoViz is implemented using the Drupal\(^2\) content management system. The default sorting scheme for Drupal depends on generic fields of a resource such as recency of the resource, number of comments, title, etc. When used alone these generic fields fail to convey information on the state of an AlgoViz catalog entry — whether the entry is working, what the delivery method is, what format it is in, what it is good for. This information, which can be useful for the user, can be found in the custom attributes of each catalog entry. AlgoViz uses custom

\(^1\)http://algoviz.org
\(^2\)http://drupal.org
scoring as a way to incorporate these AlgoViz-specific custom attributes into the overall ranking of catalog entries. This is done by providing certain weights to the custom attributes. These weights lead to a custom score which is used to rank catalog entries. Each custom field is given a specific weight by domain experts. We will refer to this weight as custom score and the fields that are used to calculate the weight as custom fields.

Among the various attributes of an AV only seven are used to compute the custom score. The field works indicates if the AV works or not. A working AV receives 20 points towards its custom score. There are four levels of recommendations (i.e., recommended, has potential, unrated, and not recommended) for four different purposes for which the AV is evaluated by domain experts (i.e., lecture aid, self-study supplement, standalone, debugging aid). There are 20 points for the first recommended and six points for the subsequent recommended. Each has potential receives five points, unrated receives one point, and not recommended receives two negative points. AlgoViz lists a number of awards given to outstanding AVs by both AlgoViz and other educational institutes/conferences (e.g., Koli calling educational tool award). Any award of an AV receives 15 points. Five points are awarded for any reference or field report linked to the AV. Support for multiple languages in an AV receives five points. Based on the type of the delivery method of an AV it can receive one or two points. Lastly, the field activity level which indicates the type of the AV (e.g., animation, slide show) as well as the interactivity level (e.g., step control, questions) is given two to five points depending on the activity level. The custom ranking scheme is summarized in Equation 5.1.
Custom score = \( \text{Works} \times 20 + \text{First Recommended} \times 20 + \text{Additional Recommended} \times 6 + \) \\
Each \( \text{Has Potential} \times 5 + \text{Each Unrated} \times 1 + \text{Each Not Recommended} \times -2 + \) \\
Any awards \( \times 15 + \) Any Field Report and/or Reference \( \times 5 + \) Multiple Language \( \times 5 + \) \\
Any delivery method with Java but not Java-webstart \( \times 2 + \) \\
Delivery method with Java-webstart \( \times 1 + \) Activity level has Predictions or Exploration \( \times 5 + \) \\
Activity level has Questions \( \times 2 \) \\
(5.1)

Two services within AlgoViz, browsing and searching, make use of the custom score. During AV catalog browsing the AV list is sorted based on this custom score. As for searching, AlgoViz provides two types of searches to its user. The default Drupal search is a site-wide search that returns all content types (e.g., AV, bibliography, forum post) matching the query terms. There is also an advanced searching option provided in the catalog page. This search builds upon the Solr framework\(^3\). The Solr-based search is performed only on the AV catalog entries and the results are sorted according to the custom score of the AVs. Since the ranking of Solr-based search is customized, we refer to this ranking as the custom ranking.

While the custom ranking depends solely on Equation 5.1, Drupal ranking uses keyword relevance,
Table 5.1: Drupal ranking factors and weights in AlgoViz.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyword relevance</td>
<td>8</td>
</tr>
<tr>
<td>Recently posted</td>
<td>5</td>
</tr>
<tr>
<td>Number of comments</td>
<td>4</td>
</tr>
<tr>
<td>Number of views</td>
<td>6</td>
</tr>
</tbody>
</table>

recency of the resource posted, number of comments, and pageviews. Table 5.1 shows the current weight associated with the four fields used in the Drupal ranking within AlgoViz. These are default weights for the Drupal search framework. The weights control which and how much of certain properties of the content should be valued while ordering the results. Higher numbers indicate more influence in the ordering.

While Drupal allows site administrators to change the weights of the listed factors, it does not provide a way to include any custom fields in the ranking. The default Drupal search module in Drupal 6 (the version used by AlgoViz) also lacks a faceted searching option. Faceted search allows users to filter the search results according to the different attributes of an entry which act as facets. These factors lead us to use the Solr search framework for AlgoViz. While Solr provides faceted search we need to customize the Drupal module for Solr in order to include the custom fields of AVs as facets. We also customize the framework so that the ranking is done based on the custom score.

One potential drawback of the AlgoViz custom ranking is that it lacks user trends (e.g., pageviews). DSNs are built using log data, which contains user behavior. Various network analyses on the DSNs can reveal interesting user trends as seen in Chapter 4. We believe the DSN holds potential to improve the performance of custom ranking by including social trends into the ranking.

5.2 Revised ranking

Ranking is a crucial part of any query system. Figure 5.3 shows how ranking and searching are used for a query. Different searching frameworks depend on different measures to find the most relevant resources for a given query. The results are ranked before presenting them to the user. This chapter addresses the ranking section (appearing within the dotted red lines in Figure 5.3) of a query processing system. Most retrieval methods rank the results by placing the presumed most relevant content on the top of the list. Text-based ranking mostly depends on term frequency and text similarity. Link-based ranking on the other hand relies on the links within and across documents. The two existing searching systems in AlgoViz uses two different search frameworks. The default Drupal search results are ranked using the default weighting scheme as described in the previous section. The ranking of the Solr system, described in Table 5.1, is overridden by the AlgoViz custom score.

One of the main differences between these two approaches is that the custom fields related to the custom score are AlgoViz-specific fields which lack usage information, whereas Drupal includes

---

4Pageview: Loading of a webpage.
number of views (see Table 5.1). DSNs built with pageviews capture such information and can be useful in including usage information into the custom ranking.

Pageview counts is a common measure used to gauge user interest. However, pageview counts fail to show if a resource was viewed more by a certain set of users with similar interests than by all users in general. Partitioning the DSN gives us latent groups of users with different interests. Using these groups found in the DSN, we can identify if a resource is of interest to a specific group or to a wider audience (e.g., all groups). To capture this information on the variety of users of a resource, we introduce the social interest coefficient, $s$.

For each resource, $s$ will reflect if the resource (e.g., catalog entry, bibliography) was viewed by different types of users. More weight will be given to a resource that appears in more groups — indicating it is of interest to a wider set of users. This coefficient reflects the fraction of groups whose users viewed the resource. The social interest coefficient is defined as:

$$s = \frac{\text{# of groups containing the resource}}{\text{# of total groups}}$$ (5.2)

For example, the AlgoViz DSN of September 2010 has five groups (i.e., clusters) of users. For each group, we have a list of resources seen by the members of that group. If a resource $re_i$ was seen by the members of all five groups then $s_{re_i}$ for that resource is calculated as $s_{re_i} = \frac{5}{5} = 1$

Similarly, if a resource $re_j$ was seen by the members of only one group then $s_{re_j}$ for that resource is calculated as $s_{re_j} = \frac{1}{5} = 0.2$

The value of $s$ will range from 0 to 1 where 1 indicates that the resource is viewed by all the groups and a value of 0 will indicate that no member in any group viewed the resource.

For any given resource, the social interest coefficient shows the fraction of groups whose users viewed
that resource. It however fails to assign any weight to this fraction. A resource that is viewed one time in all groups will have the same $s$ as the resource that is viewed more than once in each group. To capture this information we propose a *weighted interest coefficient*, $p$. For each resource viewed by the users in a group, $p$ will indicate if the resource was viewed by more users of that group. For a given group $g_j$, for any given resource $re_i$ we define $p$ as:

$$p = \frac{\# \text{ of users who viewed } re_i \text{ in group } g_j}{\# \text{ of users who viewed the most-viewed resource(s) in group } g_j}$$ \hspace{1cm} (5.3)

As an example, assume there are five resources viewed by the members of group 1. Along with each resource, assume we also know how many users viewed each resource:

- $re_1 = 5$,
- $re_2 = 1$,
- $re_3 = 2$,
- $re_4 = 10$,
- $re_5 = 3$

Thus, $re_4$ is the most viewed resource (i.e., 10 users viewed $re_4$). Then $p$ for each resource of group 1 will be:

- $p_{re_1} = \frac{5}{10} = 0.5$
- $p_{re_2} = \frac{1}{10} = 0.1$
- $p_{re_3} = \frac{2}{10} = 0.2$
- $p_{re_4} = \frac{10}{10} = 1$
- $p_{re_5} = \frac{3}{10} = 0.3$

Thus, in a certain group, resources that are viewed by more users will be weighted more compared to less viewed resources.

When used together, the two coefficients $s$ and $p$ provide information on which groups of users viewed a resource and how the pageview of that resource contributes to the overall pageview of all the resources in any given group. The behavior of isolated users who are not part of any group do not reflect a common navigation trend. Hence information of isolated users is not included on either of these two coefficients. With the two DSN-derived coefficients, we propose a DSN-based ranking schema defined as:

$$\text{DSN score}_{re_i} = s_{re_i} \times \sum \{p_{re_1}, p_{re_2}, \ldots, p_{re_n}\}$$ \hspace{1cm} (5.4)

where $n$ is the number of groups in the DSN.
While custom ranking uses custom scores of catalog entries (see Equation 5.1), DSN-based ranking depends solely on DSN-derived information. Both these rankings use two different types of information — custom ranking contains expert’s opinion on the equality and usefulness of the catalog entry and DSN-based ranking shows level of users’ interest in that resource. When used together these two sets of information can provide us with better ranking compared to the two separate rankings (i.e., custom ranking and DSN-based ranking).

Thus, we propose a ranking that builds upon the custom ranking and adds usage information with the help DSN-based ranking. Revised ranks are computed based on the revised score. For any given resource $r_{ei}$ we define the revised score as:

$$
\text{Revised score}_{r_{ei}} = \text{Custom score}_{r_{ei}} + \text{DSN-score}_{r_{ei}} \times 100
$$

$$
= \text{Custom score}_{r_{ei}} + s_{r_{ei}} \times \sum \left\{ p_{r_{ei1}}, p_{r_{ei2}}, \ldots, p_{r_{ien}} \right\} \times 100
$$

(5.5)

where $n$ is the number of groups in the DSN.

In most cases, the values of $s$ and $p$ are fractions, resulting in a fractional DSN-score. Custom scores however, produces round numbers usually ranging from around 7 to 90. In the revised ranking, in order to reflect the small changes in the DSN-score next to the custom scores, we multiply the DSN-score with 100.

We hypothesize that revised ranking will perform better than custom ranking in identifying user interests. In the next section we analyze a series of cases to test the hypothesis. We create a benchmark ranking and compare the performance of revised ranking with the performance of custom ranking and Drupal ranking in AlgoViz.

5.3 Rank evaluation

Our hypothesis is that revised ranking has the potential to better predict user interest compared to the other rankings in AlgoViz. To test this, we compared the performance of DSN-based ranking and revised ranking which uses the DSN-derived coefficients along with the custom score, against the performance of the two other ranking systems in AlgoViz: Drupal and custom ranking. One of the major differences between these two rankings is that Drupal uses pageviews but custom ranking does not. The DSN-derived coefficients are related to pageview. To see how pageview alone performs in ranking resources, we generate a solely pageview-based ranking and test it with the benchmark. However, it seems likely that solely pageview-based ranking is not preferable for a number of reasons. Pageviews can be generated through various activities originating within or outside the DL. For example, an email or a webpage with a link to a particular resource within an end-DL would generate pageviews for that resource. Thus, pageviews can produce inaccurately biased ranking. Also, the act of viewing a page related to an educational resource does not provide any feedback on the potential usefulness of a resource. Contrary to pageview, in this scenario, a click on the URL of the resource better portrays user interest in that resource. The pageviews for each catalog entry were computed from the log for the duration of the DSN (i.e., Spring 2011).
As a measure for user interest we introduce the *log-based rank* that depends on the *AV access* field. AV access is the number of clicks on the outgoing URL of a catalog entry in AlgoViz (from June 2011 to September 2013). The reason we select this field to generate the benchmark ranking is that while pageview shows initial interest in an AV, a click on an outgoing link shows further interest and can be seen as positive feedback on the potential usefulness of an AV. It is the best objective measure available that shows a catalog entry is really what the user is searching for.

We follow a case study approach for our evaluation. We randomly selected ten query terms from AlgoViz and compared the ranking of resultant AVs under the three different ranking systems. While we do propose a definition for revised ranking that incorporates DSN-derived parameters in the existing ranking, better models and approaches may exist. However, our goal for this chapter is to show the potential of DSN in improving an existing DL service (i.e., ranking) in a particular edu-DL: AlgoViz.

### 5.3.1 Methodology

In this section we briefly describe the methodology for data collection and analysis. We begin by randomly selecting ten queries from the AlgoViz query log. While selecting these queries, one criteria was that no two queries should be overlapping. Thus for query terms *AVL* and *AVL tree*, we only selected one (e.g., *AVL*) for further analysis. Also, we discarded the query terms that resulted in AVs with no pageviews in the DSN we used (AlgoViz Spring 2011).

Once we selected ten unique queries, for each query we perform two searches in AlgoViz, one using the default Drupal search and the other using the Solr search. We filtered the first search performed by Drupal so that only catalog entries were listed. This set of results was sorted based on the Drupal sorting schema described in Table 5.1. A similar search on the AV catalog was performed using Solr search. Solr search results were sorted according to the *custom score*.

The number of results varied depending on the search system. For example, for the query *Binary search*, the generic Drupal search returned 28 catalog entries while the Solr search returned 24 catalog entries. The Solr search results were sorted based on the custom score (described in Section 5.2). For each catalog entry returned by the Drupal search, we gather information on its *AV access*, *custom score*, *s*, *p*, and pageview. AV access contains the number of clicks on the outgoing URL of each AV from June 2011 to September 2013. The current system that tracks clicks on the outgoing link provides a cumulative value. It does not capture the time of each click. Hence anytime we process the clicks on the outgoing links we must take the total number of clicks on any outgoing link. The social interest coefficient (*s*) and the weighted interest coefficient (*p*) are calculated based on the Spring 2011 DSN of AlgoViz. Pageview also was computed from the same time frame using cleaned log data. For each query term we compute the revised ranking based on Equation 5.5. The computation of the coefficients and the pageviews from the DSN are not computationally intensive for the particular DSN we use (AlgoViz Spring 2011) which is one of the largest among the four DSNs we examined. However, finding the rank of the pages of a search is a manual and time consuming process that includes performing the search and manually processing the results (e.g., rank, page ID).

Various rank correlation measures are used to test the relationship between two ranks. Of those we
use Spearman’s rho, Kendall’s tau, and Pearson’s rank correlation coefficient to test the performance of different rankings. We use log-based rank (see Section 5.3) as the benchmark and compare five other rankings: Drupal rank, custom rank, pageview-based rank, revised rank, and DSN-based rank, with the log-based rank. Details of the evaluation methods will be discussed next.

5.3.2 Spearman’s Rho

Spearman’s rank correlation coefficient, also known as Spearman’s rho [127], is the rank correlation coefficient between \( n \) pairs of items. Spearman’s rho is calculated as:

\[
\rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)} \tag{5.6}
\]

where \( d \) is the difference between the matched ranks. The value of Spearman’s rho ranges from -1 to 1. A value of 0 indicates no correlation. A value from 0.5 to 1 indicates strong positive correlation, 0 to 0.5 weak positive correlation, 0 to -0.5 weak negative correlation, and -0.5 to -1 strong negative correlation.

5.3.3 Kendall’s Tau

Another rank ordering evaluation method that is often used to test association between variables is called Kendall’s tau [66]. It is defined as:

\[
\tau = \frac{(\text{number of concordant pairs}) - (\text{number of discordant pairs})}{\frac{1}{2}n(n - 1)} \tag{5.7}
\]

where \( n \) is the number of items.

A pair is said to be concordant if \( X_i < X_j \) implies that \( Y_i < Y_j \), for \( i \neq j \). The pairs are said to be discordant if \( X_i < X_j \) implies that \( Y_i > Y_j \), for \( i \neq j \). The value of \( \tau \) ranges from -1 to 1. In the case where there is no correlation the value of \( \tau \) is 0.

5.3.4 Pearson’s Correlation Coefficient

Pearson’s correlation measures the strength of linear relationship between two sets of data \( X_i \) and \( Y_i \) [127]. It is defined as:

\[
r = \frac{1}{n - 1} \sum_{i=1}^{n} \frac{(X_i - \bar{X})(Y_i - \bar{Y})}{S_x S_y} \tag{5.8}
\]
where $\bar{X}$ is the mean of $X$, $S_x$ denotes the standard deviation of $X$, and $n$ is the number of items. The value of $r$ ranges from -1 to +1. A value of zero indicates no linear correlation whereas a value of 1 indicates perfect positive correlation. A value of -1 indicates a perfect negative correlation.

### 5.3.5 Results

Figure 5.4 shows the performance of the five ranks compared to the benchmark rank using query terms *binary search* and *AVL*. The five ranks are the Drupal rank, custom rank based on AlgoViz-specific fields, pageview-based rank, our proposed revised rank, and lastly the ranking done solely on the AlgoViz Spring 2011 DSN following Equation 5.4.

Figure 5.4(a) shows a bar chart for each ranking system under a specific evaluation method for the query term *binary search*. The first group of bars represents Spearman’s rho ($\rho$) under which the Drupal rank returns a value of 0.18 when compared to the benchmark log-based rank. *Custom rank* returns a $\rho$ value of -0.18. The $\rho$ value of pageview-based rank is 0.58, revised rank is 0.404, and DSN-based rank is 0.408. According to this chart, using Spearman’s rho, pageview-based rank, revised rank, and DSN-based rank perform better than the other two ranks.

The next group of bars represent the results of Kendall’s tau ($\tau$) evaluation. According to this evaluation the $\tau$ value for Drupal rank is 0.13, custom rank is -0.11, pageview-based rank is 0.44, revised rank is 0.29, and DSN-based rank is 0.31. Thus Kendall’s tau show similar results as the Spearman’s rho. The last group of bars denotes Pearson’s coefficients, the results of which are...
similar to Spearman’s rho.

The coefficients alone are not useful in detecting the significance of the correlation. Figure 5.4(b) shows the corresponding p-values for each coefficient. A p-value of 0.05 or lower indicates significant correlation with the benchmark rank. This chart shows that using Spearman’s rho, the p-values of Drupal and custom ranks are 0.48, hence failing to indicate any significant correlation between any of these ranks and the benchmark rank. The p-value of pageview-based rank is 0.01, revised rank is 0.033, and DSN-based rank is 0.031. Thus these three ranks show significant correlation with the benchmark rank.

The second set of bars in 5.4(b) shows the p-values of the rank correlation coefficients using Kendall’s tau. All the ranks except the custom rank have values similar to Spearman’s rho. The p-value of custom rank using Kendall’s tau is 0.5 which is slightly higher than the corresponding Spearman’s rho (0.488). The third set of bars in 5.4(b) shows p-values for Pearson’s correlation coefficient. The p-values are similar to those for Spearman’s rho.

Figure 5.4(c) and 5.4(d) show the results using the query term AVL. The rank correlation coefficients using different evaluation methods are shown in Figure 5.4(c). The results of AVL are similar to binary search. Thus the coefficients (i.e., Spearman’s rho, Kendall’s tau, Pearson’s coefficient) for Drupal rank and custom rank are smaller compared to the other three ranks: pageview-based rank, revised rank, and DSN-based rank. The corresponding p-values in Figure 5.4(d) show that according to all the evaluation methods, the last three ranks show significant correlation with log-based rank.

Out of the ten query terms, two other queries, stack and queue and Dijkstra, show similar trends
where revised rank, pageview-based rank, and DSN-based rank show better performance compared to the other ranks. Figure 5.5(a) shows the rank correlation coefficients for stack and queue. According to Spearman’s rho, only the Drupal rank yields a negative coefficient (-0.02). The \( \rho \) value for custom rank is 0.19, pageview-based rank is 0.69, revised rank is 0.9, and DSN-based rank is 0.69. The \( \tau \) value of Drupal rank is 0.07, custom rank is 0.16, pageview-based rank is 0.57, revised rank is 0.78, and DSN-based rank is 0.57.

The p-values for each coefficient of Figure 5.5(a) is shown in Figure 5.5(b). According to this figure, under all the evaluation methods, revised rank, pageview-based rank, and DSN-based rank show significant correlation with log-based rank.

The rank correlation coefficients for the query term Dijkstra is given in Figure 5.5(c). In this case, custom rank has the lowest coefficient in all the evaluation methods whereas the pageview-based rank and DSN-based rank have the highest coefficients. The corresponding p-values are given in Figure 5.5(d). It shows that revised rank, pageview-based rank, and DSN-based rank have p-values lower than 0.05, thus indicating significant correlation with log-based rank.

So far the four query terms we used showed similar trends, where revised rank, pageview-based rank, and DSN-based rank showed significant correlation with the benchmark log-based rank. In each of the four cases both Drupal rank and custom rank fail to show any significant correlation with log-based rank. We observed another trend where only revised rank showed significant correlation with log-based rank. Figure 5.6 shows this trend.

Figure 5.6(a) shows the rank correlation coefficients for the query term heap. Using Spearman’s rho,
we see that the $\rho$ value of Drupal rank is 0.05, custom rank is 0.14, pageview-based rank is 0.25, revised rank is 0.36, and DSN-based rank is 0.24. Out of the five ranks the highest $\rho$ is achieved by the revised rank. A similar trend is seen using Kendall’s tau, though the coefficients are different. The $\tau$ value for Drupal rank is 0.04, custom rank is 0.09, pageview-based rank is 0.17, revised rank is 0.26, and DSN-based rank is 0.16. The third set of bars show Pearson coefficients which are identical to Spearman’s rho.

The associated p-values for Figure 5.6(a) are shown in Figure 5.6(b). Except for revised rank, all three ranks have p-values greater than 0.05 under all evaluation methods. The results indicate that when we use query term heap, only the revised rank is able to provide a ranking that is correlated with the benchmark rank.

The results of the query term bubble sort are shown in Figure 5.6(c) and Figure 5.6(d). Figure 5.6(c) shows the rank correlation coefficients. Using Spearman’s rho Drupal rank achieves a $\rho$ value of 0.41 whereas the $\rho$ value of custom rank is -0.29, pageview-based rank is -0.14, and DSN-based rank is -0.22. The highest $\rho$ value is achieved by revised rank which is 0.7. Both Kendall’s tau and Pearson’s coefficient show similar trends. The p-values in Figure 5.6(d) show that only revised rank has p-value less than 0.05 (i.e., 0.004) under all of the evaluation methods. Thus, when using query term bubble sort, only the revised rank shows significant correlation with log-based rank.

Next we present the results for merge sort. In Figure 5.7(a), for merge sort, the rank correlation coefficient for Drupal rank is -0.22 using Spearman’s rho. The $\rho$ value for custom rank is 0.52, pageview-based rank is 0.51, revised rank is 0.62, and DSN-based rank is 0.508. Similar to Spearman’s rho, revised rank generates the largest $\tau$ value (i.e., 0.43) for the Kendall’s tau method. The third evaluation, Pearson’s coefficient, produces results similar to Spearman’s tau. The p-values are given in Figure 5.7(b) which shows only Drupal rank fails to reflect any significant correlation with log-based rank. All of the other four ranks have p-values less than 0.05.

Drupal rank, pageview-based rank, and DSN-based rank perform poorly with the next query term, Huffman. Figure 5.8(a) shows that the Spearman’s rho value for Drupal rank is 0.48, custom rank is 0.59, pageview-based rank is 0.39, revised rank is 0.54, and DSN-based rank is 0.4. Thus, according to Spearman’s rho, custom rank performs the best for query term Huffman and pageview-based rank performs the worst (largest p-value of the five ranks). The result from Kendall’s tau is slightly different where revised rank has the highest $\tau$ value (0.45) and pageview-based rank has the lowest
τ value (0.23). The last evaluation, Pearson’s coefficient, produces values similar to Spearman’s rho.

The p-values in Figure 5.8(b) show that according to Spearman’s rho and Pearson’s coefficient, both custom rank and revised rank exhibit significant correlation with the log-based rank. The p-value for the coefficients are less than 0.05 for both these ranks for both of the rank correlation coefficients. All of Drupal rank, pageview-based rank, and DSN-based rank have p-values greater than 0.05. Kendall’s tau shows a similar trend except it shows that theDrupal rank is also significant.

With query term b tree in Figure 5.9(a) we see that two out of the five ranks have negative values (i.e., Drupal and custom rank). The results are similar for all of the evaluation methods, except that the values of Kendall’s tau are smaller compared to Spearman’s rho or Pearson’s coefficient. Figure 5.9(b) lists the corresponding p-values which show that both pageview-based rank and DSN-based rank are significantly correlated with log-based rank.

Lastly, with the query term quick sort in Figure 5.10(a) the largest Spearman’s rho value is generated by Drupal rank (0.32). All of custom rank, pageview-based rank, and DSN-based rank produce negative ρ values. However, revised rank results in positive ρ values. Similar trends can be seen for both Kendall’s tau and Pearson’s correlation coefficient. Figure 5.10(b) shows the p-values for the coefficients. As we see from this figure, any of the five ranks fail to show any significant correlation with log-based rank.

In this section we tested five ranks with ten queries against the log-based rank. Table 5.2 shows the number of significant results for each of the five ranks. As the table shows, the Drupal rank fails to show any significant correlation with log-based rank in each case we tested. Compared to Drupal rank, custom rank was able to show significant results in two out of the ten cases (i.e., Merge sort and Huffman).

Overall, the pageview-based rank and DSN-based rank show significant correlation with log-based rank for most cases (i.e., six out of the ten cases we tested). The pageview-based rank fails to show a significant result with query terms quick sort, heap, bubble sort, and Huffman. Pageview is a widely used standard for identifying user interest. However, in our case, there are a number of caveats of solely using pageview as a measure for ranking. Pageviews can be generated by a number of different activities that include browsing, searching, following a link in email or a webpage, etc.

![Figure 5.8: Rank correlation for query term Huffman.](image_url)
With the current logging system, it is not possible to identify activity-specific pageview. In an ideal situation, a search-specific pageview can give us insight into which pages are looked at by users during a search. Unfortunately, our current log data collection does not capture this information. Another drawback of solely using pageview in ranking is that it fails to include the custom fields that may contain potentially useful information.

Out of the ten cases, revised rank was able to show a significant result eight times. It failed to show significant results for \textit{b-tree} and \textit{quick sort}. However, with \textit{quick sort} none of the schemes are able to show any significant correlation with the log-based rank. With \textit{b-tree} the performance of revised rank is affected by custom score. While computing revised score (see Equation 5.5) we do not place any weight on the custom score or on any of the coefficients (social interest coefficient, and weighted interest). We believe introducing a weighting factor on the custom score while computing the revised score will allow us to tune the effect of custom score on the overall rank.

Of the five ranks we tested, custom rank includes custom fields or domain specific knowledge. Incorporating domain specific knowledge into various DL services is important for better serving the user of a certain DL. Custom fields are specific to AlgoViz catalog entries and can be beneficial in identifying potentially useful AV entries. Although custom rank uses custom fields, this ranking fails to successfully reflect user trends in most cases (it fails in eight out of the ten cases we tested). Drupal ranking on the other hand tries to combine user interest (number of views in Table 5.1)

---

![Figure 5.9: Rank correlation for query term \(B\ Tree\).](image)

(a) Rank correlation coefficients (b) p-values of rank correlation coefficients

![Figure 5.10: Rank correlation for query term \(Quick\ Sort\).](image)

(a) Rank correlation coefficients (b) p-values of rank correlation coefficients
Table 5.2: Significant rank correlation for different ranking.

<table>
<thead>
<tr>
<th>Ranking</th>
<th># of significant correlations</th>
<th>Query terms with significant correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drupal</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Custom</td>
<td>2</td>
<td>Huffman, Merge sort</td>
</tr>
<tr>
<td>Pageview</td>
<td>6</td>
<td>Binary search, AVL, Stack and Queue, Dijkstra, Merge sort, B-tree</td>
</tr>
<tr>
<td>DSN</td>
<td>6</td>
<td>Binary search, AVL, Stack and Queue, Dijkstra, Merge sort, B-tree</td>
</tr>
<tr>
<td>Revised</td>
<td>8</td>
<td>Binary search, AVL, Stack and queue, Dijkstra, Heap, Bubble sort, Merge sort, Huffman</td>
</tr>
</tbody>
</table>

with content-based ranking by using the title and body of the resource while ranking. Note that Drupal ranking does not include the custom fields of resources into the ranking system. This ranking uses number of comments and the recency of comments as indicators of user interest. While these indicators do show the user interest in a resource, edu-DLs that suffer from lack of user activities will not particularly benefit from such indicators.

Pageview-based rank solely depends on pageviews which can be generated by a number of different activities. Some of these activities may pose bias towards a certain resource, such as a website containing the URL of a particular resource. Using only one form of user activity to rank content poses a significant risk of producing ranks that are not useful. Besides, pageview-based ranking also does not include domain specific knowledge. Similar to pageview-based rank, DSN-based ranking solely depends on user activities. However, in certain cases DSN-based rank shows higher rank correlation coefficients (e.g., AVL) or lower p-values (e.g., Huffman, quick sort) compared to the pageview-based rank.

Revised ranking, which builds upon custom ranking and DSN-based ranking, provides a hybrid approach. Note that we do not use the information of the isolated users in revised ranking. Machine learning algorithms can be used to build a model for effectively ranking content with different DSN-derived information including the isolated users. Revised ranking uses both domain knowledge of the resources (e.g., custom fields) and user trends to rank content. The two DSN-derived coefficients used in revised ranking capture both user interest on a resource across different user groups and the weight of that interest. In our comparisons, revised rank shows the most promising result while combining both domain knowledge and user interest. We believe edu-DLs that lack explicit user activities (e.g., comments, ratings) can benefit from including the DSN-derived information into the ranking system along with the content-based information.

5.4 Application architecture

Edu-DLs that lack active user participation and use traditional search services can benefit from incorporating DSN-derived information into the ranking of search results. In this section we briefly describe an architecture that includes DSN-derived knowledge into the ranking system. Figure 5.11 shows the framework. Two offline activities form the core of this framework. The first offline module is the Indexer Module that indexes the content. Indexing is a core part in any information retrieval
Figure 5.11: Ranking resources during search using DSN.

system. The DSN Module depends on log data to track user activities. This module cleans the log data, generates the deduced social network, and partitions the network. All three activities of the DSN module can be done offline.

The search Module takes a user query and indexed content to produce a set of matching results. The results then pass through the Rank module which uses metadata of the matching results as well as the groups in the DSN to generate the ranked results.

The DSN Module takes a number of parameters from the administrator such as the type of the DSN (e.g., user-user or page-page), the time period for which the DSN should be built, the connection threshold, the partitioning algorithm, etc. The ideal parameters of any edu-DL will depend on the type of the DL and the type of user activity in that DL.

5.5 Summary

In this chapter we present a revised ranking system for AlgoViz. This system uses the existing AlgoViz ranking combined with the information retrieved from the DSN to include usage information. Our evaluation shows that there is significant correlation between the revised rank and log-based rank (an objective measure of demonstrated user interest in the search results). That is, revised ranking performed better than the existing custom ranking alone. This approach can be used in other DLs where user modeling is difficult yet social navigation would be a valuable addition.
Chapter 6

Recommendation in an Educational DL

Educational digital libraries connect content with users. Groups might be implicitly formed within these libraries when similar users, such as educators, come here and share common actions. The vast amount of resources and activities within an edu-DL lead to the problem of information overload — how to find useful resources in a reasonable amount of time when there is too much information to manage. In many edu-DLs the prevalent practices within the groups are not visible. Users act (e.g., browse, search) mostly on their own and lack any knowledge of how other users acted in a similar context.

Capturing user activities within an edu-DL can shed light on the potential usefulness of a resource. Making practices visible not only can show users what others are doing but also can motivate users to explore content and share their experience. DSNs can be useful in such scenarios since they capture user activities. In this chapter, we present a DSN-dependent recommendation framework that can be used to recommend content based on user activities within an educational DL.

6.1 Model building based on a DSN

Recommendation systems are widely used for easing information overload [5, 24, 131]. These systems not only capture, store, and analyze user activities, they also present popular trends to users. These systems can be grouped into three broad categories: content-based recommendation, collaborative recommendation, and hybrid recommendation (see Section 2.4.4).

In content-based recommendation, the similarity between content is the leading factor for recommending like resources [107]. The similarity measure can differ depending on the type of the content. For example, a system with text corpora will require textual similarity to find closely matching documents. Some e-commerce sites use categorization of commodities for similarity measurement [134, 123].

Collaborative recommendation, however, depends on similarity calculations based on user profiles and activities [48, 24]. There should be a considerable number of users with accounts and activities (e.g., rating, review) in the system for collaborative recommendation to perform well. The user
accounts and activities are used to build user models which are later used to recommend resources to a new or existing user. The last type of recommendation, hybrid-recommendation, combines content-based recommendation and collaborative recommendation.

Many edu-DLs are rich in user activities yet typically lack user information such as accounts, ratings, comments, etc. In the absence of such explicit user activities, DSNs can provide a better insight into existing user trends. DSN-based recommendation, when used with text-based recommendation, would result in a hybrid recommendation system that uses the DSN derived information to generate a model to recommend content.

As shown in Figure 4.2, we use the accesslog table of AlgoViz to create a DSN. The DSN-building step takes two parameters: the time range when the network is built (e.g., Fall 2010, January 2013) and the connection threshold \( k \). These parameters control the size and connectivity of the resultant network. A longer time range keeps more log data and produces a larger network. Smaller connection threshold results in more connectivity and creates a denser network.

The constructed DSN becomes an input for a network partitioning module that uses modularity clustering to detect groups in networks. Resultant groups \( g_1, g_2, \ldots, g_n \), are used in the recommendation phase. In the recommendation phase, we build a logistic regression model to estimate a score for a pair of pages that might be seen in a particular user session. The model takes content based similarity, user’s group information, and user activity within his/her group and across other groups. Finally, we utilize the outcome of this model to recommend resources to the user. The following subsections describe the methodology.

### 6.1.1 Logistic regression

Our objective is to recommend content to a user based on which group in the DSN is most similar to that user. Our observation is that the group-based recommendation system we have developed performs better in identifying user interest than text-based recommendation. The groups identified from the DSN bring users with similar interest together in the same partition. Resources used by peers of the same group are considered to be candidate elements for the recommendation. We design a logistic regression model to capture a similarity score between a pair of resources used by a user.

Consider a situation where each group \( g_i \) contains a set of users \( u_1, u_2, \ldots, u_j \). Each user has at least one but possibly multiple sessions. Each session contains pages, \( P = p_1, p_2, \ldots, p_k \) visited during that session. The session information can be used to create objective data, also known as ground truth, to train the model. We model the binary ground truth, whether a pair of pages \( p_x \) and \( p_y \) exists (or not) for a user \( u_j \) in the log data, in one equation (see Equation 6.1) using content similarity, the frequency of \( p_x \) and \( p_y \), and information collected from the user’s group \( g_k \). This is based on our assumption that two pages are likely to be related if they appear in the same session. Our hypothesis is that membership in a group is an important consideration for a recommendation model. The question we try to answer is: **Given that page \( p_i \) was seen by user \( u_j \) who belongs to group \( g_k \), how likely is that \( u_j \) will view page \( p_n \)?**

The use of content information alone in the modeling cannot capture the community dynamics in the recommendation. Dependence on user trends entirely, on the other hand, can be risky, especially when user activities are scarce. The proposed recommendation model uses two types of information
that reflect its hybrid nature: text similarity and user activity. The log table we use contains the
title of the page and URL — both of which are used as text information for a resource. The DSNs
on the other hand will provide us with collaborative information.

To model the existing binary information, whether a user $u_j$ of group $g_k$ has seen pages $p_i$ and $p_n$
in the same session, we compute the following:

\[
c_1 \times \text{Similarity between titles } (p_i, p_n) + \\
c_2 \times \text{Longest common prefix (LCP) in URLs } (p_i, p_n) + \\
c_3 \times l(p_i, p_n) + \\
c_4 \times m(p_i, p_n, g_k)
\]

(6.1)

where $c_1, c_2, \ldots, c_4$ are the model coefficients, $l(p_i, p_n)$ is the number of times $(p_i, p_n)$ is found in
sessions in the DSN, and

\[
m(p_i, p_n, g_k) = \frac{\# \text{ of times } (p_i, p_n) \text{ appears in sessions in } g_k}{\# \text{ of users in } g_k}.
\]

(6.2)

The first two terms in this model capture the text similarity and the last two terms represent
group information. If a certain page pair does not appear in a DSN, this model will use text-based
information to find similarity between the pages. When the page pair is present in the DSN (that
is, at least two users viewed these pages together in some sessions), the model includes the group
information through $l$ and $m$. While $l$ provides an idea about the general user interest in a page
pair across all the groups in the DSN, $m$ shows the popularity of a page pair in a certain group. In
particular, $m$ represents the average number of times each user of the group viewed this page pair.

While the values of $l$, $m$, LCP, and similarity can be computed from the data, we need to build a
model that will provide the values for the coefficients. Building a good model will result in a set
of coefficients that is able to best capture the binary outcome of viewing two pages in a session.
Probabilistic modeling or optimization algorithms are a few techniques for building a model to find
the best coefficients for each parameter in an equation [103, 98, 99]. We choose to use logistic
regression [102] to build the model. It is a probabilistic classification method that performs well
in situations where the dependent variable is binary. That is, the outcome always will be either
zero or one, success or failure. The predictor (independent) variables in logistic regression can take
values which may be discrete, continuous, or categorical, and do not need to be correlated. Logistic
regression is particularly suitable for our problem because we have different types of uncorrelated
data.

A logistic regression uses logarithms and takes on a similar approach to linear regression. It uses a
logistic function which can have a outcome between zero and one.

\[
F(x) = \frac{e^x}{e^1 + 1} = \frac{1}{1 + e^{-x}}
\]

(6.3)
where \( e \) denotes the exponential function and \( x \) is the linear function we described in Equation 6.1. Since \( x \) is a linear function of more than one predictor variables, then Equation 6.3 becomes

\[
\pi(x) = \frac{e^{\beta_0 + \beta_1 x}}{e^{\beta_0 + \beta_1 x} + 1} = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}}
\]

(6.4)

where \( \beta_0 \) is the intercept of the underlying linear regression model and \( \beta_1 \) is the regression coefficient for predictor variable \( x \). Note that the value of \( \pi(x) \) will range from zero to one.

The inverse of the logistic function is called \textit{logit}, which is defined as

\[
g(x) = \ln \frac{\pi(x)}{1 - \pi(x)} = \beta_0 + \beta_1 x
\]

or,

\[
\frac{\pi(x)}{1 - \pi(x)} = e^{\beta_0 + \beta_1 x}
\]

(6.5)

where \( \ln \) is the natural logarithm.

Logistic regression is particularly suitable for our case because \( \pi(x) \) always returns a value between zero and one, which can be converted to conditional probability of class membership (i.e., pair exists/does not exist). To rank the recommendations for a particular page \( p_i \) seen by user \( u_j \), we can directly order pages \( p_n \) based on the conditional probability of existence of the pairs \((p_i,p_n)\) where \( p_n \) can be any page other than \( p_i \).

For our case, logistic regression requires both positive examples (existence of a page pair in a session) and negative examples (absence of a page pair in any session). We generated pairwise positive examples from the log data. We created the negative examples by altering the positive data set and randomly generating pairs and validating their absence in the log data. We used the LingPipe API [8] to implement logistic regression. LingPipe is a widely used text processing toolkit that uses computational linguistics. The LingPipe API for logistic regression provides an option for multinomial classification. In order to train a logistic regression model, LingPipe requires the inputs to be represented using a matrix and outputs as integers. We used the default values for the other parameters such as \texttt{RegressionPrior.noninformative()} or 0.000000001 as the minimum improvement value for the search for the estimate.

### 6.1.2 Resource pair proximity model

In this chapter we use two AlgoViz DSNs created from the log data of Fall 2009 and Spring 2010. The connection threshold is 10. Partitioning the networks resulted in the detection of six groups in the Fall 2009 DSN and 12 groups in the Spring 2010 DSN. Figure 6.1 shows the number of users for each cluster detected in these DSNs. Both DSNs have three groups of users with more than 100 users. However, the number of groups with fewer users are more in the Spring 2010 DSN, indicating the presence of more users with diverse interest. Note that the number of users in the Spring 2010 DSN is twice the number of users in the Fall 2009 DSN (see Figure 4.4). The increase in users could be a reason for having more groups in the Spring 2010 DSN.
Figure 6.1: Number of users in the groups found in the DSNs.

Figure 6.2 describes the methodology for building a model using logistic regression. Logistic regression needs both positive and negative examples to build a model. We use the log data to build the positive examples for the Model Builder module in Figure 6.2. The cleaned log file that was used to generate the DSN is used at this stage to generate all pairs of pages, \((p_x, p_y)\) that appear in any session. For each pair \((p_x, p_y)\), we compute several values. Parameter \(l\) stores the number of sessions that contain \((p_x, p_y)\). It acts as a global indicator of how frequently a pair of pages appears together in sessions regardless of any group. Group information is considered in parameter \(m\) which is computed by dividing the number of times a pair of pages appear together in any session in a given group \(g_k\) by the number of users in \(g_k\) (see Equation 7.5). For a given group, this parameter provides information on how many times on an average a user viewed this page pair. In most cases, the denominator helps offset the effect of large groups or the most active users within a large group.

We compute the similarity between the titles of pages in pair \((p_x, p_y)\) using the Cosine similarity measure [42]. The accesslog table also contains the page URL along with the page title. We include this information in the model equation under parameter LCP. We use a different measure to identify if two pages are of the same type, based on the URLs. Instead of measuring the similarity between URLs, in this case we compute the longest common prefix (LCP) of the URLs. Usually, the greater the LCP, the closer the page type. For example, \texttt{forum/7} and \texttt{forum/4} are of type \texttt{forum} while
taxonomy/term/4/ and taxonomy/term/5/ are of type taxonomy although they differ in taxonomy terms.

The page pairs and computed information such as \( l \) and \( m \) form the positive examples for the logistic regression. In order to build a good model we also need negative examples. Since the accesslog table only contains pages visited in any given session, we must generate the negative examples where a pair of pages was not visited in a session. The Negative Generator module of Figure 6.2 attempts to create an equal number of negative examples of two types.

1. **All negative examples:** Select a pair of pages \((p_x, p_y)\) such that \((p_x, p_i)\) and \((p_i, p_y)\) appear in some sessions but \((p_x, p_y)\) does not. Having a common page \( p_i \) in two pairs of pages indicates that pages \( p_x \) and \( p_y \) may share something in common. We use \((p_x, p_y)\) as a negative example. The values of parameter \( l \) and \( m \) are both one since this pair of pages \((p_x, p_y)\) does not appear in any session in any group.

2. **Inter-group negative examples:** For any given group \( g_k \), select a pair of pages \((p_x, p_y)\) such that it appears in session \( sess_{i,g_k} \) but does not appear in any session \( sess_{j,g_m} \) in group \( g_m \). This page pair from group \( g_k \) is then used as a negative example for group \( g_m \). Only the value of parameter \( l \), computed for \((p_x, p_y)\) in group \( g_k \), remains the same. The value of \( m \) is one for group \( g_m \).

Once we have computed the positive and negative examples, we use logistic regression to build a model for page pairs using both example sets. We call the resultant model a resource pair proximity model. This model provides an estimation of how likely a pair of pages will appear together in a session for a user belonging to a particular group.

### 6.2 Recommending resources

Figure 6.3 shows the framework used to recommend content based on the classifiers. We begin with the resource pair proximity model and a list of pages \( pt_1, pt_2, \ldots, pt_m \) which were used to train and build this model.

The resource pair proximity model depends on four terms, \( l \), \( m \), \( LCP \), and similarity and the model coefficients \( c_1, c_2, \ldots, c_4 \), to estimate the probability of viewing two pages in a session. In the absence of group information (i.e., \( m \)) this model depends on the other DSN-derived parameter \( l \). When both of these parameters are null it indicates that the given pair of pages was not visited by any user in any session. In this case, the resource pair proximity model depends on the title and URL similarity.

The resource pair proximity model provides us with the coefficients for Equation 6.1. In order to estimate if a pair of pages is likely to appear together in a session we also need the values of \( l \) and \( m \) computed from the log data. While \( l \) is a common parameter across all groups, \( m \) is a group-specific parameter. When a user starts viewing pages in AlgoViz, a session is automatically created that logs the pages visited. To recommend pages to this user using the resource pair proximity model,
Figure 6.3: Recommending content based on the Resource pair proximity model.

we assign this user to a group, as described next. This assignment will allow us to compute the values for group-dependent parameter $m$.

Clustering algorithms are often used to assign a user to a group [63]. Approaches such as point-based measures or cluster centroids are often used to assign newly arriving points to an existing cluster. We use the centroid-based approach since it is a popular scheme for compact clusters which are similar to the clusters we see in the AlgoViz DSN [63]. In order to assign a user to a group, we first compute group centroids. Group centroids are computed by taking the average of all the weights of the various terms present in a page $pg$ (i.e., title and URL) visited by the group members. Given a set of pages and their corresponding vector representations $pv$, the centroid vector $gc$ is defined as

$$gc = \frac{1}{pv} \sum_{pg \in pv} pg$$

(6.6)

A similar measure is used to find the centroid of a user. We select the pages visited by the user and use the page vectors to compute user centroid $uc$. After the centroids are computed we use Euclidean distance to measure the distance between the user and the groups. Euclidean distance between two vectors is computed as:

$$\text{dis}(gc, uc) = \sqrt{(gc_1 - uc_1)^2 + (gc_2 - uc_2)^2 + \cdots + (gc_n - uc_n)^2}$$

(6.7)

where $n$ is the length of the vectors.

The user is then assigned to the group that has the least distance from the user centroid. Once a
user $u_j$ is assigned to a group, we take pages $p_1, p_2, \ldots, p_x$ from his session and pages viewed by other users $po_1, po_2, \ldots, po_y$ to create all possible page pairs $(p_x, po_y)$. One page of $(p_x, po_y)$ comes from the session of $u_j$ and the other page comes from the sessions of other users (it also may appear in $u_j$’s session). We compute the estimated probability of viewing these pages together in a session for all these page pairs following Equation 6.1. Since the values range from zero to one, they can be used to rank the pages. This ranked list of pages then can be used to recommend potentially useful content to the user.

Assigning a user to a group can be done both online and off-line. When we generate the DSN for AlgoViz, there are a number of users who are not part of the DSN. Figure 4.4 shows the number of isolated nodes (i.e., users who are not connected to the DSN) in different datasets. As we see from Figure 4.4, the number of isolated nodes in the DSN is high compared to the number of connected nodes (e.g., 2224 components vs. 203 connected nodes in Fall 2009). One reason this might happen is because the connection threshold $k$ is set higher than the total number of pages these isolated users visited. Another possibility is that the number of common pages between any of these isolated nodes and any other connected user is less than $k$. However, while building the resource pair proximity model we include the information of these isolated users in the model through the predictor variable $l$. Thus, if an isolated user viewed a page pair $(p_x, po_y)$ in a session, the $l$ value of $(p_x, po_y)$ will be increased by one. The value of $m$ for this page pair of the isolated user, however, will be zero since the isolated user does not belong to a group.

6.3 Evaluation

The recommendation framework that we presented in this chapter has a number of components. We carry out separate evaluations for different parts of this framework. We begin the evaluation with analysis of the goodness of the model built using logistic regression. We then test the accuracy of the classifier that uses the model, and lastly test the accuracy of the recommendation provided by the recommendation system that uses the classifier. Details of each of these evaluation methods and results are given in the following subsections.

While evaluating, we use the n-fold cross validation technique [110]. We started with 10-fold where the data was divided into ten equal segments (i.e., fold). One segment was used for testing and the other nine were used to build the model. We iterated over the folds such that each fold becomes the testing segment at some iteration. The average results from the test segments are plotted in the figures. For a given fold, we take the average of all the results. For example, at 6-fold, the data is partitioned to six segments, five of which are used for training and the remaining one for testing. We iterate over the segments six times such that a separate segment becomes the testing fold at each iteration. After the sixth iteration we compute the average which is plotted as the final result for 6-fold.

Most often an 80-20 or 90-10 split is used for training-testing. For each evaluation we started from 10-fold and went down to 6-fold. This means that we decrease the amount of training data when moving from 10 fold to 6 fold. At 6-fold, each fold contains 16.6% of total data. Thus, at this fold, around 84% of the total data is used for training and 16% is used for testing. By closely varying the folds we are able to better track the change in performance.
To perform the evaluations we built four models with different predictor variables: \( S \), \( PS \), \( LPS \), and \( MLPS \). We wanted to compare the performance of text-based models with models that include DSN-derived information. Of the four models we tested, the first two depend on text similarity, and the last two include DSN-derived information with text similarity. While the first two models are similar to content-based recommendation (see Section 2.4.2), the last two models represent the hybrid recommendation approach (see Section 2.4.4).

The first model, \( S \), only contains the similarity variable in the model equation. The \( PS \) model contains both \( S \) and the longest common subsequence (LCP). The next model, \( LPS \), contains the DSN-dependent parameter \( l \) along with the previous parameters. Information about isolated users is included in this model. Thus, if an isolated user viewed a page pair in a session, the value of \( l \) for that particular page pair will include this information. The last model, \( MLPS \), includes the DSN-based group parameter \( m \) with the three other predictor variables. Note that since isolated users do not belong to any group, parameter \( m \) does not include information about isolated users. However, since \( l \) contains the session information for isolated users, both the \( LPS \) and \( MLPS \) models contain information about isolated users.

For each type of evaluation method we tested the four models under various folds. Table 6.1 shows one sample of the coefficients for the four models built using the Fall 2009 DSN at 10 fold.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intercept</th>
<th>( c1 ) (M)</th>
<th>( c2 ) (L)</th>
<th>( c3 ) (P)</th>
<th>( c4 ) (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLPS</td>
<td>-9.745147</td>
<td>3473.78307</td>
<td>-0.0005</td>
<td>-0.004251</td>
<td>-4.438316</td>
</tr>
<tr>
<td>LPS</td>
<td>-24.152219</td>
<td>0.14045626</td>
<td>-3.864488</td>
<td>-0.830244</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>-2.6033178</td>
<td>-1.1006378</td>
<td>0.28259037</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>-3.3611924</td>
<td>0.00437504</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 6.3.1 Model evaluation: goodness of fit

We began our evaluation with testing the model that is built using logistic regression. Although logistic regression is somewhat similar to linear regression, classic regression analysis evaluation methods (e.g., variance, chi-square test) are not suitable when it comes to testing the model and the goodness of its fit. Since logistic regression uses a log function, the resultant model usually lacks a typical linear trend. As a result, for models built using logistic regression, a number of different evaluation methods such as deviance, \( Pseudo - R^2 \), \( Cox and Snell R^2 \), etc. are used to measure the fit of the model.

Deviance is similar to residual sum of squares (RSS) of a linear model [4, 57]. Deviance is computed using log likelihood of a model. It is defined as:

\[
D_{model} = -2 \log L_{model}
\]

where \( L \) is likelihood.

When building a model, logistic regression tries to minimize the deviance. Deviance itself does not indicate the quality of a model. To test the goodness of fit for a logistic regression model, usually
the deviance of the model is compared with the null deviance. Null deviance is the deviance of a model without the predictor variables. Pseudo-$R^2$ is such a measure for testing the goodness of a fit using deviance [76]. It is defined as:

$$Pseudo-R^2 = \frac{D_{null} - D_{model}}{D_{null}}$$

(6.9)

The denominator of the ratio is the deviance from the null model. The numerator of the ratio is the difference between the deviance of the fitted model and the null model. The ratio indicates the improvement caused by inclusion of the model parameters in the null model. A value of Pseudo-$R^2$ closer to one indicates greater improvement caused by the fitted model as compared to the null model.

Two other similar measures that we use to test the goodness of the fit are Cox-Snell $R^2$ [28] and NagelKerke $R^2$ [92]. The Cox and Snell $R^2$ is defined as:

$$f(x) = 1 - \exp\left\{\frac{-2(LL_{fitted} - LL_{null})}{N}\right\}$$

(6.10)

where $LL_{fitted}$ is the log likelihood of the fitted model, $LL_{null}$ is the log likelihood of the null model, and N is the sample size.

Following the Cox-Snell $R^2$ measure, an outcome closer to one indicates a good fit. NagelKerke $R^2$, which is similar to the Cox and Snell $R^2$, is also used to test the goodness of fit of a model built using logistic regression. The NagelKerke-$R^2$ equation is defined as:

$$f(x) = \frac{1 - \exp\left\{\frac{-2(LL_{fitted} - LL_{null})}{N}\right\}}{1 - \exp\left\{\frac{2LL_{null}}{N}\right\}}$$

(6.11)

Figure 6.4: Evaluation of the model built using AlgoViz Fall 2009 data.

Figure 6.4 (left) shows the Pseudo-$R^2$ values for different models at different folds. These models are built using the AlgoViz Fall 2009 dataset. The X axis shows the number of folds and the Y axis shows the average Pseudo-$R^2$ value. Each line in this plot represents a different model with different numbers of predictor variables. This plot shows that according to the Pseudo-$R^2$ measure,
the complete model (MLPS), represented by the blue line, performs better compared to the other three models. The model with S, denoted by the black line, has the worst performance which is close to zero. The LPS model, denoted by the green line, shows slightly improved performance. Similar results are obtained for the PS model. All three models without the M variable have Pseudo-$R^2$ values that are closer to zero, meaning that there is no significant improvement of the model when it is compared with the null model - the model without any predictor variable. A good model will result in a Pseudo-$R^2$ value closer to 1. Out of the four models, only MLPS results in values much greater than zero. The value of MLPS ranges between 0.4 to 0.6 in this figure. Thus it shows that models built with group information derived from the DSN perform better compared to content-based models in predicting the likelihood of viewing two pages together in a session.

Figure 6.4 (center) presents the Cox and Snell $R^2$ values for different models at different folds. According to this method, a value close to one indicates a good model. For the Fall 2009 AlgoViz dataset, only model MLPS produces a value which is close to one. Models PS and LPS both produce very small values which are slightly greater than zero. Model S produces values closer to zero. Figure 6.4 (right) shows the Nagelkerke-$R^2$ values for different models. As we stated earlier, this measure is similar to the Cox and Snell measure. Thus this plot is similar to the center plot.

![Figure 6.5: Evaluation of the model built using AlgoViz Spring 2010 data.](image)

We perform a similar set of evaluations with AlgoViz Spring 2010 data. Figure 6.5 (left) shows that the highest Pseudo-$R^2$ value is achieved by the MLPS model. Models S and LPS overlap each other and are close to zero indicating neither of them can provide a good model. Model PS performs better than the last two models but not as well as the MLPS model. Figure 6.5 (center) shows the Cox and Snell $R^2$ measure. This figure also indicates the MLPS model performs better compared to the other three models. Similar results are seen when we use the Nagelkerke-$R^2$ approach (see Figure 6.5 (right)).

As we see in these figures the model with all four predictors performs better than the other models. While the inclusion of l (one of the two DSN-dependent variables) does not provide significant improvement, including the other DSN-dependent variable, m, provides a better measure for the goodness of fit. From this analysis we can conclude that the group-specific variable m is important in building a model following Equation 6.1.

One point to note here is that the Pseudo-$R^2$ values for the MLPS model for the Spring 2010 DSN
are much lower compared to the Fall 2009 DSN. However, the other two $R^2$ values are much higher compared to Pseudo-$R^2$ values for the Spring 2010 DSN. One of the drawbacks of Pseudo-$R^2$ is that the rate of change in Pseudo-$R^2$ is not proportional to the odds ratio. This could contribute to the lower Pseudo-$R^2$ value, yet higher Cox and Snell $R^2$ and Nagelkerke-$R^2$ values.

### 6.3.2 Classifier accuracy

Once the resource pair proximity model is generated it is used to estimate the probability that a pair of pages appear together in a session. Based on this estimated value we can predict whether both the pages of a pair appear in the same session or not. Thus in this case the model would act as a classifier. We conducted another set of evaluations to test the performance of the classifier. As we mentioned earlier we used the n-fold cross validation technique. After a model is trained with the training folds, we perform the test with the testing fold. The model can produce four different outcomes for an instance of the test data:

1. **True Positive (TP):** The model predicts 1 when the outcome should be 1.
2. **True Negative (TN):** The model predicts 0 when the outcome should be 0.
3. **False Positive (FP):** The model predicts 1 when the outcome should be 0.
4. **False Negative (FN):** The model predicts 0 when the outcome should be 1.

With these measures, the accuracy of a classifier [108] can be computed as:

\[
	ext{accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{6.12}
\]

Accuracy shows the fraction of correct predictions. The fraction of correct positive predictions is known as **Precision** [108] which is defined as:

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{6.13}
\]

There are two other measures: recall and specificity, that are widely used to test classifier performance. Recall or sensitivity [108, 9] provides the fraction of positive cases that are predicted as positive. Recall is defined as:

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{6.14}
\]

Specificity [9] on the other hand provides the fraction of negative cases that are predicted as negative. It is defined as:

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{6.15}
\]
Figure 6.6: Classifier evaluation using the models in Figure 6.4 (AlgoViz Fall 2009 DSN).

We use two AlgoViz datasets to evaluate the classifier. The classifier for each dataset is tested using four different methods: accuracy, precision, recall, and specificity. Figure 6.6 and Figure 6.7 show the experiments results. The first plot in both figures (i.e., accuracy) uses a percentage scale in the Y axis. The other three plots in the figures use a scale of 0 to 1 in the Y axis. While describing the results for these three plots we will use percentages by converting the fractions.

Figure 6.6 (top left) shows the accuracy of the classifier for the AlgoViz Fall 2009 dataset. As we see when only similarity (i.e., Cosine similarity in this instance) between a pair of pages is used to create the model ($S$), the average accuracy is around 60%. The accuracy of the model with $PS$ is also similar to $S$, hence the lines overlap. Model $LPS$ (the green line) shows an accuracy slightly over 70%. Considering longest common prefix ($P$) and $l$ along with the similarity increases the accuracy to around 70-80%. Again, $l$ is a global indicator of how likely two pages are to appear together in a session. Once we include the local parameter $m$ into the model along with the existing parameters, the average accuracy jumps to around 99%.
Figure 6.7: Classifier evaluation using the models in Figure 6.5 (AlgoViz Spring 2010 DSN).

We also check the precision of the classifier (see Equation 6.13) which is shown in Figure 6.6 (top right). Here again the MLPS model (the blue line) exhibits the highest precision (around 100%) compared to the other models. LPS (the green line) shows better precision compared to $S$ and $PS$. Both $S$ and $PS$ models have approximately the same precision which is 60%. Both accuracy and precision for all of the models remain fairly similar for different folds. This indicates that the amount of data used to train and build a model has small impact from 6 to 10-folds.

Figure 6.6 (bottom left) shows the recall for the classifier. Recall is computed based on Equation 6.14. All of the models except $LPS$ show a recall of 100% and overlap with each other. Only $LPS$ shows a varying recall which ranges from 87% to 98%.

Lastly, Figure 6.6 (bottom right) shows the specificity of the classifier. Specificity shows the fraction of negative prediction for true negative cases (see Equation 6.15). In this plot, the $S$ and $PS$ models overlap at zero. The model with $LPS$ generates values between 30% to 50%, showing an average performance. The best performance is achieved by the MLPS model which shows a specificity of
We also conducted these experiments with AlgoViz Spring 2010 data as seen in Figure 6.7. The accuracy for this dataset is given in Figure 6.7 (top left). Models S and PS both show an average accuracy of 52% for all the folds. The average accuracy of model LPS ranges from 74% to 86%. The highest average accuracy of LPS is 86% which is achieved at 7-fold and the lowest average accuracy is 76% at 10-fold. Model MLPS gives the best accuracy of all the models, which is around 99% for any of the folds.

Figure 6.7 (top right) depicts the precision of the classifier. This plot shows a trend similar to the accuracy plot. When we start with only text similarity in the model the average accuracy is 52%. This increases as we add l, p, and m into the model. Model LPS shows an average precision between 72% to 84% while model MLPS shows an average precision close to 100%.

Figure 6.7 (bottom left) shows the recall of the classifier. According to this measure, models S and PS achieve the highest recall which is close to 100%. Next best recall is achieved by model MLPS which is around 99%. Model LPS exhibits the worst performance among all the models by producing a minimum recall of 90% at 6-fold and maximum recall of 94% at 10-fold.

Figure 6.7 (bottom right) shows the specificity of the models. Here the MLPS model outperforms the other models. Models S and PS show a specificity of zero and overlap each other. Model LPS exhibits a specificity between 60% to 70% at various folds, showing a better performance than S and PS.

As we see from these two datasets, for the majority of cases, the classifier that has the best performance is the MLPS model. The MLPS model based classifier has an accuracy of 99% to 100% on average. The model also has around 99% precision in most cases. The average recall and specificity of this model is close to 100%. Compared to MLPS, the performance of LPS is low for all four of the evaluation measures. Models S and PS show similar performance, indicating that the inclusion of URLs in the model may not improve performance significantly.

One interesting point to note here is that although in most cases models S and PS perform poorly, they do exhibit very high recall, close to 100%. This is because these models produce an outcome of one for most cases. While training and testing the classifier we attempted to use similar numbers of positive and negative examples. Thus the models rightly predict the true outcomes in half the cases. Since recall does not consider false positives (see Equation 6.14) these models show a better performance according to the recall measure. They do however show a poor performance in specificity — a measure that considers the false positives (see Equation 6.15).

We also test the performance of the classifiers using the F1 score, which depends on precision and recall [112]. The value of F1 score ranges from 1 to 0 where 1 shows the best performance and 0 indicates worst performance. F1 score is computed as:

\[
F1 = \frac{2TP}{2TP + FP + FN}
\]  

(6.16)

Figure 6.8 shows the F1 score for the Fall 2009 and Spring 2010 AlgoViz DSNs. The X axis shows the number of folds while the Y axis lists the average F1 score for that fold. In the Fall 2009 (Figure
Figure 6.8: Average F1 score: (left) Fall 2009 DSN. (right) Spring 2010 DSN.

6.8 (left)) the lowest F1 score is achieved by the S and PS models which is 0.74. The LPS model shows improved F1 score (close to 0.8). The highest F1 score, which is 1, is achieved by the MLPS model. Similar trends are visible in the Spring 2010 DSN. Models S and PS exhibit similar F1 scores (approximately 0.74) while the LPS model shows improved performance — ranging from 0.82 to 0.85. The best F1 score is generated by the MLPS model. At 6-fold the F1 score for the MLPS model is 0.98 which increases to 0.99 for the subsequent folds. For all the DSNs, models S and PS have the worst F1 score and MLPS shows the best score. LPS performs in between these three models. Also, all models except LPS show a steady F1 score through all the folds. With higher number of folds, LPS shows decreasing F1 score. This indicates that even with more data the LPS fails to model user behavior successfully.

The ROC (Receiver Operating Characteristics) curves are also commonly used to evaluate classifier accuracy, especially for binary classifiers [30]. An ROC curve compares the true positive rates of a classifier with the false positive rates. An ROC curve shows $1$-Specificity vs. Sensitivity. The best model will have a value close to the point (0,1) — indicating high sensitivity and high specificity. Random guesses will result in points along the diagonal line from (0,0) to (1,1). A good classifier will result in points above the diagonal line.

Figure 6.9 shows the ROC curves for the AlgoViz Fall 2009 DSN and Spring 2010 DSN. True positives (i.e., recall) are computed using Equation 6.14 and true negatives (i.e., specificity) are computed using Equation 6.15.

The ROC curves for the 2009 AlgoViz DSN (Figure 6.9(left)) show that both the S and PS models falls across the diagonal line. LPS (green star) resides above the line indicating better accuracy. The best accuracy is achieved by the MLPS model (blue triangle). We see that the classifier performs poorly when we only consider text similarity (S, PS). The accuracy of the classifier increases when we include DSN-derived information (L). However, the best accuracy is achieved when DSNs are
Figure 6.9: ROC curves: (left) Fall 2009 DSN. (right) Spring 2010 DSN.

broken down into groups and the group information is included in the model (MLPS). Figure 6.9(right) shows the ROC curves for the AlgoViz Spring 2010 DSN. The results are somewhat similar to that of Fall 2009 DSN. Here again, models $S$ and $PS$ fall along the diagonal line thus showing a poor performance. Compared to these two models $LPS$ shows better performance by staying above the diagonal line in all the folds. The best performance is achieved by the $MLPS$ model which is closer to the (0,1) point compared to the other three models. One point to note here is that the distance between $LPS$ and $MLPS$ is shorter compared to Fall 2009 DSN. This indicates that the Spring 2010 DSN provides a more informative DSN that aids in building a better model for the classifier.

Figure 6.10 shows the average runtime for building the classifiers using different models at different folds. For example, at 10 fold, it took 6 minutes to generate the classifiers using models $MLPS$, $LPS$, and $S$, while the classifier that used model $PS$ took 7 minutes to build. On average, the classifiers built using various models generated from the AlgoViz Spring 2010 DSN took 6 minutes

Figure 6.10: Average runtime for building classifiers using AlgoViz Spring 2009 DSN.
However, the average runtime starts to increase at 6 fold where it takes 8 minutes to generate the classifiers with models \textit{MLPS} and \textit{PS}, 7 minutes for the classifier with model \textit{S}, and 6 minutes for the classifier with model \textit{LPS}.

### 6.3.3 Recommendation performance

The classifiers described in the previous subsection are later used to recommend content. We take a similar approach in using n-fold cross validation to test the recommendation where we start at 10-fold and stop at 6-fold. The approach towards recommending resources based on DSN is described in Figure 6.3. We follow a similar approach while evaluating the recommendation framework.

For any given user \(u_i\) in the test fold, we have a list of pages that the user saw in a session. Based on the pages viewed by the user we assign him to a group. While building the DSN a number of users were not assigned to any groups for various reasons (e.g., did not view \(k\) similar pages like any other user, did not view \(k\) pages in a session). At this step we assign these users, who appear in the test fold, to a particular group based on their pageviews. The centroid method is used at this step; details can be found in Section 6.2.

Once a user is assigned to a group, we select one page \(ps_i\) from his session \(ps_1, ps_2, \ldots, ps_n\) and one page \(pt_j\) from the set of pages used in the training phase, to build a test page pair, \((ps_i, pt_j)\). This test page pair then passes through the resource pair proximity model which provides the probability of these two pages being viewed in a session. The estimated score is used to rank all the pairs. All the page pairs containing only the pages that appear in the session of user \(u_i\) are called user page pairs. We then compute the percentile of the user page pairs in the ranked list. The average percentile for all the user page pairs is reported for each fold. Our claim is that a good recommendation would place the user page pairs at the top of the ranking, thus in a higher percentile.

Figure 6.11 (left) shows the performance of the recommendation for the AlgoViz Fall 2009 dataset.

![Graph](image)

\textbf{Figure 6.11: Recommendation evaluation: (left) Fall 2009 DSN. (right) Spring 2010 DSN.}
When we use only similarity between the page titles to build the model, the recommendation framework does not perform well. The average percentile for user page pairs with model S is zero for all the folds. A slightly better but varying performance is seen by the next model, PS. According to this model, the average percentile for user page pairs is either zero or close to zero at 6-fold, 7-fold, and 9-fold. Folds eight and ten place those page pairs in around the 10th percentile. This means that the page pairs seen by the user appear at the bottom of the ranked list in Figure 6.3. Model LPS shows a varying but better performance than PS. At 6-fold it performs poorly where the user page pair appears in the 10th percentile. At 7-fold the user page pairs appear in the 35th percentile. For the rest of the folds the percentiles remain close to 25 for this model. With this dataset, the best performance is achieved using the MLPS which consistently places the user page pairs in the 99th percentile.

A similar trend is seen in the AlgoViz Spring 2010 dataset in Figure 6.11 (right). Model S performs poorly by placing the user page pairs low in the ranked list for all the folds. Model PS improves the recommendation performance slightly, which places the user page pairs in the 5th percentile. The performance of model LPS peaks at 6-fold with user page pairs appearing in the 80th percentile. However, as the number of folds increases the model starts to show decreasing performance. Model MLPS shows a steady and improved performance by placing the user page pairs at around the 80th percentile for each fold.

For both datasets, model MLPS performed better than the other models. While this model achieved a good recommendation performance for the Fall 2009 dataset (around 99th percentile) it showed a decreased performance for the Spring 2010 dataset (around 80th percentile). However, in both cases, it outperforms the other three models. One of the reasons for the decreased performance could be the large number of smaller groups in the Spring 2010 DSN. As we see in Figure 6.1, Spring 2010 has 12 groups of users. Many of these groups have two to six users. Having large numbers of groups with such few users increases the risk of inaccurate group assignment, eventually leading to recommendation of non-relevant content. One way to mitigate this problem is to merge smaller groups until they meet a certain user threshold. Another way could be to depend on the topic of the groups and to merge the groups as long as the topic distance is smaller than a certain distance.

6.4 Discussion and future work

Recommender systems depend on various user attributes to recommend resources. Such attributes may come from user profiles by parsing the demographic information or the preferences [72]. Explicit user activities such as ratings, reviews, or comments also act as features for building models to be used for recommendation [106]. Many recommendation systems suffer from the Cold start problem which refers to the lack of user feedback on resources. In cases where user feedback is available, it is difficult to recommend resources to new users who have not yet provided any feedback.

Lack of user attributes leads to the use of navigational information in recommendation systems. Chen [23] converts access patterns to two measures, Web access graph (WAG) and page interest estimator (PIE), to predict a user’s interest in a certain page. Networks built using navigational information are used in many areas to model and predict user behavior [40, 39, 69]. However, many
of these networks depend on extensive user activities, such as building a graph of pages the user viewed [23], to build the model. Others depend on the page attributes, such as link structure [39], to provide recommendation. Contrary to these cases, our approach works with smaller sessions and does not depend heavily on the page attributes. As a page attribute we only rely on page title and URL. Using our approach, sessions with as little as two pageviews are sufficient to build the MLPS model that shows promising performance in recommending resources.

Personalization in a digital library can take many forms. Personalization can be done based on individual user profiles, group membership, resource category, or perceived outcome [124]. Often digital libraries contain metadata for resources. Retrieving useful information from metadata can be difficult since the quality of metadata varies from data provider to data provider. In cases where the resources are present in the library, algorithms have been proposed to extract metadata that can be used in recommendation systems [59]. Although our proposed system is intended for digital libraries, it does not depend on any library-specific information, thus making it easily adaptable to other domains. Since we do not rely on profiles of registered users, our approach is particularly suitable for DLs with mostly anonymous users.

Our approach depends on the resource pair proximity model built using logistic regression. This model incorporates the group information derived from the DSNs. The approach is similar to the mixture model approach that is used in many domains including topic modeling [89], information retrieval [128], and trend prediction [139]. A mixture model is built using a linear combination of several different models. Although we use different predictor variables in the resource pair proximity model, we do not include different distributions into the model. Following the mixture model, one possibility to extend the resource pair proximity model might be to bring the distributions of the predictor variables into the model.

6.5 Summary

In this chapter we showed how the DSN can be used to build a model to recommend content. Our model depends on anonymous user activities to recommend content. This is the core area where our approach differs from traditional recommendation systems. We proposed an equation for building a DSN-based recommendation and used logistic regression to train and build the model. We performed various evaluations to test the performance of the model, the classifier that uses the model, and lastly the recommendation framework that utilizes the classifier. We also used different parameters to build different models and tested their performance. Results showed that using DSN-dependent parameters to build a recommendation system can improve the performance compared to when only text similarity is used. We believe that our approach has potential for educational DLs where implicit user activities (e.g., view, click, search) are abundant but explicit user activities (e.g., account creation, rating, comment) are low.
Chapter 7

Case Study: Ensemble - The Computing Portal

In the previous chapters we described the process of building DSNs from AlgoViz log data. We provided a series of analyses along with two applications that use the knowledge derived from the DSNs. Various evaluations showed promising performance when DSN-derived knowledge is used to enhance DL services. In this chapter, we provide similar analyses with another educational DL named Ensemble. We use Ensemble log data to generate DSNs following the same community detection framework described in Figure 4.2. Information on the detected communities is used to tailor Ensemble services. The following sections provide more detail on each step of the process, along with experimental results.

7.1 Ensemble: the computing portal

Ensemble\(^1\) is a Pathways project of the National Science Digital Library (NSDL)\(^2\) for computing education. Ensemble provides a distributed digital library for computing educators. It provides access to a broad range of computing educational resources, allows users to build or join communities, and hosts technologies that aid in teaching. Users can contribute resources; rate, tag, comment on, or share existing resources; and create or join communities. The growing collection of Ensemble resources includes ACM-W (ACM Women in Computing), AlgoViz, bjc (The Beauty and Joy of Computing), Nifty, BPC Engineering, CITIDEL, Computing History Museum, CSERD, CSTA, Digital library curricula, PAWS, PlanetMath, StemRobotics, SWNET, VKB, Walden’s paths, and YouTube Education. Ensemble allows users to create communities. Most communities are open for joining, while some require membership approved by a group administrator. Groups can have their own forum, resources of different types (e.g., book posts, syllabi). Ensemble also hosts a section called Technologies that contains tools built as teaching aids.

---

\(^1\)https://computingportal.org/

\(^2\)https://nsdl.org/
Ensemble is implemented using the Drupal content management system\(^3\). Because Drupal is highly customizable, allowing developers to build new services or change existing ones, it is widely used for developing user-friendly systems. However, the default Drupal search in Drupal 6 provides less options to customize the service. Hence Ensemble uses the Solr search framework to provide faceted search to its users. Among many services Ensemble users are able to browse and search resources, create an account, contribute resources, subscribe to content to get notifications, and join or create groups. Various user activities are stored by Drupal modules in a number of tables (e.g., Accesslog, History, Watchdog). We selected to use the accesslog table for log analyses. Details of this table can be found in Section 4.3.1 of Chapter 4. In November 2013, Ensemble upgraded from Drupal 6 to Drupal 7 which provides faceted search options. The experiments in this chapter are done on the Ensemble data while it was in Drupal 6.

### 7.2 Network generation

We use log data from December 2011, February 2012, and August 2013 to build Ensemble DSNs. The filtering module cleans the log data using a three-step data cleaning process described in detail in Section 4.3.1.

\(^3\)https://drupal.org/
Figure 7.2 shows the number of rows at various steps of the data cleaning process. The figure shows that the number of rows after the first stage of data cleaning in August 2013 is 60,181, in February 2012 is 92,017, and in December 2011 is 119,772. The second stage of data cleaning prunes 10,000 to 20,000 rows. The last stage of data cleaning is session-based filtering. As the chart shows, session-based filtering reduces around 3,000 rows in August 2013. However, the reduction in the number of rows is greater for the other two DSNs. Around 60,000 rows in February 2012 and 90,000 rows in December 2011 are pruned through session-based filtering. At the end, although the December 2011 DSN started with the highest number of rows, it ended with the lowest number of filtered rows (15,071) among the three DSNs. Of the three DSNs, the August 2013 one lost the least number of rows in the cleaning process indicating this month’s log was less noisy — that is least affected by bots, crawlers, spammers, etc.

After the logs pass through the filtering module, we use the cleaned log data to generate the DSNs. We compute the network density (see Equation 4.1) at various connection thresholds for the three DSNs. Figure 7.3 shows how the density changes with varying connection threshold. The three lines represent the different DSNs. For all three DSNs we see a sharp drop in density when the connection threshold is increased from two to four. The drop is most noticeable for the August 2013 DSN. Also, the density of the DSNs reach close to zero after \( k = 4 \). We opted to use a \( k \) between two and four. At \( k = 2 \) the DSN may contain more edges, many of which will be less informative since users will be connected if they viewed two common pages. Hence we choose to use \( k = 4 \) for further analyses.

Figure 7.4 shows network attributes such as nodes and edges of the DSNs with connection threshold \( k = 4 \). Among the three DSNs, the August 2013 has the most nodes (users) at 4,218, and the December 2011 has the least nodes at 1,637 (see column 1 in Figure 7.4). The August 2013 DSN also has the highest number of edges — 11,622 — which is close to the number for the December 2011 DSN (see column 2 in Figure 7.4). The number of users connected via an edge (Connected
Nodes) in December 2011 is 396, in February 2012 is 260, and in August 2013 is 466 (see column 3 in Figure 7.4). The number of isolated nodes, i.e., nodes without any edge, is much higher than the number of connected nodes (see column 4 in Figure 7.4).

Figure 7.5 shows the DSNs generated using $k = 4$. The left DSN is for December 2011 and the middle network represents the February 2012 DSN. The DSN at right is for August 2013. The plots show only the connected nodes and omit isolated nodes. The color and size of the nodes are proportional to their degree (i.e., number of edges connected to a node). The December 2011 DSN (Figure 7.5 (left)) shows the presence of two distinct groups with a large number of edges between them. The February 2012 DSN (Figure 7.5 (middle)) also exhibits two groups, however the sizes of the groups are close to each other, whereas in the December 2011 DSN the bottom group was larger compared to the top group. The August 2013 DSN (Figure 7.5 (right) shows one large central group with numerous smaller groups. This indicates that while there is a large group of users with shared interest, there also are smaller groups of users with different interests.

7.3 Network partitioning

Figure 7.5 gave us a glimpse of the groups of users in each DSN. In this section we use graph partitioning algorithm to define those groups. We use LinLog layout [95, 96], as we did with the AlgoViz DSNs, which uses modularity to partition the network. Figure 7.6 (top-left) shows the number of users in each cluster found in the Ensemble December 2011 DSN. As we see in this plot, the first two clusters have more than 100 users. The next two clusters have close to 60 users. Each of the remaining clusters has less than ten users. This indicates that among the groups detected in the network, only a few have a large number of users. Compared to these large groups, Ensemble shows the presence of more smaller groups. Even though the target audience for Ensemble is computing educators, the diversity in their navigational history shows that there is a large number of small
groups of educators with distinctive navigational trends.

Similar to December 2011, we found ten clusters in February 2012 DSN. The user distribution in those clusters is shown in Figure 7.6 (top-right). Among the ten clusters detected, only three have 40 or more users (i.e., Clusters #1, #2, and #3). The rest of the clusters contain between two and five users. Both the December 2011 and February 2012 DSN show a trend of three to four large user groups containing more than 40 users and six to seven smaller user groups containing less than ten users. We see a slightly different trend with the August 2013 DSN clusters portrayed in Figure 7.6 (bottom). The partitioning of this DSN resulted in 27 groups. Out of these 27 groups
there are four groups with more than 40 users (i.e., Clusters #2, #3, #5, and #6). There are two
groups with more than 20 users (i.e., Clusters #4 and #7). The rest of the groups have less than
20 users. Thus, similar to the other DSNs in this figure we see around six groups with more than 20
users coexisting with a larger number of smaller groups. Again we see the presence of many smaller
groups along with a few big groups.

7.4 Revised ranking

In Chapter 5 we showed the potential of using DSN-based revised ranking with search results. In
this section we provide two similar case studies in Ensemble to show how our approach of ranking
search results using DSN-derived information performs with the Solr search ranking. To test these
two rankings we created the benchmark rank called log-based rank. Log-based rank uses click counts
of external links within a page. Our assumption is that a user will click the outgoing link only when
he finds the resource potentially interesting or useful. Here clicks act as a positive feedback from
the user on the potential usefulness of the page viewed.

While the revised ranking uses pageviews to detect user behavior, we also created a pageview-only
rank and compared it with the log-based rank. For each page returned by the Solr search, we
computed its pageview from the timespan of the DSN we use - December 2011. One point to note
with the pageview-based rank is that various activities including searching, browsing, following a

![Figure 7.6: # of users in groups: (top-left) Dec-11, (top-right) Feb-12, (bottom) Aug-13.](image-url)
link from, email, or a post on the Web, etc. can generate pageviews. Thus, although a pageview shows user interest in a page, it is difficult to detect how much of any activity, such as search, contributed to the total pageviews of a page.

Compared to the two search systems in AlgoViz, Ensemble relies on one — the Solr search engine. The results of Solr are ordered using two particular attributes of a page — recency of the page and the number of comments in the page. A page that is created recently will be promoted over a page which was posted earlier. Also, pages with more comments are favored over pages with less to no comments. Lastly, pages with more recent comments also are given more weight.

In an effort to identify ranking performance we tested the Solr search ranking, revised ranking, and pageview-based ranking with the log-based rank. The revised ranking uses the DSN from December 2011. December 2011 is one of the DSNs with fewer groups. Since the DSNs we are using have one month’s data, the amount of information in the DSN is already low compared to AlgoViz where we used a couple of months of data. Less data and more groups have the potential to provide lesser information on smaller groups. Hence, we opted to use a DSN with a low number of groups (i.e., December 2011 has 10 groups). The pageviews are computed within the same DSN (i.e., December 2011).

We used two types of coefficients, social interest coefficient and weighted interest coefficient, introduced in Chapter 5, to generate the revised ranking. The social interest coefficient, $s$, provides information on the variety of the user groups that viewed a page. On the other hand the weighted interest coefficient, $p$, within a group indicates how this page compares to the most-viewed page of this group. These coefficients are computed as:

$$s = \frac{\text{# of groups containing the resource } re_i}{\text{# of total groups}}$$

(7.1)

$$p = \frac{\text{# of users who viewed resource } re_i \text{ in group } g_j}{\text{# of users who viewed the most viewed resource(s) in group } g_j}$$

(7.2)

Any given resource will have one social interest coefficient ($s$) and multiple weighted interest coefficients ($p$) — one for each group in the DSN. These coefficients are used in the following equation that computes the DSN score for each page of a search result:

$$\text{DSN score}_{re_i} = s_{re_i} \times \sum \{p_{re_1}, p_{re_2}, \ldots, p_{re_n}\} \times 100$$

(7.3)

where $n$ is the number of groups in the DSN. The DSN scores are used to rank the pages. Note that Equation 7.3 of DSN score is the same as the DSN-based ranking in Chapter 5.

We selected two search terms that appeared in the search log in Ensemble: Merge sort and Floyd. An Ensemble search returns a list of ranked results for these query terms. Merge sort returned 35
pages while \textit{Floyd} returned five pages. For each of these queries we computed the log-based rank, pageview-based rank, and revised rank. All three rankings (Solr, pageview-based rank, and revised rank) were compared against the log-based rank using three rank evaluation measures (Spearman’s rho, Kendall’s tau, and Pearson’s correlation coefficient). We provide more details of these measures in Section 5.3.

Figure 7.7 shows the results of the analyses for the search term \textit{Merge sort}. The left plot shows the values for the three evaluation measures for each rank when compared to the log-based rank. Each bar points to one of the three ranks that is compared with the log-based rank. The p-values for each evaluation are shown in the plot on the right. As we see in the left plot, the Solr rank has the lowest Spearman’s rho value among the three ranks. Clearly, the revised rank performs better than the Solr rank. However, the best rho values are achieved by the pageview-based rank.

The significance of the $\rho$ values can be determined using the p-values in the plot on the right. This plot shows that each of the three $\rho$ values has a p-value that is equal to or higher than 0.05. Thus, according to Spearman’s rho, none of the ranks show any significant correlation with the log-based rank.

The middle set of bars in the left plot portrays the Kendall’s tau value for each of the three ranks. Here again, Solr has the lowest $\tau$ value while pageview-based rank shows the highest $\tau$ value. The

Figure 7.8: Revised ranking using search term \textit{Floyd} for the December 2011 DSN.
The \( \tau \) value of revised rank is closer to the pageview-based rank. When we look at the corresponding p-values on the plot to the right, we see that both the pageview-based rank and revised rank have p-values lower than 0.05, but the Solr rank shows much higher p-values. Thus, Kendall’s tau indicates both revised rank and pageview-based rank have strong correlation with the log-based rank.

The last set of bars, at the right side of the left plot, shows the Pearson’s correlation coefficient values for the three ranks. The coefficients and their p-values (plot on the right) are identical to the Spearman’s rho value.

The results of the second case study with the search term *Floyd* is shown in Figure 7.8. The Solr rank shows negative correlation with the log-based rank in all three evaluation measures. The associated p-values are higher than 0.05 which fail to indicate significant correlation between Solr rank and log-based rank. The pageview-based rank produces the highest coefficients among all three measures (see Figure 7.8(left)). The corresponding p-values are less than 0.05 (see Figure 7.8(right)) indicating significant correlation between pageview-based rank and the benchmark log-based rank. Lastly, the revised rank produces coefficients in the range of 0.7 to 0.8 in the three evaluation scale. The p-values of these coefficients range from 0.04 to 0.05 indicating significant correlation.

These cases indicate that similar to AlgoViz, the Solr rank system used by Ensemble fails to show significant correlation with the log-based rank. Thus there is scope for improvement in the search result ranking. Contrary to AlgoViz, Ensemble does not have any custom ranking. In AlgoViz the best ranking was achieved by combining the custom score with the DSN-derived information. In Ensemble, both the revised rank and the pageview-based rank demonstrate better performance than the default systems. However, as we said earlier, the pageviews can be biased by a range of activities. DSNs filter these activities by considering sessions with similar pageviews. Also, the revised ranks show significant correlation with the log-based rank. From this preliminary study, we see that DSN-based revised rank is less effected by noisy data, better captures user interest, and thus has strong potential to improve existing ranking of edu-DLs.

### 7.5 DSN-based recommendation

In this section we use the three DSNs from December 2011, February 2012, and August 2013, to build a model for the recommender system. In Chapter 6 we used four models with different predictor variables. However, in this chapter, we use the complete model with all the predictor variables, \( MLPS \), and the model with one variable related to similarity between page titles, \( S \). We compare how these two models perform for different DSNs. Note that the DSNs contain isolated users who are not connected. The session information of the isolated users of the DSNs is included in the \( MLPS \) model through the variable \( l \). The following sections describe experimental results of the model evaluation along with the performance of the corresponding classifiers, and of the recommender system.
7.5.1 Evaluation of the model

Our aim for the recommender system that uses the information gained from a DSN is for a user \( u \) who belongs to group \( g_k \) of the DSN to find the likelihood of viewing page \( p_n \), given that he viewed page \( p_i \). The model we use for this section was described earlier in Chapter 6. It can be stated as:

\[
\begin{align*}
    c_1 \times & \text{ Similarity between titles } (p_i, p_n) + \\
    c_2 \times & \text{ Longest common prefix (LCP) in URLs } (p_i, p_n) + \\
    c_3 \times & \text{ } l(p_i, p_n) + \\
    c_4 \times & \text{ } m(p_i, p_n, g_k)
\end{align*}
\]  

(7.4)

where \( c_1, c_2, \ldots, c_4 \) are the coefficients, \( l(p_i, p_n) \) is the number of times pages \( (p_i, p_n) \) appear in all sessions in the DSN, and

\[
m(p_i, p_n, g_k) = \frac{\text{# of times } (p_i, p_n) \text{ appears in sessions in } g_k}{\text{# of users in } g_k}.
\]  

(7.5)

Figure 7.9: Pseudo-\( R^2 \) for the MLPS and \( S \) models of three DSNs.
The similarity between a pair of pages is measured using Cosine similarity [42]. The values of $l$ and $m$ are computed from the corresponding DSN. With these predictor variables we use logistic regression to build the model, which we refer to as the resource pair proximity model. As an example, Table 7.1 shows the coefficients of different models at 10 fold for the December 2011 DSN.

<table>
<thead>
<tr>
<th>Model</th>
<th>Intercept</th>
<th>M</th>
<th>L</th>
<th>P</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLPS</td>
<td>6.98</td>
<td>850.62</td>
<td>-0.17</td>
<td>-0.13</td>
<td>3.69</td>
</tr>
<tr>
<td>LPS</td>
<td>-6.39</td>
<td>1.81</td>
<td>-2.34</td>
<td>3.38</td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>-2.18</td>
<td></td>
<td>-1.65</td>
<td>3.67</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>-2.97</td>
<td></td>
<td></td>
<td></td>
<td>1.60</td>
</tr>
</tbody>
</table>

We used two approaches, Pseudo-$R^2$ [76] and NagelKerke $R^2$ [92], to test the goodness of fit for the models. Compared to Chapter 6, in this chapter we skipped the Cox and Snell $R^2$ measure since NagelKerke is an adjusted form of Cox and Snell. Details of these measures are described in Section 6.3.1.

Figure 7.9 shows the Pseudo-$R^2$ values for the resource pair proximity models for the three DSNs. The top-left plot shows the results obtained using the MLPS and S models for the December 2011 DSN. The top-right plot shows similar results over February 2012 DSN. The bottom plot shows results from the August 2013 DSN. As we see, in December 2011, the MLPS model performs better than the only text similarity-based model (S). The Pseudo-$R^2$ value is highest for the MLPS model at 6 fold and lowest at 7 fold. After 7 fold the Pseudo-$R^2$ value increases with each fold. The model
built with the August 2013 DSN also shows a similar trend, where the Pseudo-$R^2$ value drops at 7 fold. The $S$ model for this DSN performs poorly compared to the $MLPS$ model and produces Pseudo-$R^2$ values that are close to zero for each of the folds. The Pseudo-$R^2$ value of the $MLPS$ model at 6 fold is 0.8 which decreases to 0.6 at 7 fold. The behavior of the model using February 2012 data is a little different. The $MLPS$ model using this DSN produces a steady Pseudo-$R^2$ value that is close to one.

The same $MLPS$ model using the same DSNs show a slightly different trend when we use Nagelkerke to evaluate the goodness of fit of the model. The results of this evaluation are shown in Figure 7.10. According to this figure, the $MLPS$ model results in steady Nagelkerke-$R^2$ value closer to one for both the December 2011 and February 2012 DSN. The $S$ model for December 2011 is close to 0.1 for each fold. However, the $S$ model for February 2012 is closer to zero. This indicates that when used alone, the text-based model may not always contribute to a good model. A similar trend is visible in the August 2013 DSN where Nagelkerke-$R^2$ values for the $MLPS$ model range from 0.8 to 1 for the folds and the $S$ model is close to 0.1.

These results indicate that when compared to the $S$ model, the $MLPS$ model provides a better fit. For some DSNs, the behavior of this model changes slightly with the amount of data used but the overall $R^2$ value remains similar over different folds. Contrary to this behavior, the performance of the $S$ model is steady across all folds for the various DSNs we tested. This model often produces $R^2$ values closer to zero indicating that the amount of data used in training this model has no effect on the quality of the model.

### 7.5.2 Evaluation of the classifier

We used the models of the previous section to test their performance as a classifier. At each step of the evaluation, we used n-1 folds for building the model and one fold for testing the performance of the model to successfully identify if two pages will appear together in a session. We used four evaluation measures to test the performance: precision, recall, F1 score, and accuracy. Precision shows the percentage of correct predictions for the positive examples. Recall provides the fraction of positive cases that are predicted as positive. Precision and recall are used to compute the F1 score for the classifiers. Lastly, we compute the accuracy of the classifiers. While precision and recall both provide different information on the performance of the classifier for the positive data and positive predictions, accuracy provides an overall indication of the classifier performance by providing the fraction of accurate predictions for both positive and negative data. Details of each of these measures are provided in Section 6.3.2.

The precision of the three models is described in Figure 7.11. The X-axis of the plots shows the folds while the Y-axis shows the average precision for each fold. The average precision is measured on a scale of 0 to 1 where 1 indicates a classifier with best precision performance. The top-left plot shows the average precision of the models using the December 2011 DSN. The $S$ model has an average precision close to 0.6 for all the folds. Compared to the $S$ model, $MLPS$ performs better as it achieves an average precision close to one for all the folds. This model however does show a slight decrease in average precision at 7 fold.

We see a similar trend with the February 2012 and August 2013 DSNs. The average precision of
the S model for February DSN is closer to 0.5 which is slightly lower than the other DSNs. Unlike the MLPS model with the December DSN, the MLPS models in the other two DSNs do not show any visible decrease in precision at any fold.

While the solely text-based S model did not perform as well as the MLPS model in terms of precision, we see a different trend when we use recall to evaluate the models. Figure 7.12 shows the recall of the models using different DSNs. The folds are plotted on the X-axis and the average recall values are plotted on the Y-axis. As we see, in all three DSNs, both the S and MLPS models achieve the highest recall values (hence the lines overlap). Recall shows how a classifier performs in finding the true positives whereas precision shows how precisely the classifier performs in finding those true positives. While the good recall of the S model is encouraging, the lower precision of this model makes it less reliable. The MLPS model on the other hand shows the ideal tendency of high precision and high recall values, making this model more reliable than the S model.

Figure 7.13 shows the average F1 score of the three DSNs. F1 score uses both precision and recall. A good classifier will maximize both precision and recall and produce a favorable score according to the F1 measure. A classifier that performs moderately on both precision and recall will have a good F1 score compared to a classifier that performs extremely well in one of these measures (precision, recall) and shows poor performance in another. As we see in Figure 7.13, MLPS achieves an F1 score of one for all the DSNs. However, the F1 score of S in December 2011 is 0.71, in February 2012 is 0.67, and in August 2013 is 0.76. All the plots show that MLPS performs better than the S model.

Figure 7.11: Precision of the classifiers using the MLPS and S models of three DSNs.
Figure 7.12: Recall of the classifiers using the $MLPS$ and $S$ models of three DSNs.

Figure 7.13: F1 score of the classifiers using the $MLPS$ and $S$ models of three DSNs.
Lastly, Figure 7.14 shows the accuracy of the classifier for the two models using different DSNs. Accuracy shows the percentage of correct predictions both positive and negative. The plots show that the accuracy of the MLPS model is close to 100%. However, the accuracy of the model $S$ varies depending on the DSN and remains at or below 60% for the DSNs we used.

Based on various evaluation measures, we can conclude that for the three Ensemble DSNs, the MLPS model performs better than the $S$ model. Also, from 6 to 10 folds the amount of training data does not significantly affect the performance of the models.

The average runtime for building the classifiers based on Ensemble data is shown in Figure 7.15. At 10 fold, it takes around 7 minutes to build the classifiers using the Ensemble February 2012 DSN. At lower folds, the average runtime increases from 7 minutes to 9 minutes.
7.5.3 Evaluation of the recommendations

We used the same models that we discussed in the previous section to test their performance as a recommender using different DSNs. To evaluate the performance of the recommender system, we used the testing fold and computed the percentile of the truly viewed pages among all the predicted pages. For each user in the testing fold, if he was not placed in a group by the partitioning algorithm (that is, he is an isolated user), we assigned him to an existing group (see Section 6.2). We then used his session information to build page pairs. For example, suppose a user in the testing fold viewed pages \( p_3 \) and \( p_8 \) together in a session. For each page, \( p_3 \) and \( p_8 \), using the \textit{MLPS} model, we computed the likelihood of a set of page-pairs, such as \((p_3, p_x), (p_3, p_y)\ldots\), where \( p_x, p_y \), appear in the training data, appearing together in a session. This provides us with a ranked list of page-pairs. Among all the page-pairs we compute the percentile of page-pair \((p_3, p_8)\), actually seen by the user, in the ranked list. The page-pair \((p_3, p_8)\) is generated twice during the computation, once for page \( p_3 \) and once for page \( p_8 \). The average percentile for page-pair \((p_3, p_8)\) is then reported in the plots. Our claim is that a good recommender system will place a page-pair that is visited by a user, such as \((p_3, p_8)\), in the higher percentile.

Figure 7.16 shows the average percentile of the page pairs found using the \textit{MLPS} and \textit{S} models for different DSNs. As we see, in all the plots, \textit{MLPS} is able to place the true pairs among the top percentile. The performance of this model does not vary from 6 to 10 fold. However, the \textit{S} model places the true pairs below the 20th percentile in most cases and close to the 0th percentile in the February 2012 DSN. Overall, across different DSNs and different amounts of training data (from 6 folds to 10 folds), the performance of the recommender system using the \textit{MLPS} model is
significantly better compared to the performance of the text-based $S$ model.

### 7.6 Summary

In this chapter we used log data from Ensemble to generate three DSNs. We used month-long log data selected from three different months of three years: December 2011, February 2012, and August 2013. We described various steps of building the DSNs and later described two possible applications that can incorporate DSN-derived information. One application, DSN-based revised ranking, showed promising performance compared to the existing ranking scheme. With the other application, recommender system, we showed that the model that uses DSN-derived information performs better than the model that relies only on text information.
Chapter 8

Conclusion

In this chapter we summarize the dissertation by presenting the problems that we addressed and our contributions. We conclude this chapter by describing future research directions.

Educational digital libraries are being developed in the hope of assisting educators, students, researchers, developers, policy makers, and other groups of people to create, use, reuse, and disseminate educational resources. With advances in technology, the information needs of the users of edu-DLs also are changing. Educational DLs that intend to effectively serve users need to keep up to date with the technology and demands of its users. Increasingly large amounts of educational resources make it difficult for users, particularly educators, to locate and use quality educational material. Peer review is an important way of identifying quality educational resources. However, due to the lack of an active educator community that reviews, provides feedback, or rates the resources, edu-DLs often do not have enough peer-reviewed materials. In the absence of explicit user feedback, we need to rely more on implicit usage data to deduce user interest.

8.1 Contributions

In this research we studied and identified key aspects of the next generation of edu-DLs. We formally define these DLs, present an approach called deduced social network (DSN) for modeling one of the key areas of these DL, and show the feasibility of using DSNs in edu-DL through two applications. We present an approach to incorporate DSN-derived information with the existing ranking system within an edu-DL. We also present a DSN-based recommendation application that relies on anonymous user logs to recommend content. Both applications show enhanced performance when DSN-derived information is incorporated. Next we briefly describe each of our contributions.

1. In order to identify current resource-seeking trends of educators and their information needs we conducted focus groups. The data from the focus groups helped us identify the short-comings of current edu-DLs and key aspects of the next generation of edu-DLs.

2. Based on our findings we proposed a formal definition for the next generation of edu-DLs that we call *edu-DL 2.0*. To be useful and effective, these DLs need to connect users and resources
3. One important aspect of edu-DL 2.0 is that it should foster online communities. We proposed a formal definition of online community. In light of edu-DL 2.0 and the user interactions in them, we present a rubric to evaluate online communities within an edu-DL.

4. We investigated four edu-DLs and the communities within them. We described how they perform with regard to the formal definitions of edu-DL 2.0 and online community.

5. We proposed a graph representation of the interaction between users and the resources within an educational DL, denoted as a deduced social network (DSN). These graphs have the potential to reveal useful information on user behavior and trends. They can be particularly useful for edu-DLs where user feedback is important but often missing.

6. We showed that DSN-derived information can improve the existing search result ranking in AlgoViz. The DSNs we used were generated from pageviews. However, they provide more information on the viewing trends of a resource. With the help of a DSN, we can not only find out if different groups of users viewed a resource, but we also can detect the level of user interest in that resource in different groups.

7. We also proposed a DSN-dependent content recommendation framework for edu-DLs. While there exist many recommender systems, what makes our approach different is that we solely rely on anonymous user data (hence limited user features) and our target audience (i.e., educators within an educational DL) is fairly small and less diverse. Both of these factors make it difficult to effectively model users. However, we show that DSNs can be successfully used to recommend content.

8.2 Future work

This research has potential to be expanded in a number of directions. We briefly describe some areas for further exploration.

1. User activities can be explicit (e.g., comments, ratings) or implicit (pageviews, downloads). In this research we used implicit user activities and used a particular set of attributes (user, pageview, and time) from the log data to build the DSNs. An edu-DL rich in other types of user activities can use different sets of attributes (comments, downloads) to create different types of DSNs which might reveal different trends and usage patterns.

2. Bi-clustering or co-clustering techniques [86] simultaneously cluster the same dataset from two dimensions. Similar to this approach, multiple DSNs of different types can be analyzed together to reveal potentially interesting information. For example, along with the user-user DSN we used in this dissertation we also can create page-page DSNs and investigate these two DSNs together.

3. DSNs use a connection threshold to vary the strength of the network. We tested network characteristics (e.g., components, edges) with varying connection thresholds. Further research can
be done on automatically selecting the optimum connection threshold depending on network characteristics.

4. The implicit user activities of a large or popular edu-DL can rise exponentially with time. Depending on the timespan of the DSN and the size of the user-base, scalability of DSNs is another area that can be explored further.

5. We selected two services, ranking and recommendation, to investigate the feasibility of using DSNs in improving the performance of those services. Further research on how DSNs can effect other services can be beneficial in improving other DL services.

6. Our proposed DSN framework depends on archived log data. Further research can be done on implementing the DSN framework in existing DLs, where the DSNs dynamically change.

We believe adequate dissemination of information on resource usage trends can help the users of edu-DLs in locating useful resources. If the best or common practices are not explicitly documented, analysis of user trends can aid us to deduce common practices. In the absence of adequate user feedback, our proposed approach can help edu-DLs in finding common usage patterns. We believe our approach can be successfully deployed in other educational portals to discover hidden trends and tailor services accordingly. We hope that scalable implementations of search and recommender solutions that leverage our findings can be incorporated in the AlgoViz and Ensemble systems, as well as other digital libraries.
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IRB Approval Letter

We received approval from the Virginia Tech Institutional Review Board for conducting the focus groups on October 5, 2010.
MEMORANDUM
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TO: Edward A. Fox, Monika Akbar, Yinlin Chen, Weiguo Patrick Fan

FROM: Virginia Tech Institutional Review Board (FWA00000572, expires June 13, 2011)

PROTOCOL TITLE: Ensemble Focus Group
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This approval provides permission to begin the human subject activities outlined in the IRB-approved protocol and supporting documents.

Plans to deviate from the approved protocol and/or supporting documents must be submitted to the IRB as an amendment request and approved by the IRB prior to the implementation of any changes, regardless of how minor, except where necessary to eliminate apparent immediate hazards to the subjects. Report promptly to the IRB any injuries or other unanticipated or adverse events involving risks or harms to human research subjects or others.

All investigators (listed above) are required to comply with the researcher requirements outlined at http://www.irb.vt.edu/pages/responsibilities.htm (please review before the commencement of your research).

PROTOCOL INFORMATION:
Approved as: Expedited, under 45 CFR 46.110 category(ies) 6, 7
Protocol Approval Date: 10/4/2010
Protocol Expiration Date: 10/3/2011
Continuing Review Due Date*: 9/19/2011
*Date a Continuing Review application is due to the IRB office if human subject activities covered under this protocol, including data analysis, are to continue beyond the Protocol Expiration Date.

FEDERALLY FUNDED RESEARCH REQUIREMENTS:
Per federally regulations, 45 CFR 46.103(f), the IRB is required to compare all federally funded grant proposals / work statements to the IRB protocol(s) which cover the human research activities included in the proposal / work statement before funds are released. Note that this requirement does not apply to Exempt and Interim IRB protocols, or grants for which VT is not the primary awardee.

The table on the following page indicates whether grant proposals are related to this IRB protocol, and which of the listed proposals, if any, have been compared to this IRB protocol, if required.
<table>
<thead>
<tr>
<th>Date*</th>
<th>OSP Number</th>
<th>Sponsor</th>
<th>Grant Comparison Conducted?</th>
</tr>
</thead>
</table>

*Date this proposal number was compared, assessed as not requiring comparison, or comparison information was revised.

If this IRB protocol is to cover any other grant proposals, please contact the IRB office (irbadmin@vt.edu) immediately.

cc: File
Appendix B

Invitation Email

The following email was sent to focus group participants.

Dear All,

Ensemble (www.computingportal.org) is a distributed portal for computing education. As part of this NSF-funded project, we are investigating how to fulfill information needs of our key target audience: the educators. As an educator in information system/information technology, we would like your participation in a focus group to help us better understand your needs.

Please indicate your availability to participate in a focus group session, using the following URL: http://www.doodle.com/ybkvinmbu4egkc5b7

We will send you a separate email regarding the location of the focus group.

We want to thank you in advance for your consideration and willingness to help.

VT Ensemble team (Monika Akbar, Patrick Fan, Ed Fox)
Appendix C

Informed Consent Form
Informed Consent for Participants
in Research Projects Involving Human Subjects

Focus Group for Ensemble

Investigators: Edward A. Fox, Patrick Fan, Monika Akbar, Yinlin Chen

I. Purpose of this Research
The purpose of this research is to investigate how Ensemble can be effectively used by a certain group of educators. The goal is to identify areas where we can improve our services.

II. Procedures
We will conduct a focus group study that will be approximately one hour long. At the beginning of the focus group, each participant will be given an informed consent form. We will have a set of questions that will be asked to the participants. One of the investigators will act as a moderator who will initiate the questions and direct the course of the conversation. Other investigators will take written notes and will record the conversation.

III. Risks
There is very little, if any, risk associated with this study. The only risk could be presenting some opinion. Since the participants’ data will be confidential, there will be no direct connection between a participant and any opinion s/he expresses.

IV. Benefits
The focus group will help us identify major areas that we need to improve in order to make the site more effective and useful to end user. The issues identified in this session will guide the Ensemble development team in the ongoing design phase of the website.

V. Extent of Anonymity and Confidentiality
Each participant will be assigned a random number when they sign the informed consent. This number will be used to keep the participants anonymous. The informed consents will be stored in a locked file cabinet in a secure research facility under the protection of the investigators.

We will record the conversation during the focus group. We will also take notes some times. The audio from focus groups and hand notes will be converted to digital text format. The notes will be destroyed by shredding the paper. The digital recordings and notes will be stored on an external drive which will be password protected and kept in a secure locked research facility. At no time will the researchers release identifying information to anyone other than individuals working on the project without your written consent. All data will be destroyed within 5 years of the experiment by either shredding the documents or erasing the external drive.

NOTE: Subjects must be given a copy (or duplicate original) of the signed Informed Consent.
It is possible that the Institutional Review Board (IRB) may view this study's collected data for auditing purposes. The IRB is responsible for the oversight of the protection of human subjects involved in research.

VI. Compensation
No monetary compensation will be provided for participation in this study.

VII. Freedom to Withdraw
You are free to withdraw from a study at any time without penalty. If you choose to withdraw, you will not be penalized in any way. You are free not to answer any questions or respond to experimental situations that makes you uncomfortable. There may be circumstances under which the investigator may determine that a subject should not continue as a subject.

VIII. Subject’s Responsibilities
I voluntarily agree to participate in this study. I have the following responsibilities: to let the experimenter know if I am feeling uncomfortable and need to take a break or leave the study.

IX. Subject’s Permission
I have read the Consent Form and conditions of this project. I have had all of my questions answered. I hereby acknowledge the above and give my voluntary consent:

_________________________________________ Date:____________
Subject Signature

Should I have any pertinent questions about this research or its conduct, and research subjects’ right, and whom to contact in the event of a research-related injury to the subject, I may contact:

Dr. Edward A. Fox (Faculty), Dr. Patrick Fan (Faculty), Monika Akbar, Yinlin Chen
Computer Science Department
Blacksburg, VA 24061
{fox, wfan, amonika, ylchen}@vt.edu

Dr. Ryder
Department Head, Computer Science Department
2202 Kraft Drive
Blacksburg, VA 24060
Ryder@cs.vt.edu
Phone: 540.231.8452

NOTE: Subjects must be given a copy (or duplicate original) of the signed Informed Consent.
David M. Moore  
Chair, Virginia Tech Institutional Review  
Board for the Protection of Human Subjects  
Office of Research Compliance  
2000 Kraft Drive, Suite 2000 (0497)  
Blacksburg, VA. 24060  
540.231.4991  
MooreD@vt.edu

NOTE: Subjects must be given a copy (or duplicate original) of the signed Informed Consent.
Appendix D

Data Collection and Analysis

For the focus groups, we followed a two-step process of data collection and analysis. We identified key areas of Ensemble for further research, developed a protocol for conducting focus groups, conducted the focus groups. During the focus groups an audio recorder was used to capture audio. The audio files were transcribed and later used for further analyses.
Table D.1: Phases of data collection and analysis.

<table>
<thead>
<tr>
<th>Data Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System Review</strong></td>
</tr>
<tr>
<td><strong>Protocol Development</strong></td>
</tr>
<tr>
<td><strong>Focus Groups</strong></td>
</tr>
<tr>
<td><strong>Participants</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transcription</strong></td>
</tr>
<tr>
<td><strong>Coding</strong></td>
</tr>
<tr>
<td><strong>Themes</strong></td>
</tr>
</tbody>
</table>