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This dissertation introduces the concept of an artificial society based on the use of an action based social language combined with the behavior-based approach to the construction of multi-agent systems to address the problem of developing decentralized, self-organizing networks that dynamically fit into their environment. In the course of accomplishing this, social language is defined as an efficient method for communicating coordination information among cognitive radios inspired by natural societies. This communication method connects the radios within a network in a way that allows the network to learn in a distributed holistic manner. The behavior-based approach to developing multi-agent systems from the field of robotics provides the framework for developing these learning networks. In this approach several behaviors are used to address the multiple objectives of a cognitive radio society and then combined to achieve emergent properties and behaviors. This work presents a prototype cognitive radio society. This society is implemented, using low complexity hardware, and evaluated. The work does not focus on the development of optimized techniques, but rather the complementary design of techniques and agents to create dynamic, decentralized self-organizing networks.
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Chapter 1

Overview and Problem Statement

1.1 Problem Statement

Cognitive Radios are the fusion of synthetic intelligence and flexible radio platforms. This combination was originally envisioned by Mitola as a sort of personal radio assistant [1]. Mitola defined several degrees of cognition that might be exhibited by a cognitive radio (CR). In the fullest expression of his vision, radios would anticipate a user’s needs, contact any peers that can help meet these needs, dynamically access open portions of the spectrum, collectively determine a protocol for interaction, and tailor their operation subject to a set of objectives. These highly cognitive radios would automatically handle any of a user’s wireless desires. Since Mitola’s pivotal work, a great of work has been done in an effort to achieve such highly cognitive devices. An important step along this path is the deployment of self-organizing networks that dynamically fit into their environment without need for human intervention. However, the reality is that current systems have yet to reach this milestone.

Currently, there are two primary ways that CR systems fail to achieve the goal of dynamically self-organizing networks. Most CR systems rely on communicating a great deal of information between nodes. This over sharing of information results in the “faculty meeting” problem [2], i.e., nodes spend all of their efforts “talking” about themselves and sharing their own findings without accomplishing the task at hand. Their desire to share this amount of information requires the imposition of some central agent to broker and control the deluge. For example, DARPA’s XG dynamic spectrum access (DSA) program [3] relies on various centralized subsystems to manage the communication and resource usage of nodes. Spectrum brokers [4] are centralized entities that offer similar abilities. Such centralization offers many advantages, however, it also requires a good deal of overhead (both in infrastructure and communication) and it does not scale well as the network size increases.

This work address both of the issues raised above through the building of CR societies. The combination of intelligence and flexibility that defines CRs allow for the construction of
self-organizing societies based on the use of efficient social languages. These social languages allow the radios to communicate only the most pertinent information through a combination of deliberate behavior and common understanding. The use of such social languages parallels several societies found in nature, from ants and bees to human beings.

1.2 Introduction of Methods

Building CR societies allows individual CRs to use their own intelligence to adapt to local environments while maintaining societal coherence through the social language. The result of this process is a society made up of distinct radios that is able to adapt and learn as though it were a single organism. Emergent behavior rises from the local interactions and communication of radios that organizes the radios around each other and other radios outside of the society.

Figure 1.1 shows a radio society navigating through frequency and time. In this figure the radio society avoids interference in order to find an open channel. Once in this open channel the society organizes itself in time providing each member with a time slot for communicating application data. The shaded areas represent external interference faced by the radio society. Each radio in the society is represented by its own shape and color. The shapes on the upper plot display the time and frequency of each radio’s transmissions for each of its slots. The lower plot shows the throughput and length of each radio’s slot.
The society depicted in this graphic is faced with the common CR problem of attempting to coexist with various other radio systems. In this situation, the onus is on the CR system to avoid interference with other networks, while meeting its own needs for spectrum access. To accomplish this spectrum sharing the CR society selects frequencies and transmission slots that fit around the transmissions of non-member radios in a manner that still allows for good communication between member radios.

The society shown in Figure 1.1 is based on the simultaneous time flocking and frequency flocking behaviors. These behaviors use a social language in the form of a single packet beacon to coordinate radios around the obstacles in time and frequency. Each behavior specifies a radios actions based upon its understanding of its local environment. The operation of the society then arises from the accumulated effect of each individual radios behavior. Thus this society is not directly controlled by the flocking behaviors, but rather it is controlled through the designed interaction of the behaviors.
Additionally, the society shown in Figure 1.1 is implemented using small inexpensive radio platforms. This work focuses on these platforms because the scalable nature of the approach will likely have greatest appeal for the purpose of building large networks of inexpensive nodes. The method of constructing CR societies removes the need for powerful computational platforms by focusing on intelligent interactions rather than large amounts of data processing.

1.3 Contributions

This work makes several contributions to the field of CR. These are based on the introduction of the concept of a CR society. A CR society provides a method for developing a CR network based on the principles of decentralization and self-organization. This method employs a novel exploration of natural society principles, culminating in the introduction of social languages, and the unprecedented application of behavior-based system design to CRs. In this way, CR societies offer the development of dynamic networks based on multi-disciplinary research.

The principles of CR societies provide network level control through emergence built upon the interaction of local behaviors. This work demonstrates that minor adjustments in individual radio behavior can result in large differences in overall network behavior. This allows for addressing a number of different applications with only minor differences in individual radios. Additionally, networks that apply the concepts of a CR society have access to social learning. In this form of learning, long observed in several natural societies, but never before implemented, the network as a whole is able to learn and adjust its behavior accordingly. Information gathered in this manner does not reside in any particular radio; rather, it is distributed throughout the entire network, existing in the interactions between radios. This work demonstrates the ability to enable social learning as an emergent property.

In order to examine the attributes of a CR society this work implements a society on low complexity hardware platforms. These inexpensive, simple platforms show that the mechanisms that enable CR societies have low demands on hardware capabilities. In the course of implementing a prototype society, this work develops several behaviors for addressing problems commonly faced by CR. These behaviors are designed to be as simple as possible to control interactions, making them applicable to a variety of situations. Specifically the implementation discussed here demonstrates self-organization methods and techniques that could be applied to organization and scheduling problems in Long Term Evolution (LTE) cellular networks.
1.4 Organization of Work

Chapter 2 discusses the concepts of the social language and societal learning. This chapter introduces several sources of inspiration for the work and explores key aspects of successful societies in nature.

Chapter 3 provides background from robotics on the construction of artificial societies. Robotics, as a field, contributes a great deal of practical methods for developing artificial societies.

Chapter 4 examines aspects of the work specific to the field of radios. This chapter specifies the challenges particular to radios and summarizes related work.

Chapter 5 covers the specific approach to building a self-organizing dynamic CR society. The approach employs techniques from both CR and robotics research in order to achieve the benefits exemplified in natural societies.

Chapter 6 details the approach to the implementation of the approach. This chapter discusses the methods used to realize the necessary components, the hardware platforms running the system, and the environment in which the system was tested.

Chapter 7 describes the process of testing the system and presents the results.

Chapter 8 summarizes the work and provides the conclusions of the dissertation.
Chapter 2

Societies and Communication

2.1 Introduction

Any collection of individuals that works together in the same environment must compete and/or cooperate to utilize some limited pool of resources. It is generally accepted that cooperation yields the most productive utilization of resources for a group and its individuals. Societies form out of these groups to foster this cooperation.

Societies foster cooperation through the mechanisms of communication. This mechanism serves to align the goals of individual members and share the relevant data for coordinating members of the society. Such alignment underpins the existence of several organisms, from ants and bees to human beings. Cooperation in these natural societies provides inspiration for the development of artificial societies.

Fundamentally, CRs are intelligent, flexible radios focused on enabling communications. As such, they are well suited to adapt to their surroundings, naturally have a goal that may be achieved only through some form of cooperation, and must cope with limited resources. The attributes and goals of CRs makes the development of artificial societies a natural fit for the advancement of CRs. The communication mechanisms that drive social interactions would allow for the coordination of CRs without greatly diverting the limited resource of spectrum away from the communication of application data, i.e., the primary purpose of CRs.

The development of CR societies based on efficient communication requires an understanding of the communication methods that hold such a society together. Communicating fundamentally requires messages that can be both observed and understood by the intended recipients of the messages. Every society has particular factors that affect these attributes, and an artificial society of CRs would be no different. Analyzing the communication methods available for frequent, efficient CR coordination is necessary to develop social communication methods.
Once social communication methods are in place, societies can be formed. The communi-
tative connections among members of a society allow the society to take on an intelligence of
its own. Specifically, the society as a whole is able to learn information that is not necessarily
directly apparent to any individual member, but influences the behavior of all members.
In this scenario, the information is stored in between the members themselves, in their in-
teractions. This societal learning removes dependence on any particular agent, preserving
performance of the group in the face of the entry or exit of any members.

This chapter expands on these concepts in order to develop a social approach for developing
cognitive networks. Section 2.2 examines efficient social mechanisms for the communication
of coordination information. Section 2.3 provides an understanding of the components of
these mechanisms and analyzes how they may be applied to CRs. Section 2.4 discusses how
the society learns once the members are afforded the necessary communication. Section 2.5
concludes the chapter.

2.2 Social Language

A society is built on the cooperation of a collection of peers to achieve some goal. It is well
known that effective cooperation requires some degree of communication. Herein lies the
challenge for CRs; while these devices are designed to enable efficient communication with
other entities, they themselves do not yet have an efficient method of communicating with
each other. The problem is rooted in the variety and amount of data that CRs typically
share for accomplishing their goals.

The standard method for solving this problem is some form of centralized coordination [3,4].
However, this centralization reduces the scalability of the network and increases its overhead.
It is worth noting that many natural societies do not require such centralization; Doerr points
out that "there is no 'master fish'" in a school of fish [5]. Instead, natural societies tend
to rely on efficient stylized forms of communication that are particular to their group, e.g.,
the waggle dance of bees [6], and the pheromone trails of ants [7]. This "social transmission
of information" is necessary to hold many natural societies together without the need of a
central authority [8].

Cognitive radio societies require a social language to shed the weight of centralization. In so-
ciology and linguistics, the term social language is used to refer to the union of direct verbal
language and the contextual information that surrounds it [9]. The addition of contextual
information removes much of the ambiguity that is otherwise present in language, elimin-
ating the need for other forms of clarifying communication. This contextual information
represents an intelligent agent’s knowledge of the environment and the society it which it is
communicating [10]. The union of contextual information and direct communication allows
for an efficient, society specific means of communication. For our purposes, we will take
social language to be a form of communication that relies on the combination of contextual
information and direct communication that is based on societal rules.

Nature provides many examples of social language as defined above. Bees perform a so-called waggle dance to indicate the locale of either a new nesting site or a good food source. In this dance a bee travels a straight path waggling its body for some duration before making a non-waggling return to its starting point in order to repeat the process [11]. This dance has many layers of meaning associated with it. The orientation of the dance is the orientation of the object relative to the sun, with up typically being directly in line with the sun. The duration of the waggling phase indicates the distance to the advertised object. Perhaps most interestingly, the intensity of the waggle reveals the bee’s excitement about the object. The nature of the object, either food or new nesting site, is indicated entirely by context. When bees are still living within the hive, the dance indicates the location of food. When bees have exited the hive to form a swarm, the dance communicates information about new nesting locations, altering the purpose of the dance to serve the swarm’s goal of finding a new home. Additionally, it is worth noting that this dance serves as the basis for a voting mechanism for the bees, with each dancer attempting to elicit acolytes to the support of a particular strategy. Thus, the waggle dance provides a context-reliant means for the bees to communicate without ambiguity.

Human society also employs social languages in a variety of ways. Due to the increased complexity of human society compared to that of bees, there is no single dominant form of social language among humans, although, humans often communicate using society specific, context dependent methods. Perhaps the clearest example of this is pantomime, in which gestures are used to convey some meaning based upon the context in which they are used. Facial expressions are often used in a similar way, communicating a great deal about a person without the need for speech. However, direct verbal communication can itself be a social language. Catchall words such as ”thing”, ”stuff”, or ”deal” are often used in a manner that depends on the context and broad social rules. The sentence ”Hand me that thing.” appears to have no meaning on paper, but in many implemented scenarios the context of the sentence clearly indicates the object of desire and the tone of the sentence combines with social hierarchy to indicate the person being addressed. The complexity of human society and the ingenuity of human beings allow for the fluid and dynamic creation of social languages to fill the needs of the moment, resulting in a myriad of actualizations of the concept.

Social language provides the necessary means for a group of CRs to reach a common understanding of both individual abilities and society goals. According to celebrated scholar Jürgen Habermas, successful societies are based on communicative action, which has the sole purpose of achieving mutual understanding between members [12]. In fact, Habermas claims that reasoning is ”thinking codified in language” and that rationality rests in how agents acquire and use knowledge rather than the possession of any particular information [12]. This suggests that social language provides the mechanism necessary for a collection of agents to transform from merely a group to a thinking society. Extending the understanding of individual ability to contribute to society wide goals, allows for the society to take on a cog-
nition of its own; social language is necessary for the transition from a network of intelligent individuals to an intelligent network.

Societies based on communicative action benefit from consensual coordination, i.e., members freely agreeing on goals and plans of action [10]. This is contrast with so called strategic action based groups, in which members focus only on their own goals. Coexistence in a strategic action society is inherently contentious in nature; individuals are forced to create threats or bribes to coerce peers into agreeable behavior. This contention ends up achieving the situation that is the least bad for all individuals involved, typically with the cost of coercion as a detracting factor. Consensual coordination, on the hand, allows for achieving situations that are the most beneficial to society members by aligning the individuals in pursuit of goals. However, such a consensus typically may only be reached by members predisposed to coordination, with the means to achieve common understanding of individual abilities and goals.

Note that while consensual cooperation typically provides more ideal results, it is not always available. As discussed above, such cooperation requires society members with the proper disposition to be provided with a efficient means to communicate. When these conditions are not met, game theory provides a means for analyzing contentious cooperation through the application of economic theory to societies [13]. This contentious cooperation requires only that individuals have known goals that they are pursuing in a reasonable manner. Contentious cooperation provides a viable option in situations where consensual cooperation is unfeasible.

Social languages are distinct from what is more traditionally termed a language in that they provide a society-specific mode of communication enabling the coordinated action of the group. These social languages are not designed to convey the fullest expression of emotion, but rather to relate the basic information that holds a society together. As such, social languages aim to transfer only the information most necessary for coordination to allow for frequent use without great penalty. The bee waggle dance is an excellent example of this concept [6]. Honey bees have established a method of broadcasting pertinent information about food or new nesting sites based on actions suited to bees.

Recall that the purpose of a CR is the transport of application data. To do this CRs must often work together in networks. This means that the societies of CRs have the goal of accessing the spectrum in a manner that supports the transport of data between nodes. Social language provides a means to efficiently communicate coordination information, as opposed to application data, in order to accomplish this goal.

### 2.2.1 Social Language for Cognitive Radios

Inherently, a social language transfer of information is based on efficiently attaching the information to some action available to the communicator. This action needs to be observable
to the communicator’s peers and the information needs to be attached in an understandable manner. The information that is transmitted in this way should be useful to any given member of the society, not targeted at any particular agent. Social language is based on using the commonalities of the society to communicate information to all local members of the society.

In the case of cognitive radios, social language allows information transfer through understanding the reasons for a peer’s actions. Each CR makes decisions about how to control the communications under its own supervision in order to establish and maintain necessary communication links with its peers based on its understanding of its situation. These decisions are then translated into actions based on currently available radio hardware. In this way the CR’s actions always encode its understanding of its situation in some way. Spreading this understanding across the entire society allows peers to achieve the mutual understanding discussed by Habermas in [12]. Thus, achieving the benefits of social language in a CR comes down to decoding the information already encoded into the actions of a CR.

Decoding the information that drives a CR’s actions requires a common understanding of the method each node uses to determine its own actions. This is most easily accomplished when nodes share a common method for determining their actions. In this situation each node can gather information from its peers that is useful for determining how it should proceed in order to fit into a society. Each node is able to determine its next action based on an estimate of its peers actions in order to avoid interference.

Social language for CR provides the additional information needed to allow convergence of nodes without requiring the exchange of future plans or detailed sensing information. Each node in a society makes local decisions about its own action and performs this action in a manner that allows for the easy decoding of contextual information associated with using one action instead of another. Each other node then simply observes the information conveying details of the performer’s action and uses this information to determine its own action. This results in a direct connection between all the actions of every radio in a society without the need for a central control. Through proper use of this connectivity, the society can converge to a useful operating point in an emergent fashion.

Inherently, this connectivity extends the situational awareness of each node in the society. Since each action encodes the reason for using that particular action and each reason is based, at least partially, on other observed action, observing only a few actions can provide enough information to make far-reaching estimates. While this extended awareness allows for the coordination of several nodes, it must be managed to avoid unwanted feedback loops of influence. That is, if all nodes strongly base their actions on other nodes’ actions, any action (whether correct or not) will guide the future actions of nodes that observe it. In a realistic scenario, nodes will take improper actions for a variety of reasons, and the web of awareness must be flexible enough to prevent any action from rippling too far in order to prevent false convergence.
2.3 Components of a Social Language

Fundamentally, there are two parts to the successful use of social language: observability and understanding. A social language must be based on sending messages that may be observed by other members of the society. The various factors that are associated with this concept are elaborated upon in Section 2.3.1. Once the message as been witnessed by the receiving node, it must be understood in a useful fashion by that node. The issues related to this attribute are expounded upon in Section 2.3.2.

2.3.1 Observability

Observability of a social language has two complementary factors: the lucidity of the sender and the discernment of the receiver. The sender’s lucidity is related to how easy it is to identify a message as important. The discernment of the receiver, on the other hand, concerns the level of a receiver’s ability to identify the details of a particular message. For example, examining the waggle dance of bees, it is clear that the sender of information in this form of social language makes a special effort for its message to be clearly observable. Contrast this with subtle facial expressions during a game of poker. This social language can communicate a great deal, but it requires the receiver to be extremely discerning. Social languages are most successful and efficient when these two factors are matched, with the sender working just hard enough to be observed by the intended receivers.

The concept of observability greatly depends on the details of the actualization of the social language. Naturally, the domain in which a message is sent affects the mechanisms required for observation. For example a fish or robot may be sending messages through its position in space. This requires receivers to be able to discern accurately the important features of the position, i.e., relative position of two fish may be critically important but the absolute position of a fish may not matter at all. Additionally, the complexity of information to be communicated determines the degree of detail required from observation. In the fish scenario, the dominant social language is concerned with simply communicating a fish’s position. The sending fish need only exist in physical space and the receiving fish must determine a relative distance to an accuracy of approximately its own width. Bees, on the other hand, wish to communicate the location, through distance and heading, and goodness of an object through their waggle dance. This requires the sender to encode several details into a lucid dance and the receiver to discern the details of heading, length of dance, and intensity of waggle. Note that the domain of the bee’s social language is still the physical space that the bee occupies, but includes many more factors than in the case of the fish. The details of what a social language is attempting to convey and the method of conveying its message ultimately determine the requirements on the agents sending and receiving messages.

Note that the domain of communication, itself imposes certain challenges to the observability of a social language. Consider the bee performing a waggle dance, a form of communication
used both inside a hive and on the surface of a swarm which has left a hive to start a new colony. When this dance is performed within a hive, there is no artificial lighting, so visual observation of the dance is unlikely. Rather the receiving bees must be in physical contact with the dancing bee or in range of the electric field generated by the dance [14]. As bees do not generate especially intense electric fields and electric fields decay as the range from the source increases, those that wish to receive the signal must be within some maximum range. Additionally, note that this decay over distance makes attaching information to the exact value of field intensity foolhardy. This is perhaps more clear in the case of radios. Radios would have a very difficult time communicating information by observing each other’s absolute signal power levels, as the signal power level decays with distance. Instead, radios employ amplitude modulation based on relative power levels within a signal to communicate. Understanding how the transmission of messages varies through time and space is an important factor for social language, just as it is for any form of communication.

Finally, the concept of interference is as important for social language as it is for any communication scheme. A sender can not be considered lucid if it always overlaps its message with some other sender. In fact, such a sender damages the lucidity of all those with which it interferes. Again, as with any other communication this does not defeat the ability to transfer useful data; it simply requires more sophisticated techniques for successful communication [15]. Typically sophisticated techniques for managing communication through interference are not available for social language, as the concept of social language aims to deliver a low cost solution for transferring only pertinent coordination information. Therefore, it is typical to expect interference to result in total data loss. This inevitable loss is typically handled through reliance on the web of situational awareness reinforcing useful messages though the actions of others, e.g., bees that miss an original dancer’s message may catch a repeated performance from a mutual peer. Depending on the methods used for implementation a social language, message fidelity could be quantified in a number of ways, just as any other communication method. While this question of how message fidelity and associated metrics affect social language is important, it is not addressed further here.

2.3.2 Understanding

Understanding a social language is the act of determining the useful information encoded within some observed message. Actions inherently encode some amount of data; this is the principle upon which all communication is built. Social language is no different; the difference lies in the data and where it is applied. The data being used in social language typically holds only a small amount of information and it is only relevant for a short period of time. Therefore, the encoding and decoding of the data needs to be as cheap to perform as possible. Additionally, social language is of use to decision making processes; thus the data can be occasionally be directly transferred without explicit encoding and decoding phases at all. The goals and attributes of a social language serve to differentiate it from a traditional general purpose communications mechanism; social language stresses society specialization
and efficiency over general utility.

Since the object communicated by social languages is some form of coordination data, the most straightforward social languages are simply deliberate specialized actions. Receiving nodes need only determine why a peer took some action in order to gain the benefits of this communication. For example, a fish might observe a peer move closer to itself. In this situation the fish must examine available information to determine why the peer took this action; perhaps the peer encountered an obstacle or perhaps the peer wishes to mate. This principle holds in more complex social languages, as well. For example, bees need only to decode the reason behind the particulars of a peer’s dance to determine the location of an object of interest. Determining the driving stimulus of the communicative actions of social language allows the receiving agents to response appropriately.

Note that the information transferred by social language is for internal consumption of the agents. While it is conceptually helpful to think of the agents as decoding a particular message by asking themselves why a peer took a particular action, this process is not always necessary. In the fish example, it is unlikely that one fish pauses to consider why one of its peers is darting toward it sharply. Rather the fish automatically reacts to the rapidity and direction of the movement by moving away from the peer who has encountered an obstacle. This reaction represents both the understanding of a message and the application of the information gained. Separating the process into encoding, decoding, and acting is really only useful for early examination of a particular social language, where the separation highlights the basis for an interaction and the expressibility of a particular message. In practice, social language is more concerned with encouraging appropriate reactions to behavior than the actual transfer of bits.

### 2.3.2.1 An Information Theoretic Perspective

The action based communication of social language is well suited to the coordination of CRs, as direct communication for coordination detracts from their primary purpose, i.e., the communication of application data. The society specialization and focus on efficiency of a social language make the cognitive engine (CE), the reasoning center of a CR, the ideal component to handle the encoding and decoding of actions. The CE already determines which actions a CR should take based upon the build in interaction methods. Adding the ability for the actions themselves to carry coordination information achieve the benefits of social language without detracting direct communication resources from the transfer of application data.

Exploring the information that is already encoded into the actions of a CR provides insight into how a social language may be designed for CRs. Since the actions of a CR are determined based upon some stimulus, the actions represent encodings of this stimulus. The action-determining process used by the CR is the process that encodes the stimulus information into the action. Examining the amount of stimulus information that actions contain following
this encoding process provides insight into which action-determining processes are well suited for use in an action based social language. Information theory provides the tools necessary for this examination.

Recall that Mitola posited cognitive radios as a combination of artificially constructed intelligence and flexible radios to enable new uses of communications. Mitola borrowed the concept of an OODA loop from Boyd [16] to describe the operation of CRs. This loop is a cycle of observation, orientation, decision, and action, as shown in Figure 2.1. Radios operating in accordance with the OODA loop execute tasks associated with each stage of the cycle. First radios observe their environment, taking in data. Next radios orient themselves according to the information collected, which consists of comprehension of the data through determination of metrics and/or filtering. Once comprehension is carried out, a decision about what a radio should do, based on the understanding gained, is made. The radio then takes action based on its decision.

Social language serves to augment the steps of the OODA loop. A social language provides radios with the ability to observe previously unobservable information about their peers. Once these observations are made, radios can orient themselves by decoding the information contained in the social language messages. This information can then be used to decide and act. For example, as a bee searches for food sources, the bee follows an OODA loop augmented with social language. The bee observes a waggle dance by one of its peers. The bee determines the goodness of the food source by comprehending the observed amount of waggle. The bee then decides whether or not to visit this source and acts on that decision. Thus social language is used to encode and transfer information that can add the operation of peers.

Figure 2.2 displays how the CE, pictured as the brain of a CR, encodes information into the actions that a CR takes. The CE determines what action to take based on two separate
sources of information: environment information and built in information. The environment information is information that a CE gains from sensing the environment in some way. The built in information comes from the design of the CE. This information represents any factors that limit or control the operation of a CE. For example, CEs generally select an action from a limited pool of options; the bounds on this option pool constitutes information built into the CE by its designer. Both of the environmental information and the built in information play a role in determining the final action of the CR.

Figure 2.2: Encoding of Information Into Action

The most straightforward way of understanding the information contained in an action is to view the action as a random variable. The amount of information, in bits, that any random variable contains is the minimum number of bits that are required to specify the value of that random variable. For example a flipped coin can take on either heads or tails; expressing heads as 1 and tails as 0 allows the specification of the value of a coin with one bit, so the value of a flipped coin contains one bit of information. In the same way one can determine a bit based mapping of the actions that a CR might take in order to examine the information that an action contains.

Understanding the source of the information contained in an action, rather than simply the amount, is of primary importance to social language. Since the goal of designing social language for CRs is to communicate coordination information through the actions of the radios, understanding the source of the information contained in the actions provides insight into which CEs are well-suited for social language communications. Note that achieving this understanding requires examination of the roles of the information used by a CE in the selection of an action. Recall that, in the example of the coin, the number of available values determined the number of bits required to describe the value and therefore the amount of information in a coin flip. In the same way the number of options available for a given action
determines the amount of information contained in that action. Since the pool of options for any action is determined by the built in information of a CE, this sort of information determines the amount of information an action may contain. However, the influence of built in information does not end there. Rather the process for selecting an action may depend on some internally generated information, such as an internal random number generator. In this case the value of the random number generator contributes to the selection of the action. Thus the built in information related to the number generator is in some way reflected in the action selected. In a similar manner environment information is typically used in some way to help select actions and is therefore represented in the selected action.

Given this understanding of how various sources of information contribute to the information in an action, a modification of the process may be made to allow for social language communications. Recall that the built in information is intrinsic to the selection process employed by the CE, both determining the amount of information contained in an action and contributing to the selection of the action directly. This information is tied to the operation of action selection. The environment information, on the other hand, represents the insertion of external information into the action determining process. This information can be anything that aids in the selection of a particular action. The built in information may be viewed as the information related to the encoding process and the environment information may be looked on as the message that is encoded. Thus if instead of a sensor reading, the environment information represents the object of social language communication, the proportion of environment information represented in the selected action indicates the proportion of social language information that action-determination method may communicate.

Given this model for the encoding of information into actions, Information theory provides the tools required to gain insight into social language design. Traditionally, the tool for examining the information content of some random variable is entropy. The entropy provides the number of bits that are required, on average, to express the value of the random variable. This measure, denoted as \( H(x) \) where \( x \) is the random variable involved, is based on the probability of the variable assuming any particular value with the general result that the more random the variable, the more bits required to represent it. Assuming a discrete random variable (a necessary assumption for computer usage), the entropy is also a measure of the uniformity, i.e.; a variable with a uniform probability mass function (pmf) has the highest possible entropy. Additionally a maximum bound for the entropy of any given variable is easily obtained through the examination of a variable with the same possible values but a uniform pmf.

The common way to examine the informational relationship between variables is the mutual information. Mathematically, the mutual information between two signals, \( A \) and \( B \), is given as:

\[
I(A; B) = H(A) - H(A|B)
\]  

(2.1)

Conceptually, this is the number of bits required on average to describe signal \( A \), minus the number bits that are still required to describe \( A \) once \( B \) is known. More simply, the mutual
information is the number of bits of information that B contains about A. Note that the mutual information is symmetric, therefore the amount of information that A contains about B is the same as the amount of information that B contains about A [17]. This measure can be very powerful, but is not well suited for comparison purposes, as the magnitude is not bounded to any particular interval.

The uncertainty coefficient serves as a much better measure for comparing informational relationships and thus is the most important measure here. This measure normalizes the mutual information by the entropy of one of the two signals. Mathematically, this is written as:

$$U(A; B) = \frac{I(A; B)}{H(A)}$$ (2.2)

The uncertainty coefficient gives the portion of bits about A that may be predicted using knowledge about B. Conceptually, this provides the proportion of information in A that comes from B. This measure is limited to values between 0 and 1, providing a clear measure of the accuracy with which signal A (the reason for selecting a particular action) can be predicted given knowledge of signal B (the action in question). This measure therefore gives the capacity of an action to hold social language information.

Testing A simplified test scenario is used to examine the utility of social language based on the measures introduced above. This scenario examines the degree to which the information in an action comes from environment information rather than built in information. To enable this examination three cognitive radios have been created. Each CR chooses an action based solely on a measurement of the noise present in the environment. These actions are cataloged along with the noise measures that proceed them. Once the cataloging is concluded, the recorded actions and noise are used to calculate the measures of interest discussed above. The CR takes action by selecting a power level and modulation scheme. The noise is assumed to be purely additive white Gaussian noise (AWGN).

The goal of this testing is to examine the proportion of action information that comes from external information for various different CE techniques. Recall the exact nature of the external information is not important; rather, these tests examine the degree to which this information is represented after the encoding process that constitutes action selection. This testing will provide an indication of the CE methods that are best suited to encoding and decoding social language information. The degree to which external information is represented in the action measured in terms of the ability to predict the external information given the action, i.e., the uncertainty coefficient. Note that the tests conducted simply reveal trends for a selection of CE techniques and do not aim to cover the nuances of optimal CR strategies.

Each of the three CEs utilize a different technique to determine an action. The first CE, depicted in Figure 2.3, generates a random number which it then uses to select an action from a table of acceptable actions without considering the noise. The second CE, shown
in Figure 2.4, uses the noise to select an action from a table. This CE follows a rule based or expert system strategy. The third CE, displayed in Figure 2.5, uses a genetic algorithm (GA) to select its action. The GA employed by this CE randomly generates a population of candidate actions and evolves them based on a fitness function. This fitness function calculates a weighted combination of the transmit power required, the estimated bit rate based on the sensed noise level, and the modulation index of each candidate solution. The highest fitness solutions from each generation are used to generate the next generation through the mechanisms of crossover, in which two parent candidates exchanges portions of the solution to form new solutions, and mutation, in which portions of candidate solutions are randomly changed. Once a certain number of generations have been run, the GA returns the highest fitness candidate solution as the action to be taken. This method of action determination uses the environment information for the creation of the fitness landscape on which candidate solutions are judged. All CEs choose actions from the same pool of options.

Figure 2.3: Random CE

Figure 2.4: Rule Base CE
Results  The results of the testing provide a clear indication of the trends in the impact of an action-determining technique on the proportion of action information that reflects the external information. The various methods for selecting an action apply the environment information in different ways, which results in different degrees of representation in the selected action. The testing reveals how the various action selection methods’ application of built in knowledge affects the connection between the selected action and the environment information.

The results of these tests are given in the tables below. The tables each relate results concerned with a particular type of action. Table 2.1 covers the total action, consisting of both the power setting and the modulation selection. Table 2.2 focuses on only the power setting portion of the action. Table 2.3 focuses on only the modulation selection portion of the action. Examining the total action and each of the sub-actions separately reveals aspects of the influence of environment information on the action that are otherwise obscured. Each table shows the total information contained in its action type (in the form of the action entropy), the mutual information between the action and the noise, and the uncertainty coefficient relating the action and the noise. Each of these figures are calculated from the recorded noise values and actions. In this testing the uncertainty coefficient is calculated by normalizing the mutual information between the action and the noise by the information contained in the action.

Table 2.1: Total Action Results under 100,000 Tests

<table>
<thead>
<tr>
<th>CE Under Test</th>
<th>Action Entropy</th>
<th>Mutual Information</th>
<th>Uncertainty Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>2.708010</td>
<td>0.023096</td>
<td>0.008529</td>
</tr>
<tr>
<td>GA</td>
<td>1.610803</td>
<td>0.166126</td>
<td>0.103133</td>
</tr>
<tr>
<td>Look Up</td>
<td>2.085064</td>
<td>2.085064</td>
<td>1.000000</td>
</tr>
</tbody>
</table>
Table 2.2: Power Sub-Action Results under 100,000 Tests

<table>
<thead>
<tr>
<th>CE Under Test</th>
<th>Power Entropy</th>
<th>Mutual Information</th>
<th>Uncertainty Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>1.609423</td>
<td>0.006733</td>
<td>0.004183</td>
</tr>
<tr>
<td>GA</td>
<td>0.565302</td>
<td>0.117135</td>
<td>0.207208</td>
</tr>
<tr>
<td>Look Up</td>
<td>1.099828</td>
<td>1.099828</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

Table 2.3: Modulation Sub-Action Results under 100,000 Tests

<table>
<thead>
<tr>
<th>CE Under Test</th>
<th>Modulation Entropy</th>
<th>Mutual Information</th>
<th>Uncertainty Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>1.098610</td>
<td>0.003165</td>
<td>0.002881</td>
</tr>
<tr>
<td>GA</td>
<td>1.046020</td>
<td>0.031977</td>
<td>0.030570</td>
</tr>
<tr>
<td>Look Up</td>
<td>1.097648</td>
<td>1.097648</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

Recall that the uncertainty coefficient provides the proportion of information in the action that comes from the environment information, given knowledge of available action options. Additionally, recall that the information in the action represents both the built information used when selecting the action and the environment information. This concept is made clear in the results. In the case of the random CE the environment information was not used at all in the determination of the action and therefore not represented in the selected action (as indicated by a very low uncertainty coefficient). Contrast this to the rule based CE, in which the action is completely determined by the environment information. In this case, the environment information is the only information represented in the selected action; no built in information was used in selecting an action. The built in information of the rule based CE influences the action selection process in a different way. Note that the action entropies for the rule based CE and the random CE are not the same, even though both use the same pool of options for actions. This results from the difference in the probability of obtaining certain actions. The random CE has a uniform probability of any given action, resulting in the highest possible entropy for the action pool used. The rule based CE, on the other hand, selects its actions as a result of the sensed noise, which follows a non-uniform Gaussian probability distribution. This results in some actions being less likely than others and a lower action entropy. Thus while the uncertainty coefficient reflects the fact that the rule based CE selects an action based on the environment information, the difference in action entropy reveals details about the built in information used in selection.

The GA CE provides an interesting case in between the other two CE extremes. This CE clearly reflects both environment information and built in information directly in the selection of an action. Note that this does not imply that either the environment information or the built in information is not fully encoded into the action, but rather that the other kind of information is represented as well. Recall that the GA randomly generates and evolves a collection of candidate solutions based on a fitness landscape that involves the environment information as well as other information. Thus the selected action is the
product of the random number generation, the random evolutions, and the other calculated
attributes in addition to the calculation that involved the environment information. All of
these additional built in sources of information contribute to the final selection of the action,
as reflected in a low uncertainty coefficient. Note that this in no way precludes the decoding
of the environment information from the action; rather it implies that additional information
is required for accurate decoding.

A low uncertainty coefficient signals the need for more complex social language implemen-
tations due to the need for additional decoding information. The variety in social language
complexity based on the need for additional information is clear when considering ants and
humans, both of which utilize social language to underpin their societies. Ants are less in-
telligent than humans; they tend to use comparatively direct methods for determining what
to do. The ant action based social language therefore relies on an action selection method
where the message of the language completely determines the action taken. Decoding their
social language is therefore very simple; one must just test for the intensity of particular
chemicals. Humans, on the other hand, are highly intelligent and tend to consider several
sources of information to make any given decision. Human action based social languages,
body language for example, involve actions that are selected based on several sources of
information, e.g., comfort level as well as message to be sent. Thus, decoding human social
language requires a great deal more knowledge; a person tends to understand the body lan-
guage of a person who they are familiar with but won’t necessarily pick up the nuances of a
stranger’s message. As such human beings have to rely on models of their peers to decode
the complex mappings [18], resulting in a more complex system for social language.

Note that the proportion of action information representing external information may not
be the same for all actions, despite a common action determining method. Examining the
uncertainty coefficient for the individualized actions reveals a telling point. Note that the
coefficient is much larger for the power sub action than for the modulation sub action. This
suggests that this particular GA more strongly relies on the environment information to
select a power level than the modulation setting. This situation can result from the specific
implementation of the algorithm, such as a bias in altering power more than modulation dur-
ing evolution, or the fitness functions used for the algorithm. This suggests that decoding
the environment information from the power of the selected action requires less additional
information than decoding the same information from the modulation. Note that the lower
uncertainty coefficient of the total action versus the power sub-action does not imply that de-
coding environment information is harder simply because the modulation is known. Rather,
it suggests that the environment information is reflected in a smaller proportion of the action
in the case of the total action than in the case of the power sub-action.

The results presented here provide a number of suggestions for the design of an action-based
social languages for CRs. Chief among these is the notion that rule based determination
of actions to be used for social language will require the smallest amount of additional
information for decoding. Rule based social languages simply require all members of a
society to have the same rule set to decode a particular action, whereas a social language
based on a GA would require both a common knowledge of the fitness function to be used as well as communication of the states of internal random number generators. Additionally, the results suggest that in non-rule based social languages, some parts of the message could require more information to decode than others. This suggests that multi-layered social languages, where certain members of a society receive more detailed information based on their greater knowledge, are possible.

The information theory analysis conducted has provided insight into the sort of decision process that leads to the best understanding of the reasons behind a radio’s behavior. Determining these reasons allows for communication through action-based social languages. It is clear that rule-based methods, with mutually exclusive rules, provide the most direct connection between a radio’s actions and its reasons. The behavior of radios controlled with rule-based methods point unequivocally to particular input stimuli. While this method does not necessarily allow for behavior optimization at the individual radio level, it does provide the most straightforward approach for an initial development of a CR society. As is discussed below, employing social language allows for learning on the society-wide or network level.

2.4 Societal Learning

Societies of individuals with connected awareness exhibit the ability to learn as a group. In this societal learning, the collective transforms itself in a manner that stores the information to be learned. The state of the society as whole represents the storage of information learned through interacting with the environment. In this way the entire society learns as though it was a single organism.

Such super-organism learning is actually fairly common. Seeley describes the concept as it applies to swarms of bees which are seeking a new nesting site:

...there is no central decider who posses synoptic knowledge or exceptional intelligence and directs everyone else to the best course of action. Instead in both swarms and brains, the decision-making process is broadly diffused among an ensemble of relatively simple information-processing units, each of which possesses only a tiny fraction of the total pool of information used to make a collective judgment. ...These similarities point to general principles for building a sophisticated cognitive unit out of far simpler parts. [11]

Social language provides the connectivity necessary for the process of societal learning. As the society interacts with its surroundings, the strength of the connection between assorted nodes varies based on their communications through social language. For example, bees in a swarm looking for a new home interact with peers through the waggle dance. This interaction influences other bees’ decision making process, which then results in bees either
agreeing with the initial bee and reinforcing that bee’s declarations or disagreeing and offering alternatives. In this way the language of the waggle dance provides the conduit that connects the individual reasoning elements of the bees. The bees use this conduit to reinforce or subdue the firings of other bees in a manner analogous to the action of neurons in a brain.

The connections between the individuals in a swarm result in a transformation of the whole system. Bees travel out from the swarm and bring back information about the goodness of a potential site. Their campaigning draws other bees to independently assess the site. The result of this is an emergent learning of appropriate nesting sites at the swarm level. No individual bee tallies up the number of its peers that vote for a particular site, rather the voting process simply influences bees to investigate individually. Determination of the swarm’s overall assessment of a site must be made on the swarm level by determining the proportion of bees interested in a particular location. In this way, the number of bees that a swarm devotes to investigating a location stores information about the swarm’s evaluation of that site. Once a critical mass of bees displays great interest in a new nesting site, the swarm, as a whole, has determined that the new site would make an appropriate home. Selection of a new site signals that the swarm has learned the local landscape of potential homes and made a decision by weighing its options before choosing the one best suited to its needs.

Artificial neural networks provide a technique for learning based entirely on varying the strength of influence between neurons that each determine their own action through the consideration of all connected peers [19]. Societies perform the same process in a slightly more sophisticated manner. The interactions between members of a society is not typically as simple as the accumulation and repeating of signals, as is usually the case in artificial neural networks. Rather the interaction between peers in a social group is more dependent on the details of the interaction and the society. In fact, the nature of these interactions makes societies extremely complex to model. However, there is no denying that the fundamental principles that underpin artificial neural networks are exhibited by societies.

Societal learning, just as social language, is focused on advancing the state of the society, not on the explicit storage and retrieval of arbitrary information. Much like social language the processes of societal learning are simply the actions and interactions of the society members. Each member influences the actions of those around it, until the society learns how best to interact with its environment. During this learning phase, the society as a whole probes its environment to discover the pertinent information it desires and stores this information in the interactions of its members. For example bees may discover a new nesting site not fit for their needs. Rather than having to continually re-examine this site, the bees collectively remember its unfit qualities through the interactions of bees directing new searches elsewhere.

The society must be taken as a whole to witness societal learning. Examining the action of a single member, bee or radio, does not reveal what the society knows. Rather it is through the examination of how the group influences its members that the learning is revealed. As bees discover prime nesting sites, the group influences several members to examine these
sites, revealing that the society has learned both the location of a good site and the local fitness landscape as it pertains to nesting sites. The bees make their final observation by optimization over the nesting fitness landscape of the terrain in their range. To do this they must first learn this landscape; no outside force provides it to them. When the whole group makes the decision about a new nesting site, it is clear that that the society has learned the necessary information about its local fitness landscape.

2.5 Conclusion

This chapter has developed a social approach that provides CRs with much needed means for efficient coordination and societal learning. The concept of social language, as developed in Section 2.2, provides an efficient means of coordination for the implementation of CR networks. The components of social language, as examined in Section 2.3, highlight the major factors that must be considered when implementing social languages for CRs. Finally, the societal learning abilities, explored in Section 2.4, enable a truly distributed intelligence for CR networks.
Chapter 3

The Robotics Approach to Building Radio Societies

3.1 Introduction

The work done in cooperative mobile robotics provides several tools that have yet to be applied to field of cognitive radio. These tools offer a framework for developing multi-agent systems, insights into common issues for such systems, and methods for their evaluation. This chapter provides an overview of the most pertinent work from the large body of literature for cooperative mobile robotics in Section 3.2. It then goes on to present an examination of the challenges of applying robotic approaches to the problem of developing CR societies in Section 3.3. Finally conclusions are discussed in Section 3.4.

3.2 Robotic Societies

Roboticists, specifically those working in the sub-field of cooperative robotics, have been constructing collections of artificial agents for several years. In this time they have developed several methods for constructing societies that work together to accomplish some goal. While these techniques are focused on solving problems in the robot domain of operation, they offer significant insight into the challenges and approaches of developing artificial societies. Note that the robotics research does not concern itself with the development of social languages; this is because robotic societies are not primarily focused on the creation of communication structures. Nevertheless, the lessons learned from this field can greatly aid the production of CR societies.

Over the work done in the field of robotics, behavior-based approaches are most significant to the development of CR societies. These approaches employ the simultaneous use of several
goal oriented behaviors [20], making them well-suited to handle multi-objective problems, such as those commonly faced by CRs. Additionally, there has been a fair amount of work on developing a general approach to implementing behavior-based systems that extends the approach beyond the domain of robotics. These systems provide a strong foundation for artificial CR societies.

There is a large body of literature concerning the development of cooperative multi-robot systems. The majority of this literature falls into a field often referred to as cooperative mobile robotics. Commonly cited reasons for interest in multi-robot system include the reduced costs associated with using several cheap robots instead of a single complex one, the need for additional entities to accomplish a task, and increased performance [21, 22]. The field of cooperative mobile robotics, traces its lineage back to the construction of some of the first autonomous robots [23] and remains active today. Much of the work that concerns the development of artificial CR societies was conducted in the period of 1986 to 1995. This period saw an explosion of interest in the field and development of several of the strategies most applicable to the problems faced by cognitive radios.

Cao et. al., likely provide the most in depth survey of cooperative mobile robotics for the period of interest [21]. This survey makes the distinction between collective behavior, behavior that occurs whenever more than one agent is present, and cooperative behavior, that requires the agents to actually cooperate, which is defined as increases in the total system utility through some ”mechanism of cooperation.” The authors go on to identify the five major research focus areas for cooperative mobile robotics as: group architecture, resource conflict resolution, cooperation origin, learning mechanisms, and geometric problems. Group architecture concerns techniques for providing the infrastructure upon which system behavior may be implemented, which is the area most useful for CR societies. Resource conflict resolution focuses on providing methods to access the same physical resources. Researching cooperation origins explores methods for bringing about cooperation without explicitly building it into the system. The area of learning examines methods to leverage artificial learning techniques in multi-robot systems. Finally, geometric problems are those that relate to the issues faced by several robots attempting to work in the same two- or three-dimensional world.

The area focusing on group architecture is the most applicable to CR problems because it is the most general area of research in the field. Providing the infrastructure for system behavior addresses several questions that are common to both robotics and radio research. These include designing centralized or decentralized architectures, enabling cooperation between hetero- and homogeneous agents, determining methods for inter-agent communication, and creating methods for agents to model each other. Decentralized architectures are widely recognized as having several general advantages over centralized architectures [24–26]. The question of heterogeneous versus homogeneous mixes of agents is not of particular interest in this work and so is not discussed further here. Agent communication and modeling provide a variety of insights that are further discussed below.
While communication in multi-robot systems does not apply the concept of social language, there are several lessons available. The notions that underpin the concepts developed in the previous chapter are echoed in the work of cooperative robotics. Consider the following quote from [27].

Communication is often considered a deliberate act, but state communication is not necessarily "intentional" since information can be relayed by passive observation. The sender does not necessarily explicitly broadcast its state, but allows others to observe it. In nature this type of communication is demonstrated when animal changes its posture or external appearance, such as a dog raising its hackles or exhibiting flight behavior in response to fear.

Note that in this quotation Balch and Arkin use the term broadcast to mean the generation, encoding, and transmission of a message through traditional communication mechanisms. Following the discussion of the prior chapter, every example they gave is the broadcast of a social language message. Balch and Arkin are referencing the technique of encoding information into actions without fully exploring the approach. Rather they simply apply the approach commonly found in nature as an effective means of agent coordination.

Although robotic systems do not define communications in the terms of social language, the concept frequently arises. A sign board approach is used in [28] and a diffusion based protocol is applied in [29]. The benefits of efficient communication are made clear throughout the field of cooperative robotics. In fact, Ray presents testing that suggests any communication greatly enhances cooperation of agents, although efficient communication certainly comes at a lower cost [30]. Finally, it is worth noting that while several interesting approaches for multi-robot communications exist [31–34], the specific goals of CR require a different focus for implementation.

Agent modeling is a multifaceted topic, however the impact on inter-robot cooperation is clear. Agent modeling aligns with communication to provide more effective cooperation, typically through more effective communication [21]. Note that modeling goes beyond the observation based communication to provide a representation that allows for one agent to make inferences about another. Robot methods of modeling tend to utilize several domain specific sensors and methods that are beyond the interest of this work.

Of primary interesting to the work, however, is the method by which coordination is enabled on top of the group architecture. While robotics provides several methods for accomplishing this, the behavior-based approach is the best fit for the requirements of CR. This approach of employing several goal oriented behaviors simultaneously was first introduced by Brooks in [35]. The behavior-based approach to implementing artificial systems more closely resembles the natural brain’s ability to juggle several objectives than most other artificial intelligence approaches [36]. As such, the approach matches the multi-objective needs of a CR [37].

While Brooks introduced the behavior-based approach for multi-robot systems, his student
Mataric expanded the approach to its fully utility. Over a series of works [24,38–40] Mataric fleshed out the behavior-based approach in order to solve the "problem of distributing a task over a collection of homogeneous mobile robots." The core of the methodology is the use and combination of so called "basis behaviors." These behavioral primitives represent a minimal set of control laws that allow for the "structuring, synthesizing, and analyzing" of a system's overall behavior [24]. A set of basic behaviors is defined to be both necessary, in that all behaviors in the set are necessary for system operation, and sufficient, in that no behavior in the set is reproduced either by any other behavior in use or through the combination of other behaviors in the set. Mataric uses this basic behavior concept to build up systems in which cooperation is an emergent property.

Specifically, Mataric’s work concerns the operation of several robots in a two-dimensional plane [24]. The robots rely on a basic behavior set consisting of safe-wandering, following, dispersion, aggregation, and homing in order to accomplish tasks such as flocking and foraging. Safe-wandering allows robots to move through the environment while avoiding obstacles. Following enables one agent to move behind another. Dispersion spreads the agents throughout a space and aggregation groups them. Homing allows the robots to move toward some specified target or direction. Flocking requires robots to stay within a specified distance from each other while moving toward a goal. Foraging tasks robots with collectively searching a space with obstacles in order to find and retrieve some target.

The goals of flocking and foraging provide examples for Mataric’s two methods of basic behaviors [24]. Since flocking requires maintaining a distance from peers and moving toward a target while avoiding obstacles, this goal can be achieved through a combination of the dispersion, aggregation, homing, and safe-wandering basic behaviors. Since each basic behavior is formulated such that it outputs a new velocity vector, the combination is simply a weighted addition of the outputs of each basic behavior, where the weights specify the relative influence of each basic behavior. Foraging, on the hand, is slightly more complex. This goal requires robots to search through a space interspersed with obstacles for a cache of targets. Once found the targets are to be returned to some home location. Completing this task requires the robots to safe-wander through space, avoid peers that have yet to find the cache, follow peers that have found the cache, and move toward targets. However, unlike flocking, a robot completing the forage task doesn’t apply all its behaviors simultaneously; rather it employs a single behavior appropriate to its current phase of operation. The robots change behaviors based on external stimuli, e.g., whether or not they have found a target.

Note that the two methods of behavior combination are not mutually exclusive. Rather they represent the two mechanisms for combining behaviors, either simultaneously or in phases. Additionally, the combination mechanisms are not limited to basic behaviors; compound behaviors may be combined using the same mechanisms. In this way Mataric has developed a behavioral algebra that allows for the construction of a myriad of complex behaviors from a single basic set.

While there is no universal method for selecting basic behaviors for a given task, Mataric of-
fers several criteria for selection [24]. Specifically Mataric presents seven criteria for selecting behaviors for decentralized multi-agent systems: simplicity, locality, correctness, stability, repeatability, robustness, and scalability. As the behaviors develop a system wide emergence when employed on several agents, they should be as simple as possible to avoid unwanted emergence. To maintain decentralization, the behaviors must be based on locally available information. Behaviors should stably produce the desired outcome in a repeatable fashion without requiring optimal performance of hardware. Finally, behaviors should scale as the system increases in size.

Mataric also provides a discussion on the evaluation of multi-agent systems. Mataric notes that the interactions present in the system — between agents and other agents or agents and the environment — depend on a plethora of implementation level details [41]. Additionally, the state of the any given agent depends on the state of all other agents in any system that allows for any form of interaction. Such inter-connectivity makes system level models intractable even for simple systems. As such the only option for system evaluation is the observation of the system performing as desired. To accomplish this in behavior-based systems, confirmation of basic behaviors as well as their combinations proves the systems’ operation. This bias toward empirical confirmation through implementation echos the attitude of many researchers who build multi-robot systems [21,26,27,30,31,42].

Note that while Mataric makes a large contribute to multi-agent system design, her work is not a complete solution. Specifically, Mataric does not directly address questions of transferring information between peers. That is, several of the behaviors or combinations require knowledge from a peer, e.g., whether the peer is holding a target item or the current motion of the peer. While these elements could be determined through the use of advanced sensors, Mataric uses low bit rate radio transmissions to communicate this information between peers. Additionally, note that this information could be shared through the use of a social language, employing less sophisticated sensors and understanding of a peer’s actions to determine the necessary information.

Roboticists have also done a great deal of research on the topic of social intelligence. However, this term is not applied in the same manner as it used in this work. Dautenhahn provides a good definition of the concept of social intelligence as it applies to robotics in [43]. The potential for the use of robots as artificial assistants to human beings makes the interaction between artificial agents and humans an active area of research. The methods of interaction employed by the artificial agents represent their social intelligence. There is a large body of literature on the topic, with [44] and [45] providing in depth surveys. While this work is certainly of great importance to any artificial agent that is designed to interact with humans, this topic lies beyond the scope of the work of this dissertation.
3.3 Robotics for Radios

As discussed in the previous section, the field of cooperative mobile robotics has a great deal to offer CRs. Specifically, the behavior-based approach for multi-robot systems offers a method for implementing multi-objective oriented complex behaviors in a network of CRs. The approaches provided by Mataric in particular offer an excellent foundation for CR systems.

There are a number of strong parallels between the radio and robot domains that make the application of robotics work appealing. As discussed, both domains must often face tasks that feature multiple objectives. Additionally, both CRs and robots must navigate spaces interspersed with obstacles. Robots navigate physical space that features physical obstacles, whereas CR navigate through time and frequency with obstacles in the form of interferers. On some the most fundamental levels the tasks of robots and CRs are quite similar.

On the other hand, the differences between the robot and radio domains make a direct application of robot techniques unfeasible. These differences are summarized in Table 3.1. Robots tend to move through their space as a byproduct of their goal, e.g., foraging robots are attempting to move targets from one location to another. Even goals that are formation based exist primarily to serve another purpose, e.g., research into formation control has a broader ultimate goal. Contrast this to radios that exist in their space as an end in and of itself. This concept rests on the question of what it means for a radio to exist in a portion of spectrum. Note that while a radio is not communicating information it does not occupy any spectrum and that while it is communicating the amount of spectrum occupied is directly related to the rate of communication. Ideally radios would not move at all in their space, they would simply exist there, communicating data. This difference of purpose leads to an even more important difference between the robot and radio domains, the concept of observability. A robot is observable in the physical domain by default; other robots may sense that robot without special effort on the part of the robot being sensed. A radio on the other hand is invisible to peers, or at least very difficult to observe, unless transmitting. This results in several problems that exist for CRs but not robots. Finally, it is worth noting the persistent observability of a robot comes at the cost of making continuous paths through its space. Radios have no such restriction in time-frequency space; a radio can "teleport" from one frequency to another without being present in any frequency in between. These differences in focus, observability and fundamental challenges mean the specific problems and solutions of one domain do not carry over to the other.
Table 3.1: Differences between Robot and Radio Domains

<table>
<thead>
<tr>
<th></th>
<th>Radio Domain</th>
<th>Robot Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose of Occupying</td>
<td>End goal of operation</td>
<td>Means to an end</td>
</tr>
<tr>
<td>Space</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observability</td>
<td>Only during transmissions</td>
<td>Always</td>
</tr>
<tr>
<td>Motion Restrictions</td>
<td>Discontinuous motion allowed</td>
<td>Only continuous motion allowed</td>
</tr>
</tbody>
</table>

In so far that CRs and robots both represent intelligent agents, with common classes of problems, general approaches may serve both domains. However, the specific differences between each domain requires the tailoring of any approach to the domain in which it is implemented. Thus the parallels between the challenges faced by robots and radios make a behavior-based approach to building multi-agent systems in either domain appealing, but the differences between the same challenges requires such an approach to be fitted to each domain individually.

3.4 Conclusion

Cooperative mobile robotics offers the proven tools for the structuring, synthesizing, and analyzing of multi-agent systems. While the work does not name them as such, these systems certainly qualify as artificial societies, as discussed in Chapter 2. The behavior-based approach for multi-robot systems, in particular, provides techniques of great use to the construction of CR societies. The work done in robotics combined with the understanding of societies, social language, and societal learning presented previous constitute the toolbox needed to construct successful CR societies.

Note that the use of the tools presented here requires an understanding of both their capabilities and the goals for their use. As discussed in Section 3.3, there are several domain differences that represent potential pitfalls in the application of robotic techniques to the world of radio. As such, careful handling is required for a successful utilization of robotic approaches for radio radio problems. The following chapters present methods to avoid pitfalls and successfully apply the tools described here to the building of CR societies.
Chapter 4

Medium Access Control for a Society of Cognitive Radios

4.1 Introduction

This work addresses the problem of creating a decentralized self-organizing network that dynamically adapts to its environment without disturbing any pre-existing networks. In pursuit of this goal the concept of a CRs society — a group of CRs that fosters coordination through efficient communication based on the encoding of information into actions — has been defined and discussed in Chapter 2. Additionally, tools from cooperative mobile robotics for constructing such a society using the simultaneous operation of several goal driven behaviors and evaluation techniques based on the implementation and observation of systems have been examined in Chapter 3. This chapter examines available tools from the field of cognitive radio and discusses the radio-specific focus of the work.

4.2 Importance of the MAC Layer

It is worth noting that the problem at hand is not an optimization problem. Rather, the problem centers on the issue of allowing several radios to access the spectrum cooperatively without restricting the dynamic properties of the system through an over emphasis on information sharing. Since the role of the medium access control (MAC) layer in a radio system is to coordinate the access to the channel so that information gets through from a source to a destination,” [46] this layer is the obvious choice for the work of this dissertation.

The initial purpose of abstracting the functions of a radio into layers was to allow for the independent development of the myriad abilities require to run a communication network [47]. Such independence allows for the parallel development of all aspects of a radio network. Thus,
it is the opinion of the author that understanding the role of an approach in terms of the existing radio stack has the significant advantage of allowing the joint application of several proven techniques to problems.

In this vein, it worth noting that a great deal of work on the topic of physical layer optimization for CR has already been conducted. Notable examples of this work include [37, 48]. Applying radio layer abstraction to such work and the techniques for coordinating CR societies developed here allows for the coexistence of both approaches. Specifically, the GA technique that Rondeau demonstrated can optimize physical layer parameters while the mechanisms for CR societies determine appropriate times and frequencies for the use of such parameters. Note that such a coexistence would certainly require the sharing of information between the entities; however, such sharing does not indicate a blending of responsibilities. Information sharing between layers in the cognitive stack is akin to the passing of data between layers in a traditional stack; given an appropriate application programming interface (API), the abstraction of functions is not disturbed.

In order to maintain the abstraction of responsibility in the radio stack, along with the benefits discussed above, the work of coordinating a CR focuses on the responsibilities of the MAC. As such, the work provides mechanisms for CRs to determine appropriate strategies for accessing spectrum in a dynamic, decentralized manner that avoids interfering with other radio systems. This focus allows the goals of an CR society to be stated as follows: determine an appropriate time for the transmission of application data and determine an appropriate frequency for this transmission. Note that the term appropriate is used to imply that the transmission of application should not interfere with any other transmissions, whether they are from members of the same society or not, and that data should be transmitted in a manner that allows for it to eventually reach its destination, i.e., transmissions on channels without receivers are not beneficial. Additionally, note that the system must allow for transmission by several other agents, i.e., it must be cooperative and scalable.

4.3 Overview of Related Work

Cognitive radio has been an extremely active field since the introduction of the concept in 2000 [1]. As such it has generated a very large body of literature. In this wealth of references, there are several systems that apply bio-inspired techniques to CR, e.g., [49–55]. Within this group there are several examples of applying concepts from natural societies to CR resource allocation, e.g., [51, 53, 55]. The authors of [51] present a purely mathematical examination of applying flocking mechanisms to the problem of organizing nodes in frequency and time. A simulation based study of swarm based methods for spectrum auctioning is presented [55]. A method for time synchronization to add MAC protocols is studied through simulation in [53]. Of these, [53] comes the closest to enabling a dynamic self-organizing network of CRs. However, this work relies on the creation of local centralization through synchronization to a so called "master node."
There are several noteworthy examples of systems that create contentious cooperation within networks and with radios outside of the network. Game theory provides the most common method of achieving this form of cooperation. A survey of such works is provided in [56] and notable approaches including [57] and [58]. These works offer impressive methods for systems that foster cooperation in which CRs need only consider directly pursuing their own goals. Game theory implicitly requires a level of rationality for its operation. Mataric warns that in situated multi-agents rationality may not always be available, ”due to incomplete or nonexistent world models and models of other agents, inconsistent reinforcement, noise, and uncertainty” [41]. While there are methods for addressing these concerns, the work presented focuses on building consensual cooperation into societies explicitly.

Interestingly, despite the large body of literature there are relatively few examples of MAC focused CR techniques. Of the examples that exist, several fall victim to limitations of over sharing information and/or centralization. For example, the authors of [59] discount decentralized architectures due to the increased need for messaging. The authors of [60] claim that time-slotted architectures for decentralized systems are unfeasible due to the need for time synchronization. There are few examples of CR MAC protocols work toward the benefits of a dynamically self-organizing decentralized network. Several of these use approaches that rely on capabilities that are not typically available to situated CRs. For example, both [61] and [62] employ techniques based on variations of the Markov decision model which require CRs to have knowledge of the probabilities with which channels will be occupied. The authors of [62], on the other hand, make the common assumption that a clear control channel be available for coordinating CRs. Additionally, there several examples that do exist do not fully embrace the concept of a dynamic self-organizing decentralized network. For example, the authors of [63] present a dynamic MAC switching protocol that allows for the coordination of radios through the use of a global control plane of communication but does not allow for local decision making. The work presented in this dissertation overcomes most or all of the limitations that plague other approaches.

The body of literature does provide some tools and insight, though. Chief among these is likely the pivotal work of Doerr, Sicker, and Grunwald in [5]. This work provides one of the earlier examinations of applying the lessons of natural societies, specifically that of fish, to the problems of CR. It presents a CR network that does not require any central authority or peer communication and in the course of doing so offers an example of what natural societies have to offer the field. However, this approach has not been implemented on real radios. As such, the approach does not account for realistic constraints on sensor and computational performance.

A promising tool, initially presented for wireless sensor networks, is the DESYNC algorithm first published in [64]. This algorithm, inspired by the actions of fireflies, provides means of spreading radios within a time period. The algorithm breaks time into periods of a specified length. Each radio keeps track of time independently from all other radios, starting its own clock when it first comes online. The algorithm is concerned specifically with the progress of a radio through periods, which is referred to as the radio’s phase. For example, if the
radio is halfway through a period at time t, it is referred to as having a phase of 0.5 at that
time. When the phase of the radio reaches 1 the radio fires a beacon and resets its phase to
0. Each radio observes its local phase when it receives a beacon from a peer. The goal of
the algorithm is to spread the firings all radios such that the maximum possible time exists
between the firing of every node.

The DESYNC algorithm is best understood as the arranging of beads on a ring. The time
period in which nodes fire beacons segments time and can be envisioned as a ring. The phase
of a radio’s firing can then be represented as the position of a bead along this ring, with the
12 o’clock position representing both a phase of 1 and a phase of 0. Radios move along the
ring in a clockwise direction, with their position corresponding to their phase at a particular
moment in time. Figure 4.1 shows such a visualization of the initial time configuration of
radios A, B, C, and D, just as radio A fires. Figure 4.2 shows a representation of the same
collection of radios with an optimal configuration of firings, again just as radio A fires.

To achieve its goals, the DESYNC algorithm employs a method of updating the firing times
based on the local observations of the radios. Specifically each node updates its firing time to
be at the midpoint of its closest phase neighbors, i.e., the radios that fire directly before and
after the radio contribute to updating its firing time. Consider the initial phase configuration
shown in Figure 4.1. Radio D has phase neighbors radio C, its prior phase neighbor, and
radio A, its next phase neighbor. The longer delay between radio D’s own firing and that
of radio A than between radio C’s firing and radio D’s firing would indicate that radio D should wait longer than one period’s length to fire its next beacon. By waiting longer than one period to fire, radio D shifts its phase closer to radio A’s position and farther from radio C’s. Radios may move clockwise on the phase ring by waiting longer than a period to fire, move counter-clockwise by waiting less than a period to fire, and remain stationary by waiting one period to fire next. Figure 4.3 shows a visualization of the move that radio D would take from the initial position shown in Figure 4.1. Proofs to show that such moves will allow the system to converge from Figure 4.1 to Figure 4.2 are given in [64–66].

The authors of [64] go on to state that DESYNC can serve as the underpinning of time division multiple access (TDMA) based MAC protocol as well. The starting phase of the slots corresponds to the midpoint between the radio’s firing and the firing immediately before its own and the ending corresponds to the midpoint between the radio’s firing and the firing immediately following. Organized in this manner, the slots do not overlap, converge towards a fair distribution among all active radios, and allow for communication before reaching convergence.

There are several papers that discuss the DESYNC algorithm [64–68]. Each of these confirms DEsYNCS’s operation theoretically for single-hop networks. Extensions to the algorithm for multi-hop networks are presented in [67] and [68]. The algorithm was implemented in a centralized architecture in [64], with several peer radios and a base station. The peer radios desynchronized themselves in order to communicate with the base station using TDMA. This specific algorithm has not been applied to CR or used for peer-to-peer communication in a completely decentralized network.

The DESYNC algorithm has several features that make it well suited for use in a CR society. The algorithm’s focus on local observation facilitates decentralized use. However, as presented in [64], DESYNC is not designed for use as a behavior in a larger system. Its the complexity can lead to undesired interactions. Thus, for the purposes of this work simplifications are necessary. Supporting aspects of the algorithm, such as the entry procedure presented in [64], were not considered for this work. I have adopted only those parts of [64] that allow for the spreading of radios in a period and the establishment of slots. These components of the DESYNC algorithm are integrated with other behaviors in the full
To the best of the author’s knowledge, several of the approaches presented in this work are completely novel to the field of cognitive radio. The concept of social language allowing for the encoding of information into actions represents a new technique for the coordination of CRs. The lessons about multi-agent system design from cooperative robotics have not yet been applied to CR problems. These approaches represent new methods for tackling the problems of CR.

4.4 Conclusion

The chapter has examined the radio-specific focus of this work, presented context from the current body of literature, and collected CR related tools. Section 4.2 explains how this work best fits into a radio network at the MAC layer and restates the goals in terms of MAC protocol responsibilities. Focusing on providing a MAC layer solution to the problem of coordinating a decentralized network allows for the use of other proven approaches in handling the other problems of a radio network. Section 4.3 provides context for this work from CR literature and explains radio specific tools for building CR societies. This work offers several novel benefits and methods to the field of cognitive radio.
Chapter 5

Building CR Societies

5.1 Introduction

So far, we have examined several tools to aid in the construction of societies of CRs. The examination of the construction of artificial societies presented in Chapter 2 indicated the factors that allow for efficient intra-society communication through a social language. The exploration of robotics techniques for developing multi-agent systems in Chapter 3 provided the behavior-based method of handling multiple objectives. The review of relevant work in CRs discussed in Chapter 4 offered the foundation for decentralized coordination of radios in time.

This chapter discusses how all of these tools may be combined to enable the development of CR societies. The social language provides an efficient mechanism for radios to reveal pertinent information without over sharing and detracting from the goal of application data transfer. This concept is discussed further in Section 5.2. The multi-behavior approach provides a framework for handling the various objectives of a CR society. This framework informs Section 5.3. The tools for time coordination aid in tackling one of the CR society objectives. This tool is discussed in Section 5.4.2.

5.2 Social Language

Communication among peers enables societies of CRs. As previously explored, in Chapter 2, social language provides an efficient means of providing this communication through utilization of context information and society specific mechanisms. Additionally, recall that Chapter 2 explored methods for encoding relevant information into actions. Finally, recall that Chapter 4 discusses the value of implementing a MAC layer focused approach for CR societies. Thus it is clear that the social language for CR societies should be based on
communication through MAC layer actions in order to avoid diverting resources from direct communication.

The issues of radio observability greatly affect CR social language. The MAC layer is focused on determining appropriate access times and frequencies for accessing the spectrum. However, radios can not necessarily observe a peer’s decision about how to access the spectrum. Rather CRs require a more explicit method of communicating the information about their intended spectrum that does not require registering with a central agent or greatly detracting from the transmission of application data.

The waggle dance of bees provides an analogy for what is required from a CR social language [11]. Bees need to communicate the location and goodness of some object, which is unobservable to bees at a hive. To solve this problem bees employ an explicit action to communicate this information to their peers. However, note that the bees also use their waggle dance for the purpose of determining a hive wide consensus through voting, which shapes the implementation and use of their social language.

CRs need their own waggle dance, with a slightly different focus. Specifically, CRs need an action-based communication method that can disseminate otherwise unobservable information to peers. CRs are less concerned with a voting mechanism analogous to that used to make decisions about new hive locations. Instead CRs need a mechanism to coordinate their sizes and positions in frequency-time. Note that a unique attribute of CRs is their ability to change their perceived size, since a CR’s size in frequency-time refers to amount of spectrum occupied and the amount of time that spectrum is occupied. Thus the problem of CR social language is the problem of communicating the information necessary for radios to fill available space without overlapping their peers.

Serving all of the needs of a CR social language is a simple as sending a beacon. For our purposes, a beacon consists of a single packet, broadcast throughout a society. There are several examples of the power of a beacon for efficiently communicating information, but perhaps of the most applicable example is presented in the introduction of the DESYNC algorithm [64]. This algorithm uses a beacon to communicate a radio’s size and position in time without requiring receiving radios to do anything more than receive the beacon and decode its header. Additionally, a beacon, as discussed here, provides a concise message that allows a social language in which recipients react in an appropriate manner without an inordinate amount of decoding. Specifically, in the case of DESYNC the decoding amounts to adjusting the firing time of the next beacon. This beacon based language also naturally communicates a radio’s position in frequency.

Note that using beacons for social language strikes a balance between observability and the goals of CRs. Since radios will only recognize beacons as messages, CRs are effectively only visible while sending beacons. Transmissions for sending application data can not necessarily be differentiated from transmission by radios outside of the society, which are considered to be obstacles. This short period of message observability allows the CRs to spend the majority of their efforts on completing their primary goals and limits interference
that may be caused by social language use. However, these benefits come at the price of radios potentially missing the brief messages. The potential for missing messages means that the society must be tolerant of such blind spots. This fault tolerance can be achieved through the interconnectiveness fostered in a society, meaning that there is a threshold for the maximum number of messages that be missed.

For CR societies a beacon based social language provides an efficient means of communicating a radio’s position and timing to its peers. This beacon is not directed at any specific recipient, but rather is designed to allow broadcasting information throughout an entire society. That being said, for the beacon to efficiently communicate the channel of the CR, it is only sent on the frequency that the CR intends to use for application transmissions. To maintain up to date information within a society the beacon is sent once every $T$ seconds, where $T$ is referred to as the beacon period. Additionally, recall that in Chapter 2 testing showed that rule based encoding of information into actions allowed for the easiest use of the information by receiving agents. Thus, the beacon time and frequency of a CR is determined through rules to keep the efficiency of the social language high. This mechanism allows the radios to communicate all the information they need to coordinate themselves in time and frequency.

5.3 Applying Multiple Behaviors

As discussed in Chapter 3, the field of robotics provides the framework of the behavior-based design of multi-agent systems. This approach to designing multi-agent systems is based on selecting a basic set of behaviors, common to every agent, that can be combined to achieve the desired overall system performance. Note that behaviors are combined within a given agent to form compound behaviors and among a number of agents to form emergent behaviors. This multiplicity of combination inherently requires basic behaviors to be as simple as possible to avoid any unwanted interactions. Thus, basic behaviors are selected as simple solutions to individual, single-objective, problems and then combined.

While this approach does not include social language when it is presented in robotics, it does offer advantages for the use of social language. Since every member of a society has the same behaviors, they all react to stimuli in a similar way. This allows each individual in a society to understand the reasons for its peers actions without requiring a separate model for a peer’s decision making process. The simplicity of the behaviors used also eases the complexity of social languages. As explained in Chapter 2, action based social languages are easiest to use when actions are determined in a straightforward manner. However, this simplicity is degraded when the interaction of several behaviors must be considered, thus social languages are best suited to communicating through actions that are influenced by a smaller number of behaviors.
5.4 Time Flocking

Time flocking is a behavior, composed of several basic behaviors, aimed at organizing the transmissions of radios in time. The coordination of the size and position of CRs employs the beacon based social language discussed in Section 5.2. Time flocking is also a common behavior, meaning that every radio in the society follows the same behavioral rules. Removing the need for behavior specialization allows for both easy understanding of the social language information and scalability. This coordination allows the radios employ the complex, composite behavior associated with the actions of a dynamic self-organizing decentralized network in time.

Accomplishing the time goals of CRs comes down to developing behaviors to address each time goal and combining them. Recall that the behavior-based approach to multi-agent systems tackles multi-objective problems by decomposing the problem into into sub-problems that can be addressed by individual behaviors and then combining these behaviors. In the case of CRs, the time goals can be stated as determining an appropriate window of time for the transmission of application data. Here appropriate specifically means two things: first, the transmissions must not interfere with other radios in the society and second, the transmissions must not interfere with radios outside of the society. Decomposing the goals in this way highlights the different approaches to handling them. Interference with peers within the society can be handled through the cooperation of neighbors, built into societies through communication and complementary behaviors. Interference with external radios must be handled in a different manner. Here, we refrain from making any assumptions about the capabilities of external radios that may be the subjects of interference. This strategy allows for operation alongside a wide variety of external systems, avoiding any dependence on abilities that may not exist. Note that while this assumption allows for the most general use, it is not necessary when information about external entities is readily available. Additionally, note that a lack of such information limits the options for interference control and makes avoiding interference the most straightforward approach.

Time flocking for CR societies arises from the combination of avoidance and cooperation behaviors. This compound behavior provides a method for addressing the two separate objectives of controlling intra- and extra-society interference. Avoidance behaviors are common in the field of CR and normally take the form of sensing prior to transmission. The avoidance behavior used in this work is described in Section 5.4.1. Addressing intra-society has the option to employ more complicated methods, involving communication among peers and the complementary design of MAC layers for peer radios. The behavior employed here is covered in Section 5.4.2. The combination of these is discussed in Section 5.4.3.
5.4.1 Avoidance

Avoidance in time is simply a case of not transmitting while another source is transmitting. Failing at this goal can take one of two forms, either the CR starts transmitting while another radio is transmitting or another radio starts transmitting while the CR is already transmitting. Avoiding extra-society interference then has two components. Firstly, one must check for existing transmissions prior to transmitting. Secondly, transmissions must be kept short to reduce the possibility of less capable systems starting transmissions during CR transmission or shorten delays for systems that detect transmission but not change frequency. This goals can be met by enforcing a sensing period prior to any transmission and limiting transmissions to single short packets.

Note that this strategy provides the desired interference elimination at the cost of throughput. This is a necessary trade off to accomplished the desired dynamic behavior. Balancing this trade off can be formulated as an optimization problem for specific scenarios, however, this does not provide good general purpose utility due to variations of systems.

5.4.2 Cooperation

There are numerous options for handling intra-society interference through cooperation. Recall the criteria for selecting basic behaviors given in [24]: simplicity, locality, correctness, stability, repeatability, robustness, and scalability. Thankfully, the DESYNC algorithm already provides a tool to accomplish time-oriented sharing in a manner that meets all of the above criteria. This method provides the necessary self-organization of radios in time. This algorithm was discussed in Chapter 4.

Note that this cooperation behavior must simultaneously determine the time position and size of application transmissions. For example, DESYNC provides the position by adjusting the timing of beacon messages and the size by determining the start and end of transmission slots. Note that the use of TDMA style slots is not required by this behavior, but rather it provides a clear indication of appropriate times for application transmissions. Such clear indications help to determine whether or not the possibility of intra-society application interface exists. They also allow for preventing bad situations that result from faults. For example, a modification to DESYNC that resets transmission slot times when a beacon is received during a radio’s active slot provides for recovery from faults in time cooperation.

5.4.3 Time Combinations

Combining the cooperation and avoidance behaviors discussed above provides the total time-flocking behavior of CR societies. While the exact methods for combining behaviors discussed in [24] do not necessarily directly apply to CR societies, they provide guidance. Mataric dis-
cussed combining robot behaviors on the basis of either the weighted sum of target velocities or stimulus induced behavior switching. The concept of weighted sums of individual targets generated by behaviors does not necessarily apply to CRs, because of the wide variety in parameters managed by CRs. Such a variety of parameters, each with its own focus or implication, typically does not allow for combining all the behaviors in a CR as the weighted sum of signal parameters. Instead, several CR behaviors tend to affect the same sort of parameters. For example, both the behaviors of avoidance and cooperation simultaneously affect the timing of transmissions, but in slightly different ways. Avoidance affects the timing of individual transmissions, while cooperation affects the timing and overall length of the slot for application transmissions. Combining avoidance and cooperation provides the time-flocking behavior required for CR societies.

5.5 Frequency Flocking

Frequency flocking is the frequency complement to time flocking. It is a composite, common behavior aimed at dynamically organizing a CR society in frequency. Recall that time flocking controls both the position and size of the CRs in time. Frequency flocking only controls the position of the CRs in frequency. This is because the spectral size of transmission depends on physical layer characteristics, which are beyond the control of MAC layer solutions.

Just as in time flocking, the frequency goals of a CR society have two major components. First, the CRs in a society need a means of finding one another. Ideally, the entire society would operate on the same frequency, which allows for the social language to reach, and therefore help coordinate, the most possible radios. Second, the society needs a mechanism to find new open frequencies when a particular channel becomes congested, either through the presence of too many CRs or from the appearance of a outside radio system. Each of this sub-goals require the CRs to acquire knowledge of peer positions in frequency and the state of a channel, as being either clear or congested. Tackling the goal of keeping the society together in frequency is discussed in Section 5.5.1 and handling the need to find new channels is covered in Section 5.5.2. A method of learning to aid these behaviors is discussed in Section 5.5.3.

5.5.1 Aggregation

Aggregation is the behavior that keeps radios together in a society. Since the CRs that are members of a society have efficient methods for sharing the spectrum, grouping societies provides the highest amount of coordination. Therefore whenever possible the society should be operating together on a single frequency. To accomplish this aggregation provides the behavior required for CRs to group themselves in frequency.
This behavior comes down to a search technique for finding peer radios. Recall that the social language for CRs is based on sending a beacon that communicates the timing of CR’s slot and its frequency of operation. Specifically, it worth noting that this social language makes CRs identifiable to its peers for instances rather than long durations in time. Any method of searching for peers must take account of this limited observability. Since each radio sends a beacon once every beacon period, each channel must be searched for the duration of one beacon period. This search time period, referred to as the dwell time, prevents radios from missing the presence of peers.

To allow for a bounded search, the range of allowed channels is specified for each radio. A search order then specifies the order in which these channels are searched for peers. Note that the search order of channels must be determined in manner that minimizes the occurrence of search cycles, where radios continue to miss each other. For an example of a search cycle consider a case in which two radios A and B are on channels 2 and 4. If the search pattern for each of this radios simply indicated that they should always check the next higher channel, the radios would never find one another. Rather A would check channel 2 while B checks channel 4, then A would check 3 and B would check 5 and so on. Rather, the radios always search the channel at the center of the specified range first and expand out from there. Specifically, the radios will search the center, then one above the center, then the center again, then one below the center, then the center again, then two above the center, and so on. This focus on search the center of their range gives the radios a rendezvous point, shifts the society toward the middle of their range, allowing for future alterations in either direction, and prevents search cycles. Thus the search order combines with the dwell time in order to provide a frequency aggregation behavior.

### 5.5.2 Dispersion

Dispersion in frequency is much simpler than aggregation. This behavior simply moves the CR out of congested channels. To accomplish this CRs need only to determine whether their current channel is congested, through sensing, and change channels if it is. Since finding other radios is not the priority of this behavior, the factors of dwell time and search order are not important here. Rather the CRs simply move to the next channel in the available range and attempt to operate there. This method provides CRs with a straightforward method of handling congestion.

### 5.5.3 Frequency Learning

The frequency flocking of CRs can be improved by allowing the radios to remember trends in frequency use. Since the radios have initial knowledge of the channels in which they may operate, the radios can use this to keep track of which channels tend to be open and which tend to be occupied. Specifically, each channel is assigned a visitation probability,
When the radio behavior indicates that a radio should visit a particular channel, there is a $1 - p$ that the channel is skipped in favor of the next channel in line to be visited. Initially the visitation probability is one for every channel, but is decremented by value $d$ whenever a radio must leave a channel due to congestion. This naturally drives radios away from channels that are over used. However, since the usage of channels changes with time, visitation probabilities are incremented by a small value $i$ every $n$ beacons to allow radios to forget stale information. This light weight learning allows radios to adapt to the frequency environment over time without requiring unrealistic knowledge, such as the transmission probability of external systems, or demanding too many computational resources.

### 5.5.4 Frequency Combination

Combining the behaviors of frequency aggregation, frequency dispersion, and frequency learning is fairly straightforward. Aggregation and dispersion are triggered at different times. Aggregation behaviors come into effect when a CR finds itself alone in a channel and dispersion is activated when a CR is in a congested channel. Frequency learning is slightly different in that it does not directly affect the frequency of operation; rather, it supports the other frequency behaviors. As such, frequency learning is active continuously in the background of the other behaviors. Thus the combinations of the behaviors are able to provide a total frequency flocking behavior.

### 5.6 Combination Flocking

The combination of time flocking and frequency flocking provides the overall behavior of the network. These two composite behaviors both operate simultaneously, controlling various aspects of the network. The important consideration in this combination is the interaction of the behaviors involved. Even though behaviors may affect different aspects of the system their interactions must be considered. These additional interactions arise from the complexities of radio systems versus robotic systems, i.e., radio systems don’t control their behavior primarily through a single parameter. Specifically consider time avoidance and frequency dispersion, each of which requires sensing. Additionally, note that the sensing required for time avoidance provides the information needed in frequency dispersion. That is, if a CR is prevented from transmitting due to sensing an occupied channel prior with the time avoidance behavior, it’s an indication of a congested channel. Thus the operation of one behavior can support another. However, consider the interaction between time avoidance and frequency aggregation. Frequency aggregation determines the presence of other radios by receiving their beacons. However, if CRs are prevented from sending beacons due to the time avoidance behavior, their peers might falsely activate the aggregation behavior. To prevent this false activation, aggregation should be delayed until dispersion can activate properly. Simply delaying allows dispersion to act before CRs falsely determine the need for
aggregation activation. Consideration of these interactions allows for the proper combination of CR behaviors.

5.7 Methodology

So far this work has provided a development of the method for constructing CR societies. This method began with a definition of the problem to be solved. This allowed for the identification of the primary objectives that must addressed to solve the problem at hand. These primary objectives provide the factors that must addressed by behaviors. Recall from Chapter 3 that behaviors need to be simple approaches to solving individual aspects of some objective. Given the behaviors necessary to address the problem at hand, a social language can be determined to support the behaviors. Finally these behaviors and language can be implemented according to the selected hardware platform, as will be discussed in Chapter 6.

Figure 5.1 briefly summarizes the method for developing CR. The mechanisms of social language are used in conjunction with the behavior-based approach to multi-agent system design to provide flexible networks of CRs. Combining these techniques provides both connectivity among peers and controlled multi-objective emergence. The attributes of social language allow the radios to overcome the challenges of their domain while avoiding undue amounts of coordination communication. Additionally, domain specific tools must be incorporated in any behavior based system.

Applying social intelligence to a problem is matter of following a design process. First the problem must clearly stated. CR societies provide practical solutions through emergent behaviors based on interactions both internal and external to radios involved. As such the problem at hand must be clearly understood. In this work, social intelligence is applied to the problem of developing self-organizing decentralized networks that can benefit from social interactions. Once the problem is stated and understood, the arena in which the problem is
to be addressed must be defined. The scope of the solutions provides a clear indication of the actions that may be taken and the responsibilities that must be handled. For example, this work addresses the problem on the MAC layer, with the result that the solution must handle the time and frequency size and position of transmissions. Given the arena of solution, the problem must be decomposed according to the parameters that must be set. Understanding the problem in terms of parameters to be set gives an indication of the behaviors that are required. In this work radio transmissions must be organized in time such that they do not overlap with external interference and each radio is provided with an opportunity to transmit application data. Additionally, the radios must be organized in frequency such that they cluster in frequency, exit congested channels, and learn channel conditions over time. After the problem has been decomposed according to the parameters, a social language must be developed to communicate important information among peers. Recall that Chapter 2 provides insight into appropriate mechanisms for social language communication. A beacon that communicates a radio’s position in time and frequency provides the social language used here. Next basic behaviors that address each sub-objective in each parameter must be determined. Recall from Chapter 3 that these behaviors need to be as simple as possible to reduce unwanted interactions. Additionally, the basic behaviors should be based on local observations and the information made available through the social language. Here the time avoidance and time cooperation behaviors provide the abilities to prevent transmissions into interference and determination of slots for radios. The frequency aggregation, frequency dispersion, and frequency learning allow the radios to cluster in frequency, exit unfit channels, and learning channel conditions, respectively. The only remaining task is then to implement the behaviors according to capabilities of the hardware platform. The next chapter discusses how this was done in this work.

Figure 5.2 shows the problem decomposition for this work. At the top is the total system behavior, the decentralized self-organizing network of CRs. As discussed in Chapter 4, this is primarily a MAC layer problem. Defining this domain suggests that behaviors to control the two parameters of time and frequency are required. In time behaviors are needed to prevent interference and provide cooperation among peers. In frequency behaviors are needed to group radios, allow them to escape interference, and learn their environment. Each of these behaviors provides the simplest solution to their individual goals based on local information and the beacon based social language.
This work provides the first development of a CR society. Thus, this work focus on examining the attributes of CR societies and a proof of concept implementation. Given the initial introduction of the concepts presented here, future research can go on to develop a more general methodology for CR deployments. Note however, that the application focus of CR societies means that particular approaches and metrics for every society will be different.

5.8 Conclusion

This chapter has discussed the methods for constructing CR societies with the tools gathered thus far. Specifically, the behavior based approach for designing robotic systems offers the framework for handling the various objectives of a CR society. This framework is supported by the efficient communication of action based social languages and tools for the time coordination of radios. The method of combining these tools presented here provides a novel approach to designing networks of CRs based on knowledge gained from several diverse fields.
Chapter 6

Implementation of a Prototype Cognitive Radio Society

6.1 Introduction

This chapter discusses the implementation of the behavior-based approach to developing CR societies discussed in Chapter 5. The implementation presented here is a prototype of a CR society, focused on providing a proof-of-concept, highlighting significant features of the work. As such, each aspect of the implementation is designed to exhibit the features of a dynamic self-organizing society of CRs. Section 6.2 discusses the hardware platform selected for this purpose. Section 6.3 provides details about the implementation environment and tools used for development. Section 6.4 covers the implementation details of the behaviors themselves. Section 6.5 describes the system architecture used for implementation and discusses some of the computational aspects of the system. Section 6.6 examines the limitations imposed by the design choices. Finally, Section 6.7 summarizes and concludes the chapter.

The prototype implementation presented here uses low-cost radios and computational platforms. This means that the individual radios face stringent limitations in terms of hardware capabilities. These limitations result in timing jitter, reconfiguration costs, and random computational delays. As will be show during evaluation, the methods used to develop CR societies are robust against these limitations, although these factors certainly impact the design of the system.

6.2 Implementation Platform

The development of a dynamic self-organizing network of CRs, here termed a CR society, focuses on enabling coordination through local behaviors and lightweight efficient communi-
cation. The use of local behaviors limits the demands on the sophistication of each individual CR and helps to provide scalability. Efficient communication continues the theme of limited sophistication and provides a means to coordinate the development of emergent behavior. Such mechanisms allow for the use of low sophistication CRs.

The use of low sophistication CRs provides an option for the proliferation of self-organizing CRs. As such, testing the development of CR societies on inexpensive, minimally intricate radios is of key importance for determining the value of the approach. Therefore, the implementation platform has been selected for its inexpensive and modestly complex nature. The implementation helps to validate the approach for use in large networks of inexpensive radios.

The implementation hardware for this work is the combination of a Beagleboard-xM computational platform [69] and a Hope-RF RFM22B radio front end [70] named SKIRL. This combination of hardware was first proposed for CR by Young [71]. The system offers a flexible radio frequency integrated circuit (RFIC) supported by computational power analogous to the average smart phone. Young points out that the use of a RFIC instead of the more common software defined radio approach improves the radio performance and decreases cost by removing the reliance on powerful field programmable gate arrays (FPGAs). While this does come at the cost of reduced options at the physical layer, such a system is ideal for the work conducted here. Table 6.1 summarizes the capabilities of the SKIRL platform.

<table>
<thead>
<tr>
<th>Frequency Range</th>
<th>240 - 930 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulations</td>
<td>frequency shift keying (FSK), Gaussian frequency shift keying (GFSK), on-off keying (OOK)</td>
</tr>
<tr>
<td>Maximum Power Output</td>
<td>13 dBm</td>
</tr>
<tr>
<td>Minimum Receiver Sensitivity</td>
<td>-121 dBm</td>
</tr>
<tr>
<td>Sensing Bandwidth</td>
<td>100 kHz</td>
</tr>
</tbody>
</table>

The SKIRL platform provides the hardware and minimal software for testing CR societies. The Beagleboard-xM runs a minimalist form of the Ubuntu Linux operating system, which allows for direct interaction with the system through ethernet and use of several different programming languages. The computational part of the platform interacts with the radio front end by setting a collection of registers and a Python module exists to streamline the process. The platform can access and sense only a single channel at a time, and it requires a finite reconfiguration time for any change. Specifically, sensing information is provided in the form of received signal strength indication (RSSI) measures for the current channel. Data is sent by adding to a transmission buffer on the RFM22B, setting all necessary physical layer parameters (typically modulation and bit rate), and sending the transmit command to the
front end. Data is received into a received buffer and held there, until it is read out. The details of controlling the SKIRL platform are discussed in Young’s dissertation [72]. Figure 6.1 provides a picture of the SKIRL platform with a US nickel for scale. The entire platform costs approximately $250.00 USD.

![Figure 6.1: Picture of SKIRL Platform](image)

As is the case with any hardware based implementation, the SKIRL platform informs the parameters used in the development of CR societies. The RFM22B employed on the SKIRL platform is optimized for use in the 433 and 915 MHz bands, thus all testing is conducted around 433 MHz. Specifically 21 channels with center frequencies between 430.25 MHz and 437.75 MHz have been defined. The centers of adjacent channels are spaced 750 kHz apart.
Since the work focuses on MAC layer control, the same physical layer parameters are used for all transmissions. Specifically, GFSK modulation with a bit rate of 4.8 kbps and a power of 17 dBm was used for the transmission of every signal.

Each transmission consisted of packets, 64 bytes in length. The structure of this packet is summarized in Table 6.2. The first 14 bytes of the packet constitute the packet header, which includes the packet type, a local time stamp, the sender, and the intended recipient of the packet. Packets may be firefly beacons, application data, or acknowledgment packets. Note that the time stamp information is not used by receiving radios and is present simply for debugging purposes. The remaining 50 bytes of the packet are application data. No error checking is applied.

<table>
<thead>
<tr>
<th>Byte</th>
<th>Component</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Header</td>
<td>Packet Number</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>Payload</td>
<td>Data</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Destination</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Source</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Packet Type</td>
</tr>
</tbody>
</table>

6.3 Implementation Setting

As this work aims to provide a proof of concept for the CR societies discussed herein, four CRs were used. Each radio was assigned a unique name for identification. The names are fuhr, gillies, joliat, and howe. These radios were arranged in a 2.82 m by 3.58 m space as shown in Figure 6.2. Also shown in this figure are antennas for a HP 8594E spectrum analyzer and two HP 8648C signal generators. The spectrum analyzer provided a means of verifying the positions of CRs in frequency and the signal generators simulated external
networks. The system was implemented in a controlled lab environment, free from any unwanted signals.

A logging system allows for the tracking of radio behavior more closely than can be achieved with the spectrum analyzer alone. As the CRs operate, they generate log messages with either high or low priority. Low priority messages provide detailed information useful for debugging and development purposes. High priority messages, on the other hand, are those most useful for determining system behavior and tracking interaction with other radios. All messages are saved into a local log file and high priority messages are sent to a central logging machine through ethernet. The purpose of this central machine is only to collect log information in a effort to observe interactions between radios; no control or synchronization messages are sent out from this machine. Instead, the central logging computer collects all messages into a signal file in the order that they arrived. Figure 6.3 provides a screen shot of the logs being collected as they are received by the central logging computer. This logging system provides tools necessary for development.
<table>
<thead>
<tr>
<th>Radio's Timestamp</th>
<th>Radio's Name</th>
<th>Function Name</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014-02-03 13:49:56,726</td>
<td>fuhr</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:50:17,255</td>
<td>jollat</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:11,527</td>
<td>howe</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:11,529</td>
<td>howe</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:49:57,075</td>
<td>fuhr</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:42,847</td>
<td>gillass</td>
<td>INFO</td>
<td>start_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:01,312</td>
<td>fuhr</td>
<td>INFO</td>
<td>end_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:46,865</td>
<td>gillass</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:50:25,842</td>
<td>jollat</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:05,584</td>
<td>fuhr</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:20,110</td>
<td>howe</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:05,586</td>
<td>fuhr</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:47,208</td>
<td>gillass</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:49,664</td>
<td>gillass</td>
<td>INFO</td>
<td>end_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:28,393</td>
<td>jollat</td>
<td>INFO</td>
<td>start_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:32,814</td>
<td>fuhr</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:50:12,797</td>
<td>fuhr</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:27,332</td>
<td>howe</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:54,351</td>
<td>gillass</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:54,353</td>
<td>gillass</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:33,151</td>
<td>jollat</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:30,734</td>
<td>howe</td>
<td>INFO</td>
<td>start_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:36,472</td>
<td>jollat</td>
<td>INFO</td>
<td>end_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:34,374</td>
<td>howe</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:51:01,647</td>
<td>gillass</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:40,367</td>
<td>jollat</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:20,108</td>
<td>fuhr</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:40,369</td>
<td>jollat</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:34,715</td>
<td>howe</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:23,717</td>
<td>fuhr</td>
<td>INFO</td>
<td>start_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:38,252</td>
<td>howe</td>
<td>INFO</td>
<td>end_slot</td>
</tr>
<tr>
<td>2014-02-03 13:50:28,154</td>
<td>fuhr</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:50:42,926</td>
<td>howe</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:42,928</td>
<td>howe</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:51:09,948</td>
<td>gillass</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:48,674</td>
<td>jollat</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:28,499</td>
<td>fuhr</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:31,317</td>
<td>fuhr</td>
<td>INFO</td>
<td>end_slot</td>
</tr>
<tr>
<td>2014-02-03 13:51:12,862</td>
<td>gillass</td>
<td>INFO</td>
<td>start_slot</td>
</tr>
<tr>
<td>2014-02-03 13:51:16,786</td>
<td>gillass</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:50:55,756</td>
<td>jollat</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:35,503</td>
<td>gillass</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:50,040</td>
<td>howe</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:35,514</td>
<td>fuhr</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:51:17,312</td>
<td>gillass</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:50:59,486</td>
<td>jollat</td>
<td>INFO</td>
<td>start_slot</td>
</tr>
<tr>
<td>2014-02-03 13:51:20,769</td>
<td>gillass</td>
<td>INFO</td>
<td>end_slot</td>
</tr>
<tr>
<td>2014-02-03 13:51:03,407</td>
<td>jollat</td>
<td>INFO</td>
<td>transmit</td>
</tr>
<tr>
<td>2014-02-03 13:50:43,415</td>
<td>fuhr</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:50:57,941</td>
<td>howe</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:51:24,957</td>
<td>gillass</td>
<td>INFO</td>
<td>receive_callback</td>
</tr>
<tr>
<td>2014-02-03 13:51:24,959</td>
<td>gillass</td>
<td>INFO</td>
<td>fire</td>
</tr>
<tr>
<td>2014-02-03 13:51:23,763</td>
<td>jollat</td>
<td>INFO</td>
<td>fire</td>
</tr>
</tbody>
</table>

Figure 6.3: Screen Shot of the Logging
6.4 Implementing Behaviors

This section provides the details of the implementation for each behavior discussed in Chapter 5. Recall that these behaviors follow the behavior-based approach to multi-agent system design from robotics. As such each behavior provides a simple, local solution to a specific problem faced by a CR society. Note that these behaviors do not provide the only solutions available, rather they were selected and designed for the purpose of implementing a prototypical CR society on the SKIRL platform. Each behavior was therefore implemented according to the capabilities of the SKIRL platform.

6.4.1 Time Avoidance

The purpose of time avoidance is to eliminate interference with external entities. Recall that Chapter 5 discussed two methods for accomplishing this: sensing prior to transmission and short transmissions. On the SKIRL platform sensing is RSSI based. Thus, prior to any transmission, channels were monitored for signals above a specified RSSI threshold for a specified sense time. For my purposes, the channel intended for use is monitored for 0.1 seconds for signals with RSSI greater than -22.5 dBm. These parameters were empirically determined to accurately sense the presence of other transmissions. If a signal with RSSI above the threshold is sensed, the system immediately determines that the channel is busy and prevents transmission; otherwise the system waits the full sensing time before declaring the channel clear for transmissions.

6.4.2 Time Cooperation

Time cooperation is the main time behavior of the system. This behavior is tasked with determining an appropriate position and size for application data transmission. Recall that in the context of this system, the size of a transmission in time refers to the time slot in which such a transmission is allowed and not necessarily the duration of time that the channel is actually in use, which depends on the amount of data to be sent and the physical parameters used. This definition for size implies a TDMA approach to time management, which, as discussed in the previous chapter, has the benefit of clearly specifying who is authorized to use the channel.

The DESYN algorithm [64] provides the foundation on which the time cooperation behavior is built. Recall from Chapter 4 that this behavior is based on spreading the transmissions of radios in time. As such this is the first behavior to employ the beacon based social language. Additionally, recall that the DESYN algorithm split the time into periods of a specified length. These periods are analogous to the beacon periods discussed in Chapter 5. The DESYN algorithm provides the means to adjust these periods for the maximum possible
distance in time between adjacent firings and for defining slots based on beacon firing. Note that the beacon used here is a form of social language that communicates a radio’s position, and as we will see later indicates its size, in time, even though the authors of [64] do not recognize it as such. The implementation of these methods and various modifications that allow for combination with other behaviors is discussed below.

To examine the DESYNC algorithm, we will first focus on the spreading of beacons, termed desynchronization by the authors of [64]. Initially, let’s consider a single radio in order to understand the mechanism for splitting time into rounds. When started our radio is given a value for its beacon period, \( T \), of 10 seconds, for example. This means that every 10 seconds, from the activation of the radio onward, this radio will fire a beacon. Each firing signals the end of a time round of the radio. The percentage progress of a radio through a round is referred to as the current phase \( \phi(t) \) of the radio. Note that this term is borrowed from the study of pulse coupled oscillators (PCOs) [73] and that phase is a dimensionless quantity. For example, if the radio has 5 seconds until the next firing, it has a phase of 0.5 and if the radio has 2.5 seconds until the next firing, it has a phase of 0.75. Phase may be calculated as \((t_{\text{current}} - t_{\text{start}})/T\), where \( t_{\text{current}} \) is the current time as given by a local running clock and \( t_{\text{start}} \) is the time when a round began. When radios reach a phase of 1 they fire a beacon and restart their timer, indicating a reset of the phase to 0.

Figure 6.4 provides a visualization of the phase of radios. Phase advances in the clockwise direction. This circular depiction of phase provides a visual representation of a moment in time. Note that the DESYNC algorithm splits time into sequential periods; a single period is sufficient to depict any moment in time. In this diagram the 12 o’clock position represents the beginning of a time period, this is the position that corresponds to both a phase of 1 and a phase of 0. As time passes, radios move around the circle in a clockwise direction. The radios first reach position A which corresponds to a phase of 0.25 and then proceed to position B, or a phase of 0.5. Note that each diagram only depicts a single moment in time and displays the various phases of the radios show. Thus, Figure 6.4 shows two radios, A and B, just at the moment when radio A has a phase of 0.25 and radio B has a phase of 0.5.
Given this system for understanding the phase of a radio within a given time period, let us now consider the difference of phase between two radios. At this point, it should be noted that the internal clocks of radios are not synchronized, so no radio has access to the phase information of another radio. Instead, radios have access to the phase difference between themselves and their peers. Imagine two radios A and B, each firing beacons every $T$ seconds. Without loss of generality, assume that radio A fires a beacon first. Radio B can determine the phase difference between itself and radio A, $\Delta_{BA}(t)$, at that moment in time simply by noting its own phase at that moment. This is because $\Delta_{BA}(t)$ is given as the difference $\phi_B(t) - \phi_A(t)$, however when radio A fires its phase is reset to zero. Note that strictly the phase difference varies with time due to adjustments and clock drift, however clock drift is typically small, such that phase differences are fairly static between deliberate adjustments.

Figure 6.5 shows the principles of determining phase difference. Figure 6.5a shows the situation just after A fires and Figure 6.5b depicts a point later in time. Note that at each of these time points the phase difference is the same. However, consider the process of radio B determining this difference at each point. Just after radio A fires, radio B has a wealth of knowledge. Firstly, since radio A just fired radio B knows that A will be resetting its phase to 0 and radio B knows its own phase. This allows radio B to easily calculate the phase difference between itself and radio A. At a later point, on the other hand, radio B does not have all necessary information. Specifically while radio B knows its own phase, it does not have access to radio A’s phase. Thus radio B can easily determine the phase difference between itself and radio A just after radio A fires, but not at other points in time.
Given the concepts of phase and phase difference, along with a mechanism for a node to
determine phase difference through observation, the mechanism for determining a new phase
may now be discussed. To proceed, let us first clarify symbols. For a group of $n$ radios
the phase of the $i^{th}$ radio is given by $\phi_i(t)$. All radios are assumed to fire once every $T$
seconds. The term round will refer to a cycle in which every radio fires once. For notational
convenience, let use assume that radios are numbered such that $i < j$ implies that radio
$i$ fires after radio $j$ in a given round. Finally, the phase difference $\Delta_i(t)$ will refer to the
difference $\phi_i(t) - \phi_{i-1}(t)$. The concept of phase neighbors provides the final ingredient for
determining a new phase for a radio. Note that any radio $i$ is phase adjacent to both radio
$i - 1 \ mod \ n$ (its next neighbor) and radio $i + 1 \ mod \ n$ (its previous phase neighbor). Recall
from prior discuss that any radio $i$ has access to both $\Delta_i(t)$ and $\Delta_{i+1}(t)$ through observation
of its peers. Then the determination of new phase simply requires applying the local goal
of maximizing the time distance between adjacent firings to the local situation. Specifically,
radio $i$ wants its next firing to be the mid-point of its two phase neighbors. Equation 6.1
shows how this midpoint may be determined with local information.

$$\phi_{mid}(t) = \frac{1}{2} (\phi_{i+1}(t) + \phi_{i-1}(t)) \quad (6.1)$$

$$= \frac{1}{2} \left[ (\phi_{i+1}(t) - \phi_i(t)) - (\phi_i - \phi_{i-1}(t)) \right] + \phi_i(t) \quad (6.2)$$

$$= \phi_i(t) + \frac{1}{2} (\Delta_{i+1}(t) - \Delta_i(t)) \quad (6.3)$$

Figure 6.6 provides a visual depiction of the benefits of adjusting one’s phase to midpoint of
its phase neighbors. In this figure radio B has just determined the phase difference between
itself and radio A, after previously determining the phase difference between itself and radio C. From this information radio B knows that it is closer in phase to radio A than radio C. Radio B then uses the process discussed above to determine the midpoint between radios A and C to use as its new target phase. This midpoint provides the greatest distance between radio B and its phase neighbors, without changing the firing order.

![Figure 6.6: Midpoint of Phase](image)

Given a new goal phase, achieving the phase for the next round is a matter of altering beacon timing. Recall that radios fire beacons once every $T$ seconds, which corresponds to always firing with a phase of 1. When a radio needs to adjust its phase it simply adjusts the time before firing its next beacon to be $T'$ instead of $T$. If $T' < T$ the radio reduces its phase and if $T' > T$ the radio increases its phase. After a phase adjustment is made, radios return to waiting $T$ seconds to fire the next beacon. The adjustment period $T'$ is easily determined from a target phase $\phi$ as $\phi T$.

Note that the authors of [64] suggest tempering each phase adjustment to help convergence. Since phase adjustments affect the next beacon fired, but are determined from the most recent observations, adjustments inherently contain a delay of approximately $T$ seconds between the determination of a new phase and acting on that determination. This delay can degrade overall performance since all radios are able to adjust their phase in a given round. To avoid such degradation, the authors of [64] suggest setting target phases as shown in Equation 6.4. In this equation, $\phi_{target}$ is the new, tempered target phase, $\phi_{current}$ is the most recently used phase, and $\phi_{mid}$ is the mid-point of phase neighbors as discussed above. The parameter $\alpha$ is the tempering factor with value between 0 and 1 and typically close to 1.

$$
\phi_{target}(t) = (1 - \alpha)\phi_{current}(t) + \alpha\phi_{mid}(t).
$$

(6.4)

Phase adjustments as discussed above allows radios to spread through out in a time period and provide the basis for determining slots. Radios simply start their slots at the midpoint...
of their prior neighbor’s phase and their own firing. Slots are then ended at the midpoint of their next neighbor’s phase and their own firing. Note this organization of slots is designed to keep a radio’s firing within its own slot to prevent one radio’s beacon from interfering with another radio’s application transmissions. Determining these midpoints again applies the knowledge of phase differences gained through use of the beacon social language. Radios have access to $\Delta_i(t)$ by noting their phase when the next phase neighbor fires. Likewise $-\Delta_{i+1}(t)$ is determined by a radio noting its phase when its prior phase neighbor fires. The phase associated with the beginning of a slot can then be determined as shown in Equation 6.5 and similarly for the end in Equation 6.7. Recall that radios fire at a phase of 1 and immediately reset their phase to 0; thus, either can be used for the phase of radio’s firing. Equation 6.5 uses a phase of 1 to ensure slots begin prior to a radio firing, while Equation 6.7 uses a phase of 0 to ensure ending after the firing. Once target phases for the start and end of a slot are determined the times to wait can be determined in a similar manner to the wait times for beacons.

\[
\phi_{\text{start}}(t) = \frac{1}{2} (1 + \phi_{i+1}(t)) \quad (6.5)
\]
\[
= \frac{1}{2} (1 + \Delta_{i+1}(t) + \phi_{i}(t)) \quad (6.6)
\]
\[
\phi_{\text{end}}(t) = \frac{1}{2} (0 + \phi_{i-1}(t)) \quad (6.7)
\]
\[
= \frac{1}{2} (\phi_{i}(t) - \Delta_{i}(t)) \quad (6.8)
\]

Figure 6.7 depicts the transmission slot of radio A. Note that the slot start point is at the midpoint of radio A’s firing and radio C’s phase and the end is at the midpoint of radio A’s firing and radio B’s phase. Additionally, note that the slot contains the firing of radio A. These properties allow the radios to split the time into slots based on the firings of peers.
The authors of [64] suggest a mechanism for a new radio to join an existing network of radios. This method employs an interrupt packet to signal the owner of the current slot that the new radio would like to join the network. This interrupt packet adds a packet to the algorithm with the goal ensuring that new beacons will be heard in an existing network.

The above describes the DESYNC algorithm as presented in [64], with the added term of social language. This algorithm provides a means to organized radios in time. However, the DESYNC algorithm is not fit for direct use as a behavior in a CR society.

This deficiency arises because the DESYNC algorithm does not include mechanisms to cope with the interactions that arise from multiple behaviors. Since both the time avoidance and time cooperation behaviors control the timing of transmissions, the interactions between these behaviors must be considered. Specifically, because the time avoidance behavior either delays the transmission of packets or prevents their transmission entirely, it degrades the performance of the DESYNC algorithm. Additionally, note that when the avoidance behavior prevents the sending of a timing beacon, that radio effectively exits the system. Unfortunately, the interrupt packet that would then be used for the radio to rejoin the system could then prevent additional beacons. This could lead to a cycle of forcing radios to exit the network and greatly damage the cooperation. To prevent issues that arise from the interaction of behaviors, the situation must be carefully considered. For example, the issue in this case arises from the additional sensing enforced by the avoidance behavior. Note that such additional sensing also removes the need for the interrupt packet; if radios spend additional time sensing, missing the beacon of a new radio is less likely. Thus interrupt beacons can safely be removed from the system. To prevent the overlapping of slots that can arise from this scenario, radios reset their slots if a beacon is received during their slot.

Figure 6.8 depicts a scenario in which interrupt packets are problematic. This figure shows the moment in time just as radio A is preparing to fire. Radio A, employing the avoidance behavior, is sensing the channel to determine whether a transmission is safe. First, we will
consider the outcome if radio C sends an interrupt packet. With this approach radio C would send an interrupt packet that would cause radio A to believe the channel is busy and refrain from firing. Rather than waiting an indeterminate amount of time for the channel to clear, radio A simply does not fire and behaves as if it as exited the system. In this scenario, radio C’s entry has forced radio A out of the group. Additionally note that when radio A rejoins the group it has the possibility of forcing another radio out. Thus the interrupt packet mechanic provides a means for cascading errors. Contrast this to a scenario that discards the interrupt packet. In this new scenario, radio C simply joins the system by first simply receiving any packets that other radios send. This allows radio C to determine an appropriate place for itself in time. However, the other radios in the group are unaware of radio C’s presence until it fires for the first time and have likely already split up their time period into slots for each radio. Thus when radio C fires for the first time, it will fire in the slot of another radio. To allow for radios to reconsider their time organization, the radio whose slot has been interrupted ends its slot immediately. This allows radios to join the group with only the penalty of a portion of a slot and gives radios the ability to reorganize.

![Figure 6.8: Scenario for Resetting Phase](image)

### 6.4.3 Frequency Aggregation

Frequency aggregation provides the mechanisms necessary to keep a society of CRs together in frequency. Clustering a radio society in frequency allows its members to make the best use of their abilities. Specifically, keeping radios together allows the time behaviors to coordinate the radios and make effective use of the spectrum. Note that for radios to group in frequency, they must be able to recognize their peers.

Given the limitations of the SKIRL platform peer recognition is not simply a matter of sensing. Peer recognition requires platforms to discern identifying details about peers that
allow for differentiating them from other entities in the environment. Note that in radio frequency (RF) domains, such identifying details are typically not easily captured. Additionally note that the SKIRL platform is limited to providing RSSI measurements for sensing. Therefore peer recognition through sensing alone is not available with the SKIRL platform. Instead the system relies on the beacon based social language for peer identification. Members of CR societies are able to recognize peers through reception of beacons. In this case, recognition through language requires radios both to be on the same channel at the time that one radio fires. Thus the frequency aggregation behavior is designed around accomplishing this.

As discussed in Chapter 5, frequency aggregation employs a frequency search pattern and a channel dwell time to accomplish its goals. The frequency search pattern is constructed to provide radios a defined rendezvous channel while still allowing radios to find peers on other channels. The dwell time holds the searching radio on each channel for one beacon period to avoid changing channels before a peer sends a beacon to make its presence known. Note that this dwell time assumes that each radio has a different phase at any given time.

The final factor of the frequency aggregation behavior is its activation conditions. These specify when a radio should begin searching for peers. For this purpose each radio keeps track of active peers on its current channel. This is accomplished by adding radios to a list when a beacon is received from them. Radios are removed from the list if two periods past without receiving a beacon. When the list is empty, the radio assumes that it is alone in the channel. If a beacon is received from a radio already in the list, the count for that radio is reset. This prevents the radios from falsely determining an empty channel if beacons have been prevented due to time avoidance, but does not overly delay appropriate reactions to empty channels.

### 6.4.4 Frequency Dispersion

Frequency dispersion allows radios to leave channels that are too congested to use. Recall that the time avoidance behavior prevents radio transmissions if a channel is busy. In isolation this could have the effect of a radio waiting an indeterminate time to send a beacon in a highly congested channel. Clearly, this is not ideal. Thus the frequency disperse method selects a new channel for use when a channel becomes overly congested. The system simply moves to the next channel in terms of frequency when frequency dispersion is activated.

Changing frequency has a cost. If radios change frequency at the first sign of interference, societies would rapidly become fragmented. Additionally, reconfiguration is not an instant operation, and further delays the transmission of application data. Therefore, instead of changing frequencies at the first prevented transmission, CRs wait until two consecutive beacons have been prevented. For my purposes, this method allows radios to effectively differentiate truly congested channels from minor interference.
6.4.5 Frequency Learning

Frequency learning allows the CRs to improve their channel selection over time. Recall that both frequency aggregation and frequency dispersion use deterministic methods to select the next channel of operation. Such determinism reduces the challenges of coordinating radios in a society, however, it limits the ability of radios to adapt to a variety of situations. Frequency learning provides that ability.

Frequency learning supports the other frequency behaviors by adjusting the probability of selecting a particular channel. As discussed in Chapter 5 each channel is assigned a visitation probability, $p$, that is incremented and decremented based on a radio’s individual experiences. This visitation probability is the probability that a particular channel is actually visited when selected by one of the other frequency behaviors. Stated differently $1 - p$ is the probability that a channel is skipped and the radio instead moves to the next channel it would otherwise visit. The visitation probability for a channel is reduced by $d$ when radios determine that channel is congested and employ dispersion to leave that channel. The visitation probability is incremented by a small amount $i$ after $n$ beacons to allow radios to forget about stale congestion information.

Herein lies the problem. While frequency learning allows CRs to adapt to their operating environment over time, this adaptation comes at the cost of determinism. The amount of determinism that remains depends on the parameters $d$, $i$, and $n$. The values of these parameters must depend on the hardware’s capabilities to handle non-deterministic behavior. Specifically, the sensing capabilities of the hardware determine how well peers motions in frequency may be determined in cases when they can not be predicted. As discussed the sensing capabilities of the SKIRL platform are limited. Thus any non-determinism must be reduced as much as possible.

Thankfully, non-determinism can be effectively removed by setting $d$ and $i$ to 1 and $n$ to 3. This parameter combination has the effect of completely ignoring channels that have determined to be congested for three beacon rounds before forgetting about the congestion, three beacon periods later. This steers radios away from congested channels for three beacon rounds, which provides a balance between adaptability to the environment and management of non-determinism.

6.5 System Implementation

The behaviors of CRs in an artificial society, as discussed above, were implemented in Python. The system architecture is shown in Figure 6.9. Each radio runs its own independent instance of the system shown. The interface to the system provides command line based control and parameter setting to facilitate testing and development. The behavior control module manages the behaviors of the system. The logging subsystem provides the logging capabilities
discussed above. The timing subsystem manages the timing of beacons and slot startings and endings. Finally the radio subsystem handles interfacing with the radio hardware.

The system was implemented as a multi-threaded application. This model allows for the parallel operation of multiple behaviors and increases the responsiveness of the system. Note that special consideration must be made to maintain such responsiveness through use of interrupt based control architecture instead of polling mechanisms. Additionally, threads have been designed with the limited computational power of the platform in mind. All of these considerations allow for successful implementation.
Figure 6.10: System Threads

Figure 6.10 provides an overview of the threads used to realize the architecture shown in Figure 6.9. In this figure, threads spawn those below them and are connected to them. The three timer threads (Fire Timer, T1 Timer, and T2 Timer) wait a specified period of time prior to starting their children threads. These timer threads are the most time critical threads and thus must be as streamlined as possible. The Receive Starter Thread ensures that the radio can receive a beacon at any point. Recall that the SKIRL platform only has a single radio front end and can not transmit and receive at the same time. Thus the Receive Starter Thread exists to keep the radio in receive mode unless actively transmitting. It accomplishes this task through management of receive threads that exist purely to read data from the receive buffer, appropriately time stamp the data, and pass it into the system.
for comprehension. This comprehension is chiefly handled by the Receive Callback Thread. This thread houses the calculations needed for the time cooperation behavior and spawns helper threads as needed. The T1 and T2 Timer threads are the helper threads that start and end the slot at appropriate times. This slot starting and ending takes the form of activating or deactivating the Slot Thread, which transmits application data while active.

### 6.6 Implementation Limitations

As discussed throughout, the platform used for implementation affected several design decisions. The platform and those decisions provided several limitations, as well. These limitations are primarily tied to the issue of observability. For the purpose of this prototype implementation, a single hop-network was used, which removes several complicating factors. However, this decision requires each node to be able to observe the transmissions of all of its peers. Thus the geographical size of the network is limited by the frequency and power selected. A slightly more subtle aspect of the observability of peers is tied to the time necessary to take actions. Since the SKIRL platform only has a single front end, radios cannot receive and transmit at the same time. Additionally, note that a finite time is required to transition from transmitting to receiving. This means that beacons cannot be arbitrarily close together. Primarily this places a minimum requirement on the length of beacon rounds. For the prototype implementation discussed here, this minimum is about 5 seconds per radio. Note that this limitation is tied to limited hardware capabilities.

### 6.7 Conclusion

This chapter has discussed the implementation of a prototype CR society. The details of this implementation have been covered, including the hardware used, the setting of the implementation, specific behavior details, computational approach, and limitations. The role of each of these factors in the implementation of a CR society has been considered.

This implementation serves to demonstrated the effectiveness of CR societies. The selected hardware platform for implementation displaying the ability of the approach to provide solutions for low complexity systems. The combination of behaviors tailored to solve individual problems based on the available hardware highlights the flexibility to adjust methods to suit available capabilities.
Chapter 7

Evaluation and Analysis

7.1 Introduction

This chapter presents the method used to evaluate the prototype implementation discussed in the previous chapter. This method is based on the approach stressed by Mataric in [24], which examines each behavior in turn before considering compound behaviors. The operation of each behavior discussed in Chapter 6 is evaluated below before examining the emergent properties that arise from interactions between behaviors.

7.2 Evaluation Approach

Recall from Chapter 3 that the work done in robotics shows that evaluation of multi-agent systems provides a non-trivial problem. The mutual dependencies among agents in such systems lead to a complexity that is intractable for situated systems. This is especially true for behavior-based approaches due to the additional complexity that arises from interactions between behaviors within an agent. Recall from Chapter 6 that such interactions required careful consideration to prevent recurring faults.

In order to handle the myriad complexities, roboticists have focused on the evaluation of behavior-based systems through implementation. Implementation provides the only available method to accurately capture all the relevant interactions that occur in realistic environments. Mataric provides a framework for the implementation based evaluation of behavior-based systems. While this framework stresses the importance to exposing agents to realistic noise and interference, it also notes that the environments for such testing must be well controlled in order to understand the operation of the system. Additionally, Mataric suggests the operation of individual behaviors should be confirmed, as much as possible, before any combinations are assessed [24].
As the prototype implementation of a CR society is built upon behavior-based agents, my evaluation of this CR society follows the method suggested by Mataric. That is, each behavior is considered to confirm its operation before compound behaviors are examined. Note that in some cases this strict isolation can not be maintained, as one behavior is used to activate another; in these cases the behaviors must be considered together. Thankfully, the activating behavior is fairly straightforward. The activation of frequency dispersion through consideration of beacons suppressed by time avoidance provides an example of such a case. The evaluation of each behavior primarily focuses on determining correct operation. Thus, the specific evaluation technique and metrics of interest vary for each behavior.

The non-synchronized local clocks of the radios presents a problem to the examination of system behaviors. Determining the time difference between the actions of radios requires a common time. In order to determine this common time, shared events are necessary. Specifically, when a radio transmits a beacon, other radios receiving the beacon provide events that are shared between radios. For the purpose of evaluating the system, the time difference between every two radios is calculated for each beacon sent and received. These differences are then averaged for each radio pair in a given test. This provides the means to shift all events to a common time without altering their relative spacings.

The purpose of this work is the examination of the emergent behavior that arises from the interactions of behaviors and radios. Recall that such interactions occur at the MAC layer in order to preserve the ability to work with other techniques. As such this work is not concerned with the optimization of individual behaviors or even individual radios. Thus the evaluation carried out here focuses on the self-organization and emergent properties and does not attempt to demonstrate individual cognition.

### 7.3 Time Avoidance

The purpose of the time avoidance behavior is to prevent transmission in busy channels. As discussed in Chapter 6, the prototype system accomplishes this by sensing the channel for 0.1 seconds prior to any transmission. If the RSSI is ever greater than -22.5 dBm the channel is determined to be busy; otherwise the channel is assumed to be clear. Verifying the operation of this behavior is a matter of ensuring that transmissions do not occur when the channel is busy.

This behavior was tested using a single CR and a signal generator. The signal generator served as the source of external interference. The signal generator was human controlled and transmitted with a power of 10 dBm. As the time avoidance behavior applies both to application transmissions and beacon transmissions, either is appropriate for testing. Thus, the radio transmitted 5 beacons with a period of 5 seconds for time avoidance testing.

Two separate interference profiles were used for testing this behavior. Each scenario was tested both with the time avoidance behavior disabled and with it enabled to provide a
comparison. In the first the CR was faced with a constant level of interference for 30 seconds. This represents channels with heavy interference. In the second the interference took the form of 7 second long pulses, centered every ten seconds. This situation provides a more intermittent interference. Each scenario was tested without time avoidance and with time avoidance.

Figures 7.1 and 7.2 depict the tests conducted without using the time avoidance behavior. The shaded regions in each figure display the periods of interference and the deltas indicate the positions of beacon transmissions. Clearly the CR in this test completely ignores the interference and transmits beacons without regard for other transmissions. This result exemplifies what the time avoidance behavior is designed to prevent.

Figure 7.1: Continuous Inference without Time Avoidance
Figures 7.3 and 7.4 presents the tests conducted using the time avoidance behavior. Again the shading indicates interference and the deltas indicate beacon firings. Note that with the time avoidance behavior, the CR is able to detect and avoid interference. Notice that this ability does not require interference to be continuous.
Figure 7.3: Continuous Inference with Time Avoidance

Figure 7.4: Intermittent Inference with Time Avoidance
7.4 Time Flocking

Time cooperation is the most complex time behavior. This complexity primarily arises from the interconnections inherent to the radios. Connections exist in the form of the dependencies between the firing times of the radios, as well as the interactions between actions within a single radio. Additionally, note that while the time cooperation behavior is based on the DESYNC algorithm, this behavior has been tailored according to the need for time avoidance. This dependence makes testing the time cooperation in isolation unfeasible. Thus, the two behaviors, time avoidance and time cooperation, were tested together as the compound time flocking behavior.

Recall that the time cooperation behavior organizes radios within a time period and provides them with non-overlapping slots that utilize the full time period. When this is combined with the time avoidance behavior the result provides radios a method of organizing themselves while avoiding transmissions into a busy channel. While we will see that even this seemingly simple combination of behaviors can result in various emergent properties, testing first focused on simply verifying the radios’ ability to organize themselves.

Three metrics were used in order to examine the time organization. The first of these is provided by the authors of [64], who initially proposed the DESYNC algorithm. This metric is the so called average DESYNC error. This is the average deviation from the optimal spacing for a given round. Equation 7.1 provides the mathematical form of this metric. In this equation, \( n \) is the number of radios involved, \( \overrightarrow{\Delta}^{(k)} \) is the “vector” of radio spacing for a given round \( k \), and \( \overrightarrow{\Delta}^* \) is the vector of optimal radio spacings \( T/n \), where \( T \) is the beacon length. Note that both spacing vectors are of length \( n \) because they include all spaces between radios \( i \) and \( i + 1 \) as well as the spacing between radio \( n - 1 \) and radio 0. These vectors are actually simple collections of differences, written compactly in vector notation and do not have magnitudes and directions in the usual sense. This metric therefore provides the system’s distance from the optimal spacing of radios. The average DESYNC error has units of seconds.

\[
\text{error} = \frac{1}{n} \| \overrightarrow{\Delta}^{(k)} - \overrightarrow{\Delta}^* \| \quad (7.1)
\]

The second metric is the average phase deviation for a given round. This metric indicates the average adjustment radios make to their phase for a given round. Equation 7.2 shows the mathematical form for this deviation. Here, \( n \) is again the number of radios, and \( \overrightarrow{\phi_{\text{tar}}}^{(k)} \) is the vector of target phases for the radios in a given round \( k \), as set following the process discussed in Chapter 6. Again, \( \overrightarrow{\phi_{\text{tar}}}^{(k)} \) is a vector in sense discussed above. Note that the target phase of 1 indicates that the radios will keep the same phase between two firings. Therefore the average phase deviation reveals the distance of the system from a stable organization. The average phase deviation is a dimensionless quantity.
\[ dev = \frac{1}{n} \| \phi_{tar}^{(k)} - 1 \| \]  

(7.2)

The final metric used for examination of the time organization is the average throughput of the radios in a given round. Since the purpose of a radio system is ultimately the transfer of application data, the utility of that system eventually rests on its ability to transfer data. As such the throughput provides an indication of the usefulness of CR societies. Note that because physical layer adaptation is not a focus of this work, the precise value of achieved throughput is less important than its indication that each radio had a clear opportunity to send a message. For this work, all sent packets, as opposed to only acknowledged packets, contributed to the presented throughput. However, it is worth noting that acknowledgments do increase the throughput of the system by preventing radios from waiting for acknowledgments during their slot. Specifically, in order to apply a penalty for missed acknowledges, indicating a packet collision of some kind, the radios were forced to wait for 2 seconds after missing acknowledgments. Throughput is expressed in units of bits per second.

Two scenarios were used with the metrics above to examine the time organization capabilities of the radios. These scenarios are summarized in Table 7.1. The first of these scenarios started radios 2.5 seconds apart on the same channel without external interference. The radios had a beacon period of 30 seconds. These radios then organized themselves in time by communicating through their beacon based social language. The delay between the start commands provided the only initial connection between radios; each radio independently initialized its system and made adjustments based upon locally available information. Due to the highly threaded nature of the implementation, the initialization process does not take exactly the same amount of time for each radio as it depends on the internal thread handling variables of each platform. Thus while the radios were started 2.5 seconds apart, this does not necessarily provide the initial spacing of their beacons. Once started, radios employed the strategies outlined in Chapter 6 to communicate their own time position and size to peers and to use information from their peers to adjust themselves. Each radio sent 20 beacons in each test before shutting down to limit the collected data to manageable amounts.

| Scenario 1 | 4 | 30 sec | 2.5 sec | None |
| Scenario 2 | 4 | 30 sec | 4.5 sec | None |

All four radios were tested in this first scenario five times. The metrics discussed above were collected for each of the five tests in order to extend trends. Figures 7.5, 7.6, and 7.8 present the DESYNC error, phase deviation, and throughput results, respectively. Each of these is shown in a given interaction round and interaction rounds are numbered starting with 1. Recall that each radio fires once during an interaction round. Additionally note that the
metrics described above are not necessarily defined over every interaction round. Specifically the average phase deviation is the change in phase between an interaction round and the one proceeding it; therefore this metric is not available for a single interaction round.

Figure 7.5 displays the average DESYNC errors for each of the five tests of scenario one with a different color and symbol. These errors show the distance of the system from its optimal time distribution in each interaction round. Thus five symbols, representing the errors from each of the five tests, are shown for each round. Recall that an interaction round consists of one beacon firing from each radio within the network. Also, note that the average DESYNC error is defined above as the $L_1$-norm of the difference between the actual spacing vector and the optimal spacing vector for a given round. Displaying all the results in this way highlights the variations between tests that result from the hardware limitations of the implementation platform.

Examining the average DESYNC error for scenario 1 it clear that the system converges as intended. Although the radios started over 2 seconds away from their ideal time positions, they were typically able to coordinate themselves to achieve a very small error (on the order of 100 milliseconds) by the tenth interaction round. Additionally note that this small error was maintained from then onward, with only small deviations. In particular notice the deviations just after 5 and 10 seconds and just before 20 seconds. Note that in each of these instances one test shows a deviation from the steady error reduction of the other tests. Random errors occur in individual tests as a result of a combination of the hardware limitations, particularly the computational limitations, and the use of old knowledge of peer time position. Recall from Chapter 6 that radios base their positions in the next round upon information from the current round and that all radios make adjustments each round. This has the result that when a radio is delayed in sending a beacon, due primarily to thread lag, this error affects the delayed radio as well as all those that made assumptions about that radio. The overall effect of this on the system is a jump in error for rounds immediately following delays. This thread lag is caused by the thread switching required by the execution of several threads on a single core embedded processor. However, note that the system is able to recover from these sorts of errors. Additionally note that these errors are reduced in magnitude as the system convergences.
The average phase deviation is shown in Figure 7.6. This figure follows the same conventions used in Figure 7.9. That is the results for each of the five tests conducted are shown individually with different colors and symbols. Figure 7.6 shows the average magnitude of phase adjustments in each round. Specifically, this figure displays how much radios alter their time position relative to the previous round on average. Note that the radios begin with moves that alter their phase as much as 6%, but, after this large jump, they quickly converge to much smaller alterations. This initial jump comes from the fact that not all radios adjust their phase between round 1 and round 2. The first radio to fire in round 1 does not observe any radios firing prior to its own beacon transmission. Therefore the first radio does not have enough information to make an adjustment and simply maintains its phase, resulting in a phase deviation of 0. As the average phase deviation provides the distance that the overall system jumps in phase between rounds, this lack of change initially reduces the overall deviation. Beyond this initial round, all radios make adjustments in each round. Note that this changing results in an echoing of the DESYNC error results. This arises because the same limitations that cause a DESYNC errors result in the need for small alterations from round to round.

The average phase deviation provides the average assumption error of radios in the system. This assumption error arises from the method for updating a radio’s phase. Recall that radios base the calculation of their new phase based upon finding the midpoint of their most recent observations about their peer’s phases. Updating in this way results in radios greedily pursuing their optimal phase position based on the assumption that their peers will keep the same phase in the next round. However, since all radios are allowed to update each round,
this assumption is not typically correct. The degree to which the assumption that a peer will not change its position is incorrect is the amount that peer changed its phase, its phase deviation. Thanks to the repeated recalculations of time position and size, there is not an explicit penalty for altering one's time characteristics. Rather radios are penalized when they incorrectly assume that their peers will maintain a phase from round to round. Thus the phase deviation provides the penalty due to radio adjustments in each round. Note that as the system moves toward convergence these assumption errors are smaller and smaller, resulting in decreasing obstacles to final convergence.

Figure 7.6: Average Phase Deviation for Scenario 1

Figure 7.7 provides an explanation of the method for visualizing throughput. The throughput is determined for each radio in each round by allowing the radio to transmit application data continuously during its slot and dividing the number of bits sent by the duration of the slot. Note that because each test involved four radios, this results in 20 throughput measurements for each interaction round. Rather than showing all twenty results for each round, box plots show statistics for the throughput achieved by the radios in each round. The red line within the boxes shows the median throughput for all radios, across all tests, for the round. The top of the box shows the 3rd quartile of the throughputs. The bottom of the box shows the first quartile. The upper whisker denotes the position of the largest data point within 1.5 multiplied by the inner quartile range (IQR) plus the 3rd quartile, where the IQR is the difference of the 3rd and 1st quartiles. The lower whisker indicates the position of the smallest data point within 1.5 multiplied by the IQR subtracted from the 1st quartile. The whiskers of the boxes show the actual data points where as the boxes show statistical measures, which occasionally results in whiskers being displayed within boxes.
Finally, outlining data points are shown as crosses. This method of displaying throughput
provides information about the typical throughput levels that radios can expect as a result
of their progress toward convergence. Note that because all radios are involved, smaller
spreads indicate an even distribution of throughput among the radios. This indicates that
the radios are able to share the available resources most effectively.

![Figure 7.7: Explanation of Throughput Notation](image)

The throughput, shown in Figure 7.8, provides an indication of the utility of time orga-
nization. While the throughput is affected by a number of variables, e.g., physical layer
parameters and acknowledgments, it does provide an indication of the radio’s ability to
transfer application data. Figure 7.8 clearly shows that the radios are able to organize them-
selves in time and evenly divide periods into slots for the transfer of application data. From
the perspective of the time flocking behavior, the primary factor controlling the ability to
transfer application data is the length of time each radio is allowed to transmit application
data. Note that this throughput follows a loose inverse relationship with the DESYNC er-
ror and the phase deviation, indicating that as the system reaches steady operation, more
opportunity is available for application transmissions and this opportunity is more evenly
shared among the radios. Note that distributing time equally among radios provides the
greatest opportunity overall to transmit application data, leading to the highest average
throughput [64]. Additionally the reduced assumption error that comes with reduced phase
deviation allows for more accurate division of time into slots, which helps to prevent collisions
that result in missed packets and/or acknowledgments, leading to lower throughput. Note
that the small errors resulting from hardware limitations do not greatly affect the typical
activated throughput of the radios. However, small slots are possible during convergence.
These outliers result from one radio experiencing a shorten slot during a round, this occurrence is atypical and does not preclude convergence. Recall that radios define their slots based on peer observation from the previous round. Thus radios begin the transmission of application data in round 2. Finally, the increased spread in the final round is due to radios shutting down during this round, as they send their 20th beacon.

The second scenario for examining time organization repeats the conditions of the first scenario, with altered initial spacing. This scenario was also tested with five tests. Again four radios were started in a channel without interference, except this time the radios were started 4.5 seconds apart, which is closer to their ideal spacing. This testing in this scenario is displayed using the same methods as above, with various symbols or box plots as appropriate. Recall that the first scenario displayed the ability of the radios to organize themselves in time, but it also showed indications that the combination of old information and limited computational power causes sub-optimal system performance. Specifically the radio’s assumptions about their peers and their lack of ability to perfectly achieve their desired time position and size causes adjustments that cascade through the system. Examining a scenario where the radios start closer to their optimal spacing allows for the closer examination of these factors.

Figure 7.8 displays the average DESYNC error for scenario two. Note that random thread delays affected these tests as they did for the tests of scenario 1. The trends of these tests are also the same, but the random events observed here display useful lessons. Firstly, the radios are only starting approximately 1 second away from their optimal spacing, as shown
by the initial value for DESYNC error, which alters the vertical axis scaling. Secondly notice that large spike in error experienced by the test shown with a red square late in the tests. This spike results from a combination of system attributes. Specifically, this spike is the manifestation of the jitter in the system, as discussed above. Recall that smaller jitter spikes are present in Figure 7.5, and are caused by computational delay when actually sending a beacon. The spike seen is of an extremely large magnitude, resulting from a long delay in execution. While these sort of errors are rare, they are certainly possible with limited capability hardware. Importantly, note that this error does not defeat the convergence of the system. The radios in the system have made calculations based on assumptions of maintaining non-delayed firing phases, so only the delayed radio is affected in the round of delay. In the following rounds radios are able to readjust. This readjustment allows for quicker convergence because the radios are already in convergence at the time of the spike. This spike draws other radios away from convergence for a single round. Recall that the step size of radios in a single round is purposefully limited by the $\alpha$ parameter, as discussed in Chapter 6.

The phase deviation for scenario two, shown in Figure 7.10, again reiterates the trends present in the DESYNC error. Note the large late spike is again obvious. Here, the magnitude of the phase alterations is of particular interest, as the radios make some of the largest alterations due to the later error. This late delay error causes large assumption errors, related entirely to the magnitude of the delay. Additionally note that the round following the initial spike also exhibits large assumption errors. This is again related to the delayed radio but in this case the error arises because the delayed radio does not expect the non-delayed radios to
change, as it is not necessarily aware of its own delay. Rather the delayed radio is only made aware of its own error by observing how the rest of the network changes. While recognizing one’s own errors could certainly be built into the radios, social language already provides a method for radios to detect such errors. Additionally the robust methodology of the network allows for the recovery from these assumption errors.

Figure 7.10: Average Phase Deviation for Scenario 2

The throughput for scenario two, shown in Figure 7.11, indicates the impact of errors on the utility of the system. This information is shown using the same format as Figure 7.7. Note that the median throughput exhibits less variation than seen above due to the start closer to convergence. However, the spread of throughputs throughout is larger than seen in the prior scenario. This is related to the increased instances of random computational delays. Statistically, the largest deviations are within 25% of the median throughput for any given round, with most within 12.5%. Note that even in round 17, the round which experienced the large error spike, deviations are within 10% of the median and in round 18 deviations are within 25%. Importantly note that round 19 restricts deviations back to 10%. This indicates that even in the cases of large, rare errors the system is apply to provide opportunity for the transmission of application data and quickly recover to previously experience levels.
The tests discussed above confirmed that the system is able to achieve convergence, in spite of hardware limitations, for groups of radios where all radios are activated in the same round. This indicates that a system of radios is able to successfully organize themselves in time when peers can communicate through their social language. However, there are additional scenarios that need to be addressed. Specifically, the entry scenario, in which a CR attempts to join an existing group, is of particular interest.

The entry scenario examines the ability of the system to allow radios to join a preexisting group. Recall that this scenario was discussed in Chapter 6 and required special modification based on the need for time avoidance in the overall system. Testing this scenario consisted of allowing three radios, fuhr, gillies, and joliat, to organize themselves in time and then starting a fourth radio, howe, at some later time later so that it may join the other radios and carve out a place for itself. Each radio fires 23 packets, with a beacon period of 30 seconds, prior to shutting down. This number of packets allows observation of the pertinent radio behavior, but limits the data to reasonable levels for visualization.

A typical test of this scenario is show in Figure 7.12. This figure shows the time organization of the radios in the upper portion and the associated throughputs in the lower portion. Specially, the upper section shows the slots of the radios, as collections of a radio’s individual symbol, and the firing of radios, as a vertical line topped by a radio’s symbol. The bottom portion provides also shows the slot length as a line of a radio’s symbol, but provides the throughput averaged over that slot as well. The radio’s symbols are provided in Table 7.2. This method of displaying radio behavior provides the clearest indication of the evolution of a radio society in time.
Figure 7.12 displays the start of fuhr, gillies, and joliat and the establishment of their slots prior to howe’s entry. This entry occurs at roughly 110 seconds, as indicated. After its entry, howe listens to the beacons of its peers, gathering information about their firings. Our entrant then fires its first beacon at roughly 140 seconds, just before joliat fires its own beacon. As shown, this cuts joliat’s slot short, as intended and allows for all the radios to adjust to the new radio in the system. The radios then proceed to organize themselves, with consideration of their new peer, according to the results shown above. Notice that the radios do not necessarily reach their final convergence before shutdown begins. This test does not focus on convergence because its purpose is to maintain visibility of the entry sequence; however it is still clear that the radios are able to organize themselves in time once a new radio joins an existing system.
The mechanisms that allow for radio entry are the primary focus for these tests. Note that implementation’s focus on maintaining the ability to receive information allowed joliat to receive howe’s beacon and end its own slot to allow for necessary time position adjustments. In this situation joliat ended its slot in recognition that its assumptions about the firing positions of its peers were incorrect. This recognition and response to an assumption error large enough to allow for a slot to overlap the firing of a neighbor gives the system a chance to recover from errors. While the beacons were not close enough together to trigger the time avoidance behavior, the system’s focus on listening for social language messages and appropriately responding to those messages allows for new radios to join existing groups, as intended.

In fact, the listening aspect of time avoidance merely contributes to the mechanisms that allow new nodes to join the system. To examine this, the priorities of the system were slightly altered. Recall that time avoidance, as discussed in Chapter 6 mandates that radios listen to the channel before any transmissions, including application transmissions. In addition, to ensure reception, radios listen for acknowledgments after transmitting application messages. To accomplish this, a CR keeps its front end in receive mode until just before transmitting and then immediately returns to receive mode. The result of this action is that the radios have a focus on listening for the entry of new peers or possible interference. This individual focus results in an emergent sharing that allow for new nodes to enter an existing group, as shown above.

Altering the individual focus of the radios, even slightly, changes the emergent properties of the overall system. For example, if the radios are not required to reenter receive mode for acknowledgments directly following each transmission, they send application messages more aggressively, no longer hampered by the delays of starting receive, processing acknowledgment packets, and stopping receive prior to transmission. Instead the radios can stop receiving, and then transmit throughout their entire slot. This obvious benefit of higher throughput comes at the price of individual focus on listening and therefore the emergent time sharing.

Figure 7.13 displays the results of a brief test that exemplifies the effect of altering individual radio focus on overall system behavior. This test was conducted with the same conditions as that for Figure 7.12, except for the alterations to application data sending policy as discussed above. Note that the alterations do not affect the time avoidance behavior. Thus, in this case while howe still enters the system at 120 seconds, it is prevented from firing until joliat fires its final beacon, just before joliat’s shut down. The individual radio focus of maximally transmitting application data during its slot results in radios forming a defensive phalanx in time. Note that the radios that start earlier (fuhr, gillies, and joliat) still organize themselves in time. Its only when howe attempts to join that the difference is evident.
Figure 7.13: Lock Out Scenario

Focusing on the mechanics that lend to this time phalanx, the combination of the aggressive slot usage and the time avoidance behavior cause this particular emergence. Since the radios don’t establish slots prior to determining their neighbor’s positions, the initial time organization is not affected. Instead once the radios form slots they aggressively use them. This means that a new radio, attempting to join the system will be prevented from firing its own beacon because the channel is already busy with application data, as shown in Figure 7.13. Note that this alteration provides an indication of the emergence that results from the interactions between the behavior of various radios.

The final aspect of time flocking that must be examined is the effect of interference on the ability of the a society to organize itself in time. In order to examine this four radios were tasked with organizing themselves in time while faced with various interference profiles. Three interference profiles were applied during these tests. First the radio society faced interference for the first 75 seconds of its operation. Next the radio society was interfered with for the duration of a full round after they had established a time division that allowed for application transmissions. Finally the beacon of a single radio was interfered with after the radios had established a time organization.

Figure 7.14 displays the behavior of the radios when faced with the first interference profile.
Note that the time avoidance behavior of the radios prevents them from transmitting during the initial period of interference. Since the radios do not transmit beacons, no social language based coordination can take place and the radios simply delay the start of their organization in time. This straightforward situation serves to confirm the expected operation of the time avoidance behavior. Since time cooperation has not yet determined slots for the radios, time avoidance simply dominates the radios’ behavior and suppresses beacons.

Figure 7.14: Scenario 4: Constant Interference

Figure 7.14 presents the results when radios are faced with one round long interference after establishing a time organization. Here the radios are effectively reset. Notice that the slots of the radios are still active during the interference, but the throughput for this time is zero for each radio because time avoidance is preventing application transmissions. Recall that the radios determine their time position and size based on the reception of neighbors’ beacons. Since the interference prevents the transmissions of neighbor beacons, the radios are unable to determine appropriate slots and thus must reorganize themselves once the interference ends. Notice, however, that radios are able to recover after a setup round and return to normal operation once the interference is gone. Finally, if this interference were longer, the behavior would not noticeably change, i.e., once the radios are forced to reorganize themselves in time, waiting longer to perform this reorganization does not tangibly change
the system’s behavior when only the time flocking behavior is active.

Figure 7.15: Scenario 4: 1 Round of Interference

Figure 7.15 depicts system behavior when one radio is interfered with after a time organization has been established. This scenario is similar to the entry scenario, however here the situation is easier. Notice that the interference has prevented gillies from transmitting application data and its beacon after the group has established slots for each radio. This causes gillies to effectively exit this system. Once this happens the other radios expand in time to absorb the empty space left from gillies leaving. Recall from Chapter 6, that the factor $\alpha$ limits the degree to which this space can be fully absorbed. This limiting is especially helpful when gillies fires its next beacon one round after it was forced to exit. Specifically note that in one rounds’ time only gillies’ neighbors, fuhr and joliat, are affected by gillies’ absence. Both of these radios are pulled into the void left by gillies; note their close spacing directly before 200 seconds. This motion in time would allow fuhr and joliat to expand their own slots by the time left by gillies. This additional time would later be shared with howe as the system reorganized itself. However, gillies reenters the system before such reorganization can take place. Specifically gillies enters the system after joliat’s beacon, as joliat moved toward fuhr to account for new space, but during joliat’s slot. Thus, as discussed above, joliat ends its slot in recognition of the error in assuming that gillies had truly exited the
group, and the system proceeds. Thus the memory of gillies in the initial organization of the system maintains a space, albeit with different phase neighbors, for gillies even one round after gillies exits the system.

Interference with a single radio in a system demonstrates the system’s abilities for social learning. In this time flocking system the time relative positions and sizes represent the knowledge that the system has gained over time about how to organize radios in time. Notice that this knowledge exists in the form of the spacing between radios, rather than within an radios in particular. Additionally, note that the system is able to make use of this information even when a radio exits the system, i.e., the system remembers how to organize four radios in time even after gillies exits the system. However, note that the system will not remember this information forever and immediately started taking action to forget information about four radios in favor of information about three radios once gillies exited the system. Additionally, note that if all radio radios exit the system, no information is maintained, as there are no interactions in which the information may be stored, as seen in the case interference that lasts for a full round.

The above tests have examined the time flocking behavior from a number of angles to confirm its operation. The importance of behavior interactions and the effect of individual action
on the emergent nature of the system have been examined. Additionally, the social learning enabled by the mechanism of time flocking has been discussed. Time flocking has been shown to provide a CR the ability to flexibly organize itself in time.

7.5 Frequency Aggregation

Frequency aggregation is meant to group radios in frequency. Recall that this behavior is based on a search with a dwell time through channels. The search pattern focuses on bringing together radios in a so called rendezvous channel by using the social language to make radios observable.

Examining the operation of this behavior simply requires ensuring that the radios search through channels as expected and ensuring the ability of radios to group in frequency. These attributes provide the necessary abilities to radios in a society.

Figure 7.17 displays the search pattern and dwell of the frequency aggregation behavior by allowing fuhr to attempt to find its peers. In this figure, fuhr’s entry into a particular channel is marked by fuhr’s symbol and fuhr’s beacons are marked by a vertical line topped with fuhr’s symbol. Notice that, to ensure that peers are not missed, fuhr stays in each channel for two beacon periods. Additionally note that fuhr returns to the rendezvous channel between other channels to increase the chance of meeting peers there. The search pattern would loop through all 21 channels before continuing, if fuhr were allowed to operate long enough to do so. Table 7.3 provides the frequencies for each channel. Finally note that the initial two beacons are sent on channel 10 simply because this has been set as fuhr’s initial channel and not necessarily because of frequency aggregation.
Figure 7.17: Frequency Aggregation Search
Table 7.3: Channel Frequencies

<table>
<thead>
<tr>
<th>Channel Index</th>
<th>Center Frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>426.5</td>
</tr>
<tr>
<td>1</td>
<td>427.25</td>
</tr>
<tr>
<td>2</td>
<td>428.0</td>
</tr>
<tr>
<td>3</td>
<td>428.75</td>
</tr>
<tr>
<td>4</td>
<td>429.5</td>
</tr>
<tr>
<td>5</td>
<td>430.25</td>
</tr>
<tr>
<td>6</td>
<td>431.0</td>
</tr>
<tr>
<td>7</td>
<td>431.75</td>
</tr>
<tr>
<td>8</td>
<td>432.5</td>
</tr>
<tr>
<td>9</td>
<td>433.25</td>
</tr>
<tr>
<td>10</td>
<td>434.0</td>
</tr>
<tr>
<td>11</td>
<td>434.75</td>
</tr>
<tr>
<td>12</td>
<td>435.5</td>
</tr>
<tr>
<td>13</td>
<td>436.25</td>
</tr>
<tr>
<td>14</td>
<td>437.0</td>
</tr>
<tr>
<td>15</td>
<td>437.75</td>
</tr>
<tr>
<td>16</td>
<td>438.5</td>
</tr>
<tr>
<td>17</td>
<td>439.25</td>
</tr>
<tr>
<td>18</td>
<td>440.0</td>
</tr>
<tr>
<td>19</td>
<td>440.75</td>
</tr>
<tr>
<td>20</td>
<td>441.5</td>
</tr>
</tbody>
</table>

Figure 7.18 shows how frequency aggregation groups radios in frequency. Note that this figure displays actions in the same manner as Figure 7.17. Here four radios are initially spread across several channels. These radios apply the frequency aggregation behavior in order to group together on channel 11 and once grouped they no longer have need to search for peers. Notice that these radios did not group on the intended rendezvous channel, channel 10, because they found one another before reaching that point in the search pattern. Frequency aggregation, therefore provides a straightforward method of grouping radios.
7.6 Frequency Dispersion

Frequency dispersion is the complement to frequency aggregation. Where aggregation groups radios in frequency, dispersion provides a means for radios to leave congested channels. Note that while this behavior could spread radios in frequency when too many members of the same society are attempting to use the same channel, the behavior’s primary purpose in the prototype implementation is leaving channels that are experiencing external interference. As such, this behavior is very straightforward in that radios simply move to the next higher channel when experiencing interference that lasts for two beacon periods. As show above CR societies can benefit from societal learning in cases when all society members are subject to interference, and thus it is better to stay on a particular channel to benefit from this. However, when a radio experiences interference that lasts for two beacon periods, it assumes that all members of society have been forced out of the system and there is no longer any social memory. In these cases it is better for radios to simply move to a new channel in order to avoid continuing interference.

Figure 7.19 depicts the behavior of radios experiencing long term interference. In this sit-
uation each radio independently makes the assumption that no members of its society are still active and there is no benefit to remaining on the current channel. Additionally the radios assume that the interference will continue long enough on their current channel that changing to a new channel is worth the reconfiguration cost. Thus each radio simply moves to the next channel. Experiencing no interference on their new channel, the radios do not change again.

Figure 7.19: Frequency Dispersion with Constant Interference

Figure 7.20 presents the behavior of radios under the influence of shorter term interference. In this case the radios only experience interference that lasts for a single round. Here each radio determines changing channels is not a good decision. They base this on the built in knowledge that they have time flocking behaviors that can handle interference. As shown above, time flocking can apply social learning to recover from some interference. Frequency dispersion therefore avoids activation unless it is confident that learning based recovery is unavailable. Recall that each radio makes decisions based on local information and does not know the current time spacing between itself and its peers, as all radios adjust their positions independently; thus the radio has no way of knowing that a full round has experienced interference until two of its own beacons have consecutively been suppressed.
While frequency flocking is not a sophisticated behavior, it displays some important attributes. Recall that the focus of the prototype implementation of CR societies is an examination of the methods involved. Thus, while more sophisticated methods of determining that a radio should change frequency are available, they obfuscate the important interactions between frequency dispersion and the learning that occurs inherently in time flocking. We will see that the simple methods for channel selection serve to highlight the important aspects of interaction with frequency aggregation below. Thus the simplicity of the frequency dispersion behavior allows for examination of the benefits that may be gained from combining behaviors.

### 7.7 Frequency Flocking

Frequency flocking is the composite behavior built as the combination of frequency aggregation, frequency dispersion, and frequency learning. While frequency aggregation and frequency dispersion were discussed on their own above, frequency learning may only really be examined in combination with the other behaviors. This is because frequency learning...
is a support behavior that adjusts the selection of channels in frequency dispersion and frequency aggregation. Note that this behavior is not combined with either of the other frequency behaviors in order to maintain their straightforward nature, the value of which has already been seen with frequency dispersion. Thus frequency learning is examined here through its impact on the other frequency behaviors.

At this point it is necessary to examine the interaction between frequency dispersion and frequency aggregation. Recall that aggregation occurs when no beacons are present for two beacon periods. However, in the case that a system experiences interference for two beacons, it will not have received beacons for two periods as well. In these cases dispersion is always allowed to act prior to aggregation. This policy maintains the different focuses of these frequency changing behaviors, which allow for appropriate action to be taken in each situation, (empty channels and congested channels). The prototype implementation presented here does not take advantage of the different activation situation, rather, the separation primarily serves to maintain clarity.

Frequency learning can be examined by observing radio behavior when frequency dispersion and frequency aggregation are activated in sequence. Figure 7.21 displays führ taking such behavior. Recall that frequency learning prevents radios from returning to channels that have been learned to be congested. Channels are considered congested when frequency dispersion is activated. Thus when führ leaves channel 10 with frequency dispersion, it determines the channel to be congested. It next activates frequency aggregation, which returns it to channel 11. On the next activation of frequency aggregation führ would typically travel to channel 10, but instead it travels to channel 9. This is because it has already learned that channel 10 is congested. Thus frequency learning provides the means for a radio to tailor its frequency selection process over time.
All together frequency flocking provides the means for a society of radios to navigate through frequency. While this it does not directly control the transmission of application data, frequency flocking supports these transmissions by determining appropriate frequencies for them to take place. Note that this work focuses on sharing channels in order to benefit from time flocking behaviors, but this is not strictly necessary in CR societies. Rather frequency flocking focuses on supporting application data transfer in a manner conducive to overall system goals.

Figure 7.22 provides an example of frequency grouping. In this scenario the individual radios are initially spread throughout channels. In their attempt to find and coordinate with one another they are faced with interference. Appropriate reaction to this interference allows the radios to find each other and coordinate themselves.
7.8 Total System

The total system provides the means to develop self-organizing, decentralized networks through the coordination of radios in time and frequency. This coordination arises from the combinations of the behaviors discussed above. As discussed throughout, both the interactions of radios and the interactions of behaviors within a single radio contribute to the final operation of the system.

Examination of the total system is simply matter of reviewing system behaviors to ensure behavior contribute as expected. This examination first reviews the ability of the radios to find one another in frequency and establish a time organization. Next radios were tasked with performing the same task in the presence of interference.

Figure 7.23 displays the radios finding one another in frequency and establishing a time organization that allows for transmitting application data. This figure combines the information shown in the time flocking figures and that shown in the frequency flocking figures. Here the slots of a radio are displayed by its symbol with no lines. The beacons of a radio are
indicated by a vertical line below a radio’s symbol and frequency changes are depicted by a vertical line above a radio’s symbol. Throughput is determined and displayed in the same manner as above. Figure 7.23 display the radios ability to gather to single frequency and establish a division of time conducive for application transmissions once there. Figure 7.24 shows the society of CRs gathering in frequency, avoiding interference. Each of these tests demonstrates the successful combination of the behaviors discussed above.

Figure 7.23: Total System Testing without Interference
This chapter has presented the evaluation of the prototype CR society presented in Chapter 6. Evaluation examined behaviors individually before exploring the combinations of these behaviors and their implications. The combinations of behaviors provide the emergent properties of the systems, including the enabling of societal learning.

**7.9 Conclusion**

Figure 7.24: Total System Testing with Interference
Chapter 8

Conclusion

This dissertation has introduced the concept of an artificial society based on the use of an action based social language combined with the behavior-based approach to the construction of multi-agent systems to address the problem of developing decentralized, self-organizing networks that dynamically fit into their environment. The use of social language in these societies efficiently connects members to allow for coordination and societal learning, as discussed in Chapter 2. The behavior-based method to developing multi-agent systems from the field of robotics, covered in Chapter 3, provides a framework for the development and combination of basic behaviors that address individual concerns of a group of agents. The context of CR research, addressed in Chapter 4, offers proven methods to address particular problems faced by CRs. The method for developing CR societies, introduced in Chapter 5, combines these tools and techniques into a unified approach to providing MAC layer solutions for CRs. A prototype implementation, described in Chapter 6, offers a proof of concept and quantifies the CR society approach to networks. Evaluation of this implementation, presented in Chapter 7, explores the benefits of the methodology by examining the interactions of behaviors.

The work covered in this dissertation has focused on providing an approach to developing decentralized CR networks. As such the work has not dwelt on the development of optimized techniques, but rather the complementary design of techniques and agents to serve a particular purpose. The approach presented is based on research from a number of fields that study the interactions of intelligent agents. The work introduces a new method of CR, based on the use of efficient coordination communication, that allows for dynamic networks that learns as a whole through the local interactions and decision making of radios.

The method presented here combines several basic behaviors in order to achieve its goals. The behaviors each address a particular need of the network. The time avoidance behavior allows the radios to avoid interfering with external systems. The time cooperation provides CRs with a decentralized method of dividing time in to slots for the transmission of application data in such a way that stores information in the interactions between radios. The frequency
aggregation behavior groups the radios in frequency to allow for coordination. The frequency dispersion behavior provides a method for radios to detect and vacate congested channels. The frequency learning behavior adapts the operations of the radios to their environment over time. Combining all of these behaviors provides the radios with the means to dynamically organize themselves in a such a manner that the network as a whole learns appropriate placements for radios in time and frequency.

Implementation of the methods discussed here was carried out using low complexity CR platforms. The approach of this work does not require sophisticated capabilities from either the computational platform or the radio front end. Instead the development of CR societies focuses on using readily available capabilities in an intelligent manner. The result of this is that inexpensive, low capability CRs are able to dynamically self-organize without support from more powerful platforms.

The work presented here introduces the mechanisms necessary for CRs to take advantage of social learning. This type of learning stores knowledge in the interactions of radios, i.e., their state within the system. The effect of this is the distribution of knowledge throughout the network, mirroring the techniques employed by bees when searching for a new nesting site [11]. While knowledge distributed in this way persists only as long as the radios retain their state within the network, i.e., the network continuously updates its knowledge based on the current radios and their situations. Additionally, note that this information depends on the interactions between the radios, rather than the internal knowledge of the radios and therefore radios can not store this information on their own. Rather social learning allows networks as a whole to learn and adapt to their environment.

The prototype implementation of a CR society presented here demonstrated social learning. Despite the fact the that individual radios used in the network had limited capabilities, the network as a whole was able to learn an appropriate organization for the radios and remember this organization. Note that no individual radio held this information; rather it was spread throughout the network and held in the interactions between nodes. The network was able to apply social language to determine appropriate network behavior changes that persisted in the face of interruption.

The abilities of CR societies presented here have application to several current problems, most notably LTE cellular systems. LTE systems must often organize several elements in a cooperative manner, whether a proliferation of femtocells or base stations. Applying the sort of decentralized self-organizing abilities exhibited here would benefit both femtocells and base stations. Specifically, base stations operating in the time division duplex (TDD) paradigm could greatly benefit from the principles of CR societies. These base stations must organize their transmission cooperatively with other base stations in their area, while also dynamically adapting uplink and downlink time slots according to current traffic. Although the prototype implementation presented here may not directly address these concerns, it demonstrates that the principles of social language and CR societies are appropriate for these types of problems.
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