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Optimization of Harmonically Deforming Thin Airfoils and Membrane

Wings for Optimum Thrust and Efficiency

William Paul Walker

(ABSTRACT)

This dissertation presents both analytical and numerical approaches to optimizing

thrust and thrust efficiency of harmonically deforming thin airfoils and membrane wings. A

frequency domain unsteady aerodynamic theory for deformable thin airfoils, with Chebychev

polynomials as the basis functions is presented. Stroke-averaged thrust and thrust efficiency

expressions are presented in a quadratic matrix form. The motion and deformation of the

airfoil is optimized for maximum thrust and efficiency. Pareto fronts are generated showing

optimum deformation conditions (magnitude and phase) for various reduced frequencies and

constraints. It is shown that prescribing the airfoil to deform in a linear combination of basis

functions with optimal magnitude and phase results in a larger thrust as compared to rigid

plunging, especially at low reduced frequencies. It is further shown that the problem can

be constrained significantly such that thrust is due entirely to pressure with no leading edge

suction, and associated leading edge separation.

The complete aeroelastic system for a membrane wing is also optimized. The aero-

dynamic theory for deformable thin airfoils is used as the forcing in a membrane vibration

problem. Due to the nature of the two dimensional theory, the membrane vibration problem

is reduced to two dimensions via the Galerkin method and nondimensionalized such that

the only terms are nondimesional tension, mass ratio and reduced frequency. The maximum

thrust for the membrane wing is calculated by optimizing the tension in the membrane so

that the the aeroelastic deformation due to wing motion leads to optimal thrust and/or effi-

ciency. A function which describes the optimal variation of spanwise tension along the chord

is calculated. It is shown that one can always find a range of membrane tension for which

the flexible membrane wings performs better than the rigid wing. These results can be used

in preliminary flapping wing MAV design.
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Chapter 1

Introduction

1.1 Motivation

Micro Air Vehicles (MAVs) are a growing area of research in recent years. MAVs are a

versatile type of aircraft because of small size. Flapping wing MAVs are similar to birds

and insects, and are highly maneuverable. The aerodynamics of flapping wing aircraft is

highly unsteady. Furthermore, flapping wings undergo high frequency oscillations resulting in

significant deformations in addition to the prescribed rigid-body kinematics. Understanding

the physics behind the aeroelastic system of flapping wings will help in the design of flapping

wing MAVs.

Analytical, frequency-domain, unsteady aerodynamics theory, such as those of Theo-

dorsen[1] and Garrick[2], have proven quite useful in understanding aeroelastic stability and

thrust generation, as well as in the preliminary design of maneuverable aircraft. However,

Theodorsen and Garrick only modeled thin airfoils undergoing rigid body motion in invis-

cid flow. Inviscid potential flow theories will not accurately model flows at low Reynolds

numbers or flows which have significant viscous effects, but they do help in increasing fun-

damental understanding of the unsteady aerodynamic flow and aeroelasticity of flapping

wing MAVs. Furthermore, potential flow theory can serve as a check for verifying other

more complex/computational codes and methods used in design. Extensions of these un-

1



Chapter 1. Introduction

steady aerodynamic theories to deformable airfoils has been done previously including work

by Peters[3, 4] and Walker and Patil[5]. These unsteady deformable thin airfoil theories are

helpful in further understanding the unsteady aerodynamics behind flapping wing MAV’s.

Flapping wing MAV’s, by nature, require powerful and efficient thrust generation

from the wings while also maintaining lift. It is advantageous to design the wings on flap-

ping wing MAVs to generate as much thrust as possible, as efficiently as possible. Optimizing

the unsteady deformable thin airfoil theory gives conditions where a deforming wing gener-

ates maximum thrust and/or efficiency. However, optimizing only the aerodynamic system

gives magnitude and phase of deformation shapes required for maximum thrust and efficiency

conditions. In realistic systems deformation is not prescribed, but a result of the flapping

motion. The stiffness of membrane wings is primarily responsible for the deformation of

the wings while undergoing flapping motion. These resulting deformations are not neces-

sarily deformations which would lead to a large thrust or efficiency. Therefore the complete

aeroelastic system must be considered to obtain realistic designs.

The aeroelastic system is composed of a membrane vibration model coupled with the

aerodynamic forcing from the unsteady deformable thin airfoil theory. Since the deformation

is a result of the aerodynamic forcing from flapping and the inertial effects from the mass of

the wing, optimizing the aeroelastic system for maximum thrust and/or efficiency requires

tailoring the mass and stiffness properties of the wing to lead to deformations that gener-

ate maximum thrust and/or efficiency. Aeroelastic tailoring of a flapping membrane wing

provides a method for preliminary design of flapping wing MAVs to operate at high thrust

and/or efficiency conditions. This will lead to improving the performance of flapping MAVs

and will be a very useful tool in MAV design.

1.2 Objectives

The aim of the current research is to develop a practical tool for preliminary MAV design.

The focus of the work is on investigating the properties of a flapping membrane wing that

2



Chapter 1. Introduction

lead to maximum stroke-averaged thrust at high efficiency. Optimization of MAV wings is

required to achieve this goal. The optimization problem can be approached from two per-

spectives: the aerodynamic system and the aeroelastic system. In the aerodynamic system

route the stroke-averaged thrust is calculated for a prescribed harmonically deforming airfoil

parameterized by the magnitude and phase of the deformation shapes and rigid body motion

of the airfoil. Stroke-averaged thrust in the aeroelastic system is a function of the deforma-

tions that result from the prescribed rigid body motion, mass, and stiffness. Optimization

of the aerodynamic system can give the deformation required to achieve maximum stroke-

averaged thrust. Optimization of the aeroelastic system can give the structural properties of

the wing required for the wing to deform in such a way as to yield maximum stroke-averaged

thrust. Both optimization problems can provide insight into designing a flexible flapping

wing for high thrust and efficiency.

In order to design a flapping wing for maximum stroke-averaged thrust at high effi-

ciency, optimization of both the aerodynamic and aeroelastic systems need to be investigated.

The aerodynamic system is based on potential flow aerodynamics and therefore cannot model

separation. Constrained optimization of the aerodynamic system is required to obtain results

within a realistic flow regime. The magnitude of the deformation should be constrained to

give results where separation does not occurs on the airfoil. However, in potential flow theory

for a thin airfoil, there is a singularity at the leading edge which would result in separation

at the leading edge. Therefore a second constraint is needed to avoid leading edge singu-

larity/separation. Maximum thrust and efficiency are of importance in MAV design and so

constrained aerodynamic optimization is required for:

• Maximum stroke-averaged thrust

• Maximum thrust efficiency

• Maximum stroke-averaged thrust and thrust efficiency (multi objective)

The pure aerodynamic problem provides useful results for MAV wing design. How-

ever the aeroelastic system should also investigated. In general, airfoil/wing deformations

3



Chapter 1. Introduction

are not prescribed, only the rigid body flapping motion (plunge and pitch) can be prescribed.

Therefore the aeroelastic system must be considered to design the wing structure that gener-

ates maximum stroke-averaged thrust when flapping. The aeroelastic system consists of the

general form of the membrane vibration equation with the pressure from the aerodynamic

model as the forcing. The three dimensional membrane vibration problem can be reduced to

two dimensions because the aerodynamic theory is only two dimensions. This can be done

via the Galerkin method assuming the membrane vibrates in the first mode in the spanwsie

direction. The reduced membrane equation can be further reduced to a multi degree of

freedom system (MDOF) with the assumed modes method.

Aeroelastic optimization is required for maximum stroke-averaged thrust with the

design space consisting of the tensions in the membrane. Optimization can be conducted on

a single degree of freedom system to show the physical nature of the problem and conduct

parametric studies. A MDOF system needs to be optimized to allow a larger design space

where the spanwise tension can vary along the chord. Similar to the aerodynamic system

there are limits to the aeroelastic system. The tensions should be constrained to always be

positive. Secondly, aeroelastic instabilities should be avoided. Therefore a constraint should

be placed on the stiffness to ensure that the aeroelastic system does not encounter aeroelastic

divergence.

4



Chapter 2

Literature Survey

Designing MAV wings capable of producing high thrust and efficiency by flapping requires

theory which models the aeroelastic system of flapping membrane wings. Optimization of the

aeroelastic system is the procedure by which a good preliminary design can be generated for

a MAV wing. This work requires the development of unsteady aerodynamic theories capable

of modeling the forcing on a deformable wing, a vibrating membrane model which uses

the aerodynamic theory as forcing and optimization techniques to obtain the best solution.

Previous work has been conducted by a variety of researchers in all of the aforementioned

areas.

2.1 Unsteady Aerodynamics

Unsteady aerodynamic theories have been developed for many years for a variety of uses.

The aerodynamics theory developed by Theodorsen[1] is based on potential flow for the lift

and pitching moment on a pitching and plunging thin airfoil with a flap. The theory assumes

small perturbations and harmonic motion. An analytical solution was obtained which gives

the loads on the airfoil in terms of the kinematics and Theodorsen’s function. Theodorsen

was able to show that reduced frequency was the correct measure of the unsteadiness of the

flow because Theodorsen’s function is solely a function of reduced frequency.

5



Chapter 2. Literature Survey

Garrick[2] extended Theodorsen’s theory and derived an expression for the propulsive

force on an oscillating thin airfoil. Garrick approached the problem in two different ways;

conservation of energy and direct calculation of forces. He used conservation of energy to

write the propulsive energy in terms of the structural energy and energy of the wake. The

propulsive force was also calculated directly by calculating the leading edge suction on a

thin airfoil, based on the work of von Kármán and Burgers[6]. Garrick showed through this

solution that harmonic plunging will always lead to a positive propulsive force.

Wagner[7] investigated the lag in the lift generation for an airfoil which is suddenly

started from rest. Wagner’s function models the effect of the wake on the lift of a thin

airfoil starting from rest. Küssner[8] investigated the similar problem of an airfoil entering

a gust. Garrick[9] investigated the relationship of Wagner’s and Küssner’s functions with

Theodorsen’s function.

The work of Theordorsen[1], Garrick[2], Wagner[7], and Küssner[8] approached spe-

cific flow situations. The problem of an airfoil in non-uniform motion was addressed by von

Kármán and Sears[10]. This theory derived the formulae for lift and pitching moment for a

general non-uniform motion, but in a non-closed form result. Their theory shows the lift and

pitching moment each to be a sum of three components, quasi-steady lift, apparent mass,

and wake vorticity contribution. The equations for lift and pitching moment were applied to

specific flow situations and shown to match theories by Theodorsen, Wagner, and Küssner.

Sears later applied Heaviside’s operators to obtain more convenient results of this general

theory[11].

Isaacs[12] derived a solution for the lift on an airfoil in a non constant free-stream, and

investigated in particular the case of a rotary wing aircraft in forward flight[13]. However,

Isaacs did not account for the downward motion of the wake. Loewy[14] investigated the

problem of a rotary wing in hover. He showed that the expressions for lift and pitching

moment are similar to those obtained by Theodorsen. Theodorsen’s function was replaced by

another function (Loewy’s function) which was calculated assuming two dimensional flow on

the blades and a layered wake. Greenberg[15] developed an extension to Theodorsen theory
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to account for a non-constant free-stream, as Isaacs did. However, Greenberg assumed the

wake to be sinusoidal, as with Theodorsen theory. He showed, via a numerical example, that

the use of the sinusoidal wake compared well to Isaacs’ theory.

There has been investigation into relating these unsteady airloads methods to the

aerodynamics of bird and insect wings. Zbikowski[16] obtained a solution for unsteady flow

on a pitching and plunging wing taking into account a non-constant free-stream, similar to

Greenberg’s work. This solution was given in several different forms, including time and

frequency domains. The wake length could be expressed as a function of time, allowing

for a more general form of the solution to the problem investigated by Wagner. Azuma

and Okamoto[17] extended Theodorsen theory to be applicable to corrugated wing shapes

(modeled as a set of connected flat plates).This work was applied to dragonfly wings. Patil[18]

presented a relation between thrust generation and aeroelastic flutter using energy transfer.

He showed that there are three distinct energy transfer modes: (i) a drag producing flutter

mode, (ii) a damped thrust producing mode, and (iii) a damped drag producing mode.

Ansari, Zbikowski and Knowles[19] developed an unsteady aerodynamic model for

flapping wings in hover, similar to insects. The nonlinear unsteady aerodynamic model is

derived with the same method as Theodorsen[1]. The flow around a two dimensional airfoil

is modeled as flow around a circle with the Joukowski conformal mapping transformation.

The quasi-steady and unsteady components of the flow are derived separately, utilizing the

principle of superposition for a complete solution. The model is converted to a quasi-three

dimensional model with blade element theory. Separation from both the leading and trailing

edges is modeled because insect like flapping flight undergoes very high angles of attack,

and so the leading edge vortex separation must be considered. The resulting equations for

the aerodynamic forcing are an exact inviscid model but are not closed form requiring a

numerical method to solve the equations. Moreover, the forces are broken up into four basic

parts: quasi-steady, apparent mass, wake induced and wake components. It was shown that

insect flapping flight was the optimum method for propulsion of a MAV designed for indoor

use.

7
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Later work by Ansari, Zbikowski and Knowles[20] presents the implementation and

validation of the aerodynamic theory developed. The equations for the aerodynamic loads

are solved via a numerical time marching simulation because the equations are not closed

form. The wing and free moving wake are modeled as point vortices and the evolution of the

wake is tracked. The numerical results are validated with flow visualization and experimental

data. The flow field was shown to match well with the flow visualization and the aerodynamic

forces matched well with the experimental data.

Unsteady aerodynamic theories for deformable wings have been investigated as well.

Peters[3] developed an airloads theory for a deformable wing of arbitrary shape with a general

form of freestream velocity. The airloads theory allows for an arbitrary airfoil shape in the

form of the Chebychev polynomials. The airloads theory is coupled with an inflow model

(which accounts for the effect of the wake) to form a complete unsteady aerodynamic model.

The inflow model depends on the type of flow considered including 2D[21] and 3D models[22].

An unsteady deformable thin airfoil theory similar to Peters was developed by Walker

and Patil[5] based of the work of Theodorsen[1] and Garrick[2]. The lift, pitching moment

and stroke-averaged thrust for a two dimensional thin airfoil deforming harmonically in a

free stream was presented. The deformation was determined by the Chebychev polynomials.

The stroke-averaged thrust is shown in a quadratic matrix form. The results were verified

with Peters[3, 4].

An extension to the unsteady aerodynamic theory of von Kármán and Sears[10] was

developed by Johnston, Mason and Han[23]. They extended the three lift components iden-

tified by von Kármán and Sears (quasi-steady, apparent mass, and wake-induced) to be

applicable to deformable airfoils. The deformation was described by two quadratic curves

with arbitrary coefficients allowing for the airfoil to take a variety different shapes. The

aerodynamic forces are analyzed for deformed airfoils in several configurations.

An unsteady aerodynamics method for deformable airfoils derived using only the

velocity singularity points was developed by Mateescu and Abdo[24]. Their theory presents

the aerodynamic forces in terms of velocity singularities at the leading edge and ridges, which

8
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are defined as points where the boundary conditions change. Any general deformable shape

can be modeled with this theory provided enough linear segments are used. This simple and

efficient technique generated results which compared well to Theodorsen[1] for the case of a

rigid airfoil and the case of a harmonically oscillating flap.

Work by Glegg and Devenport investigates the problem of unsteady loading on an air-

foil with thickness[25]. Their work uses conformal mapping to map any desired airfoil shape,

including a flat plate. The forces are calculated with the Blasius theorem. Robert Jones in-

vestigated the unsteady aerodynamics of a wing with finite span[26]. Jones’ work comprised

of correcting the angle of attack for the downwash velocity generated by three dimensional

effects. The problem of unsteady aerodynamics of compressible flows was investigated by

Hernandes and Soviero[27].

2.2 Aerodynamic Optimization

In order to generate suitable thrust from flapping, the proper combination of magnitude and

phase of each deformation shape is required. Walker and Patil[5] showed that the magnitude

of each shape and the phase angles between them have a very large contribution to the value of

thrust. The same results were shown by Garrick[2] for the case of pitching and plunging only.

These results were validated in water tunnel experiments by Anderson et al.[28]. Heathcote

and Gursul[29] later found via water tunnel experiments that a peak in thrust occurred at

a particular value of phase angle between pitch and plunge. Therefore optimization of the

stroke-averaged thrust using the magnitude and phase of the deformation shapes as design

variables is required. Several researchers have investigated this type of optimization problem.

Optimization of flapping wings has been investigated by Tuncer and Kaya[30]. Their

work involved finding maximum thrust and propulsive efficiency for a single flapping wing.

Reynolds average Navier-Stokes (RANS) was used to model the aerodynamics around a

NACA0012 airfoil undergoing pitch and plunge motions. Numerical optimization was used

to find optimum conditions for thrust and propulsive efficiency. The design variables included
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magnitude of pitch and plunge motions and the phase angle between them. No constraints

were applied to the problem to restrict the motion. This is because the viscosity, stall and

dynamic stall modeled by the RANS aerodynamics constrained the motion such that the

problem had an optimum thrust.

Optimization of the trajectory of motion and the airfoil shape was conducted by Lee

and Liou[31]. The motion and shape were parameterized such that the shape and trajectory

were found which yielded the maximum thrust. RANS was used to model the aerodynamics.

The optimization showed that there exists a periodic, but not sinusoidal trajectory which

gives optimum thrust, which is larger than the thrust generated by the sinusoidal trajectory.

Later work work by Lee and Liou used a different parameterization scheme which

allowed for non-harmonic trajectories, which can be observed in nature[32]. The trajectories

considered involved a one degree of freedom motion, which consisted of plunge only, and a

three degree of freedom motion, which used pitching and forward and aft motions. It was

shown that non-harmonic trajectories can give a larger thrust than harmonic trajectories

for the same efficiency. However it was not shown that the maximum propulsive efficiency

increased over the harmonic trajectories with sinusoidal motion.

Much previous work uses RANS aerodynamics and other numerical schemes. While

there is good use in these, a closed form solution is quite useful. Primarily, the computational

cost of CFD problems is very high. By properly restricting the problem to stay within valid

regimes of ideal flow, a quick valid solution for optimum thrust and thrust efficiency is

possible.

2.3 Aeroelasticity

By nature, flapping wings are deformable, which is why deformable wing aerodynamics is

required for optimization. However, in realistic situations these deformations are not pre-

scribed, but due to the aerodynamic forcing. Therefore the complete aeroelastic system must

be considered to get realistic optimization results. Aeroelastic analyses of membrane wings
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has been done previously.

The effect of the addition of quadratic camber in the form of the second Chebychev

polynomial has been investigated by Murua, Palacios and Peiró[33]. The aeroelastic system

was an extension to the classical two degree of freedom system to include harmonic camber.

Peters unsteady airloads theory was used to model the aerodynamics of the deformable airfoil.

Flutter and divergence speeds were determined via typical V-g analysis. It was shown that

a one degree of freedom system consisting of camber alone will lead to flutter. Further, the

flutter occurs at one reduced frequency and was shown to be due to interaction between the

shed wake and the camber motion. Two and three degree of freedom systems consisting of

the addition of pitch, plunge, and both were also investigated. It was shown that certain

situations occur where the camber leads to flutter at lower velocities than the rigid body

case.

Similar work on membrane aeroelasticity was done by Knight, Lucey and Shaw[34].

Their work investigated the membrane aeroelasticity problem as applied to a soft top con-

vertible roof. The aerodynamics for this situation involves flow over the top of the membrane,

but a constant pressure with a velocity of zero on the lower surface of the membrane. The

leading and trailing edges of the membrane are attached to a rigid plate, which the airflow

is moving over. This fundamental difference in modeling will result in a system with no

shed wake since no trailing edge exists for a Kutta condition to be applied. The structural

motion considered only the vertical deformation. The aerodynamics and structural motion

were modeled numerically. The model allowed for an initial slackness to be present in the

roof, yielding a no flow deflection due to the weight of the membrane. Results showed that

variation of material properties changed the deflection of the membrane in the same flow

conditions, however every case tested was stable.

Membrane wing aeroelasticity with nonlinear structural dynamic models has been

analyzed by LaBryer and Attar[35]. Their work involved developing numerical techniques

for efficiently and correctly solving membrane aeroelasticity problems where the structural

dynamics is highly nonlinear. The aeroelasticty of a string was investigated and it was shown
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that situations where the structural dynamics is slightly nonlinear compared well with the

finite difference solution and was much faster. However cases where the structural dynamics

was highly nonlinear exhibited a large amount of subharmonics in the response and the

solution method diverged.

An unsteady aerodynamic theory and corresponding aeroelastic analysis of a flexible

airfoil was derived and analyzed by Gaunaa[36]. The aerodynamic theory was derived for

an airfoil undergoing arbitrary motion. The theory was verified by simplifying the problem

to harmonic motion and matching the results with those of Theodorsen[1] and Garrick[2].

It was also shown that the theory was applicable to vertical gust and was also verified with

the work of Sears[37]. It was shown that a plunging flexible airfoil sees a decrease in thrust

and an increasing in efficiency as the stiffness is decreased. It was also determined that

predictions of camberline elasticity on typical fixed wing airplanes and wind turbines show

that rigid airfoil theory is adequate for design.

Numerical simulations of three dimensional aeroelasticity of membrane wings was

conducted by Lian and Shyy[38]. Their work involved investigating membrane wing aeroe-

lasticity for fixed wing MAVs. The membrane wing studied consisted of chordwise battons

which contribute to the stiffness of the wing, however the skin was still made of a flexi-

ble material and therefore small vibrations were still occurring. The structural motion was

modeled by a finite element solver and the aerodynamics was modeled by a Navier-Stokes

solver. The structural and aerodynamic solvers were coupled through the moving boundary

technique and time synchronization. This technique involves interpolation/extrapolation of

the CFD mesh after the computation of the structural deformation. Rigid body cases were

investigated for comparison purposes. It was shown that the membrane wing vibrated even

in a steady free stream, which matches experimental results or the same wing. It was also

shown that the membrane wing resulted in comparable lift to the rigid body case, however

due to the flexibility of the membrane, cases exist where the camber became large enough to

slightly increase the lift over the rigid case.

Three dimensional aeroelastic analysis of membrane wings has also been investigated
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by Banerjee and Patil[39]. The aerodynamics was modeled using the unsteady vortex lattice

method and the structure model solved with the assumed modes method. The aerodynamics

was verified with two a dimensional vortex panel method and the doublet lattice method. A

wing undergoing harmonic plunging was analyzed at various values of membrane presstress

and frequency of oscillation. The case of a wing starting from rest was also investigated.

For the case of an airfoil starting from rest it was shown that larger membrane prestress

resulted in smaller deformations and therefore smaller lift and drag. For the case of an

airfoil undergoing harmonic plunge it was shown that decreasing the membrane prestress

increased the deformations and in turn increased the lift and thrust generated by the wing.

Furthermore, the flexibility of the wing was shown to have a significant effect on the thrust.

Aeroelasticity of membrane wings in response to gust loading has been investigated.

Harmonic oscillation and gust response of a deformable airfoil was investigated by Grishanina

and Shklyarchuk[40]. The unsteady aerodynamics was modeled for arbitrary motion using a

series of transverse gusts. The unsteady aerodynamic model of gusts developed by Küssner[8]

was used. The aeroelastic system was also analyzed where the airfoil deformation shapes

from the aerodynamic theory were the modeshapes. Aeroelastic instabilities (divergence and

flutter) were determined for an airfoil and an airfoil with an aileron.

Gust response of a chordwise flexible airfoil was also analyzed by Berci, Toropov,

Hewson and Gaskell[41]. The wing chordwise flexibility is modeled with an Euler-Bernoulli

beam and is coupled with the spanwise flexibility with vertical and torsional springs located

on the elastic axis. The aerodynamic loads are modeled with Peters state-space unsteady

aerodynamic model[3]. It was shown that the flexible airfoil experiences lower divergence

and flutter speeds with respect to the rigid airfoil with the same aerodynamic and structural

properties. Furthermore, it was shown that the flexible airfoil resulted in smaller displacement

of the vertical spring and larger displacement of the torsional spring. Therefore the chordwise

flexible wing exhibits less spanwise displacement and more twist as compared to the chordwise

rigid wing.

Experimental and theoretical work on flexible membrane airfoils was investigated by
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Greenhalgh, Curtiss and Smith[42]. Multiple membranes were tested at various prestresses as

well as membranes with excess length. As excess length increased, the angle of attack when

separation occurred decreased. Furthermore depending on the excess length, negative angles

of attack can generate positive lift, but flutter was observed in this regime. The theoretical

approach presented was shown to be in good agreement with the experimental results.

Several researchers have investigated the viscous aerodynamics of membrane wings.

Gulcat studied the thrust generation of a flexible plunging thin airfoil[43]. It was shown

that at low Reynolds numbers the viscous forces overcome the leading edge suction forces to

generate a net force in the drag direction. However the opposite is true at higher Reynolds

numbers. The flexibility of the airfoil was shown to prevent separation because the net angle

of attack at the leading edge was decreased due to the deformation caused by the plunging

motion. Furthermore, the net propulsive force increased for the flexible airfoil.

Smith and Shyy analyzed the viscous aerodynamics of membrane wings in steady,

laminar flow[44]. The aerodynamics was modeled numerically with the Navier-Stokes equa-

tions rather than the classical potential based analysis. It was shown that the numerical

simulation of the aeroelastic membrane wing problem in a steady flow using the Navier-

Stokes equations was significantly different than potential theory at Reynolds numbers near

2x103 − 104. Therefore, at low Reynolds number near the MAV flight regime, potential flow

solutions may be inadequate.

Numerical simulations of membrane wing aeroelasticity in viscous flows was inves-

tigated by Pederzani and Haj-Hariri[45]. Simulations were performed for cases where the

leading and trailing edge were fixed and where only the leading edge was fixed. They showed

that flexible airfoils are more efficient than rigid airfoils. Furthermore the output power and

input power both increased over the rigid airfoil case. The rise in efficiency was shown to be

due to the output power increasing more than the input power when chordwise flexibility is

added. It was further shown that heavier airfoils are capable of generating more thrust and

are more efficient than lighter ones.

Work conducted by Shyy et al. investigates the aerodynamics of airfoils with thickness
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at low Reynolds numbers for MAV applications[46]. Airfoils with a flexible upper surface are

compared to rigid airfoils. The vortex panel code XFOIL was modified to analyze airfoils

where the upper surface is a membrane and the lower surface is rigid. It was shown that

in an oscillating free stream the flexible upper surface provided better performance than the

rigid profile. Therefore properties of flexible airfoils can be chosen to improve performance

over rigid airfoils. Their results were close to the zero thickness membrane analysis done by

Shyy ans Smith[47].

2.4 Aeroelastic Optimization

The deformations generated by the aerodynamics and inertial effects resulting from flapping

do not necessarily lead to high thrust, if thrust at all. Optimization of the aeroelastic system

is required to obtain a suitable design for a MAV wing. Aeroelastic optimization of wings has

been investigated previously. Kaya, Tuncer, et al.[48] conducted numerical gradient based

optimization of an aeroelastic flapping wing in a biplane configuration. Their work found

conditions for maximum thrust with the aerodynamics modeled with RANS. The design

variables were also pitch and plunge amplitude and the phase angle between them. Further

work by Kaya, Tuncer, et al.[49] using the same optimization techniques and aerodynamics

model found conditions for maximum thrust and propulsive efficiency both. Their results

were compared with a single flapping airfoil and it was shown that maximum thrust is larger

for a biplane configuration.

A psuedo-analytical approach to the aeroelastic optimization problem has been con-

ducted by Stanford and Beran[50]. Their work investigated unsteady aeroelastic phenomena

of flow around a nonlinear shell. Derivation of the analytical design derivatives of the aeroe-

lastic system is presented and several studies were performed via numerical gradient based

optimization techniques to give results for several cases. The wing was modeled as a flat

plate in three dimensions. The structural model was a nonlinear shell model computed via

the Lagrangian approach. The wing structure was broken into triangular finite elements.
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The aerodynamics is modeled with an unsteady vortex lattice method (UVLM). The model

was validated with the results from Heathcote et al.[29]. Three optimization examples were

conducted. The first example was a plunging wing propulsion problem. The thickness distri-

bution was tailored to generate a maximum cycle-averaged thrust without out increasing the

overall wing mass. The resulting optimal thickness distribution gave a wing shape where the

mass was less than the uniform thickness plate, showing that the mass constraint is not active

for this case. The second example was minimizing the amplitude of Limit Cycle Oscillation

(LCO) without increasing the overall wing mass. It was shown in this optimization the mass

constraint becomes active in order to reduce the amplitude of LCO. The third example was

optimizing the thickness distribution for passive gust load alleviation. The mass constraint

was inactive for this example, however the peak lift seen in one cycle was reduced.

Similar work in optimization with the use of analytic sensitivities was conducted by

Maute, Nikbay and Farhat. They present an analytic sensitivity analysis of the aeroelastic

problem and apply it the the optimization of three dimensional wings[51]. Maute, Lesoinne

and Farhat present the complete aeroelastic optimization methodology of a system with

both aerodynamic and structural variables. The aerodynamic loads were modeled using a

finite volume approximation of the Euler equations and the structure was modeled by finite

elements. Later work by Maute, Nikbay and Farhat extends the work from Maute, Lesoinne

and Farhat to nonlinear aeroelastic systems.

Different approaches to the optimization of membrane wings have been conducted by

Lian, Shyy and Haftka[52]. Their work presented a shape optimization of a membrane wing

for MAVs. The optimization maximized the lift to drag ratio of a rigid fixed wing MAV

with battons. The design variables consisted of the vertical location of the membrane at

six locations of the wing. While the optimization was done for a rigid wing MAV, it was

shown that optimization of a rigid wing shape can improve a flexible wing with the same

geometry. The improvement of the flexible wing was attributed to reduced form drag and

better pressure distributions on the wing.

Purely numerical approaches to aeroelastic optimization have been conducted. Nikbay,
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Öncü and Aysan present a methodology and code for aeroelastic optimization with high-

fidelity commercially available software[53]. The aerodynamics was modeled with FLUENT

using GAMBIT to generate the CFD mesh. The geometry was modeled with CATIA. Abaqus

was used to model the structure. Numerical optimization was conducted for several example

systems with various variables and constraints.
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Aerodynamic Theory

The deformable unsteady airloads theory used in this research was developed by Walker

and Patil[5]. The theory is based on the earlier theories of Theodorsen[1] and Garrick[2] for

harmonic motion of thin airfoils without thickness in an inviscid, incompressible flow. Non

harmonic motion is not considered in this theory. The thin airfoil is modeled as flow on a

circle mapped to a flat plate via the Joukowski conformal mapping. A boundary condition of

no flow through the surface of the airfoil in the mapped domain is enforced. The derivation

of the aerodynamic theory is presented in this chapter.

3.1 Mathematical Preliminaries

Consider a thin deformable airfoil undergoing harmonic rigid body motion and deformation

as shown in Figure 3.1. The airfoil motion/deformation is defined by a general function

w (x, t), where w is the non dimensional position of the airfoil as a function of x, which is the

non dimensional chordwise coordinate. The semichord b is used for nondimensionalization.

x = −1 represents the leading edge, while x = 1 represents the trailing edge. The airfoil

motion/deformation is written in terms of components corresponding to different motions

including plunge, pitch, and different forms of deformation. The Chebychev polynomials,

shown in Figure 3.2, were chosen for this research and are
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T0 (x) = 1

T1 (x) = x

Tn+1 (x) = 2xTn (x)− Tn−1 (x)

(3.1)

and satisfy the orthogonality condition,

1∫
−1

Tn(x)Tm(x)wC(x)dx =


0 n 6= m

π n = m = 0

π
2

n = m 6= 0

(3.2)

where wC(x) is the weighting function and is

wC(x) =
1√

1− x2
(3.3)

 
 

 

w(x,t) 

z 

x 

1 -1 
Figure 3.1: Airfoil motion/deformation

The first Chebychev polynomial is a constant, which represents plunge (positive up).

The second polynomial is a linear function, which represents angle of attack or pitch (positive

nose down). Likewise, the third polynomial is quadratic and represents camber (curved up).

The general deformation shape, shown in Figure 3.1, in terms of the Chebychev polynomials
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Figure 3.2: Chebychev Polynomials

is

w(x, t) =
∞∑
n=1

hn(t)Tn(x) (3.4)

The formulation presented can be used with as many polynomials as desired, however

the final result for only the first 5 are derived here for compactness.

The Joukowski conformal mapping function is used to map a circle centered at the

origin to a flat plate. The mapping function maps all the points outside of the circle to a

location outside the flat plate. The points inside the circle are mapped to locations outside

the flat plate, but on a different Riemann surface. The points on the circle are mapped

directly onto the flat plate[54]. The mapping is

x+ iw = X + iW +
a2

X + iW
(3.5)

20



Chapter 3. Aerodynamic Theory

3.2 Lift and Pitching Moment Derivation

The aerodynamic forces are formulated from flow consisting of two parts, a noncirculatory

flow and a circulatory flow. The noncirculatory flow satisfies the no penetration boundary

condition. The circulatory flow satisfies the Kutta condition without disturbing the no

penetration boundary condition.

3.2.1 Noncirculatory Flow

The no penetration boundary condition is satisfied by a noncirculatory flow consisting of a

sheet of sources and sinks. Lets first consider a source of strength 2ε at a point (X1,W1) and

a sink of strength −2ε at (X1,−W1) in the unmapped plane, which leads to the potential

φsource/sink =
ε

2π
log

(X −X1)2 + (W −W1)2

(X −X1)2 + (W +W1)2
(3.6)

The velocity potential expression becomes only a function of X and X1 when Eq. 3.6

is restricted to the upper surface of the circle with W =
√

1−X2.

φsource/sink =
ε

2π
log

(X −X1)2 + (
√

1−X2 −
√

1−X2
1 )2

(X −X1)2 + (
√

1−X2 +
√

1−X2
1 )2

(3.7)

Constraining the equation to points only on the circle is helpful because these locations

map directly to the airfoil. Therefore Eq. 3.7 is the velocity potential for the source/sink pair

on the upper surface of both the circle and the flat plate. The velocity potential for a sheet

of source/sink pairs on the flat plate is calculated by applying the Joukowski transformation,

Eq. 3.5, and is
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φ =
b

2π

1∫
−1

ε(x, t) log
(x− x1)2 + (

√
12 − x2 −

√
12 − x2

1)2

(x− x1)2 + (
√

12 − x2 +
√

12 − x2
1)2

dx1 (3.8)

where, ε (x, t), is the strength of the sheet. Note that in the mapped domain, the source/sink

sheet is not a circle (with thickness), but a flat plate (zero thickness). This is due to the

nature of the Joukowski conformal mapping. Furthermore it should be stated that this flow

is not a doublet sheet.

Approaching the surface of the source/sink sheet, the velocity due to the source/sink

pair is perpendicular to the surface, and the magnitude is equal to the strength of the

source[55]. To preserve the no penetration boundary condition, the velocity generated by

the source/sink sheet plus the component of the free stream velocity normal to the airfoil

surface must be equal to the local velocity due to motion of the airfoil. Assuming small

disturbances, the strength of the source/sink sheet for a generalized airfoil shape is

ε(x, t) = u
∂w

∂x
+ b

∂w

∂t
(3.9)

Substituting the deformation expansion, Eq. 3.4, into the above equation and then

substituting the source strength into the equation for the noncirculatory potential, Eq. 3.8,

we have

φNC =
N∑
n=1

(
hnφhn + ḣnφḣn

)
(3.10)

The expressions for the components of the velocity potential are given in Table 3.1. It

can be seen that the velocity potential function s share a similar form with a common term.

The linearized form of Bernoulli’s equation gives the pressure difference between the

upper and lower surface as
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Table 3.1: Velocity potential functions

φh0 = 0 φḣ0 = −b2
√

1− x2

φh1 = −ub
√

1− x2 φḣ1 = − b2

2
x
√

1− x2

φh2 = −2ubx
√

1− x2 φḣ2 = 2b2

3
(1− x2)

√
1− x2

φh3 = −ub(4x2 − 1)
√

1− x2 φḣ3 = b2x(1− x2)
√

1− x2

φh4 = −4ubx (2x2 − 1)
√

1− x2 φḣ4 = 4b2

15
(6x2 − 1) (1− x2)

√
1− x2

pL − pU = 2ρa

(
u

b

∂φU
∂x

+
∂φU
∂t

)
(3.11)

The lift (positive up) and pitching moment (positive nose down) about the midchord

due to the noncirculatory component of the flow (for the first five shapes) are

LNC = b

1∫
−1

(pL − pU)dx = −πρab2

[
uḣ1 + bḧ0 −

b

2
ḧ2

]

MNC = b2

1∫
−1

(pL − pU)xdx = −πρab2

[
−u2h1 +

b2

8
ḧ1 − ubḣ0 + ubḣ2 −

b2

8
ḧ3

] (3.12)

3.2.2 Circulatory Flow

The circulatory flow is developed using a vortex sheet on the body and in the wake. Assuming

small disturbances the wake is distributed along the x-axis and moves downstream at the

free stream velocity.

Lets consider a pair of point vortices, one outside the circle in the wake at X0 and

the other of opposite strength at the image position inside the circle, 1/X0 as shown in

Figure 3.3. These vortices represent the shed circulation and the bound circulation; and the

locations are chosen to not disturb the no penetration boundary condition. Note that these

vortices will map the same location in the mapped plane, but on different Riemann surfaces.
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The velocity potential for the vortex pair in the unmapped plane is

φΓ0 =
Γ

2π

[
tan−1

(
W

X −X0

)
− tan−1

(
W

X − 1
X0

)]
(3.13)

 

1/X0 X0 

Z 

X 

u 

Figure 3.3: Vortex locations

The velocity potential for the vortex pair in the mapped plane is

φΓ0 = − Γ

2π
tan−1

[√
1− x2

√
x0 − 1

1− xx0

]
(3.14)

The wake convects with the flow at velocity u, which leads to

∂x0

∂t
=
u

b
(3.15)
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∂φ

∂t
=

∂φ

∂x0

∂x0

∂t
=

∂φ

∂x0

u

b
(3.16)

Substituting the above equation into the Bernoulli equation, Eq. 3.11, we have

∆pΓ0 =
2ρau

b

[
∂φ

∂x
+
∂φ

∂x0

]
(3.17)

The pressure difference due to a vortex pair is

∆pΓ0 = −ρauΓ

πb

[
x0 + x

√
1− x2

√
x2

0 − 1

]
(3.18)

Integrating the pressure difference along the chord gives the lift and pitching moment

for the vortex pair as

LC0 = −ρauΓ
x0√
x2

0 − 1
(3.19)

MC0 =
ρaubΓ

2

{√
x0 + 1

x0 − 1
− x0√

x2
0 − 1

}
(3.20)

Now lets consider a complete wake. Using Γ = γw (x0, t) bdx0, the velocity potential,

circulatory lift and pitching moment become

φΓ = − b

2π

∞∫
1

tan−1

[√
1− x2

√
x2

0 − 1

1− xx0

]
γw (x0, t) dx0 (3.21)
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LC = −ρaub
∞∫

1

x0√
x2

0 − 1
γw (x0, t) dx0 (3.22)

MC =
ρaub

2

2

∞∫
1

{√
x0 + 1

x0 − 1
− x0√

x2
0 − 1

}
γw (x0, t) dx0 (3.23)

The magnitude of the circulation, γw (x0, t), is determined by the Kutta condition.

This is enforced by ensuring no infinite velocities at the trailing edge, x = 1.

∂

∂x

(
φΓ +

N−1∑
n=0

(
φhnhn + φḣnḣn

))
x=1

= finite (3.24)

The velocity potential expressions for for the first 5 shapes are differentiated and

evaluated at x = 1 resulting in

1

2π

∞∫
1

√
x0 + 1

x0 − 1
γw (x0, t) dx0 = uh1 + bḣ0 + 2bḣ1 + 2uh2 + 3uh3 + 4uh4 = Q (3.25)

The right hand side of Eq. 3.25 is a function of the airfoil motion, denoted as Q[1].

Using this in the load equations (Eq. 3.22 and Eq. 3.23), the circulatory lift and pitching

moment are

LC = −2πρaubQ

∫∞
1

x0√
x20−1

γw (x0, t) dx0∫∞
1

√
x0+1
x0−1

γw (x0, t) dx0

(3.26)
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MC = πρaub
2Q

 ∫∞1 x0√
x20−1

γw (x0, t) dx0∫∞
1

√
x0+1
x0−1

γw (x0, t) dx0

− 1

 (3.27)

Through this point in the derivation nothing has been assumed about the time de-

pendence of the airfoil motion. Assuming harmonic motion allows for a solution to the ratio

of integrals in Eqs. 3.26 and 3.27. The harmonic motion can be represented as given below

where h̄n are complex numbers representing the magnitude and phase of each airfoil motion

shape.

hn (t) = h̄ne
iωt (3.28)

The wake vortex sheet strength is also oscillatory, and is written in terms of the

reduced frequency, k = ωb
u

, and the complex magnitude of oscillation of the circulation, γ̄w

γw (x, t) = γ̄we
iω(t− x

u) = γ̄we
i(ωt−kx) (3.29)

The ratio of integrals in the circulatory loading expressions is denoted by C, and was

shown by Theodorsen to be purely a function of the reduced frequency, k[1].

C =

∫∞
1

x0√
x20−1

γw (x0, t) dx0∫∞
1

√
x0+1
x0−1

γw (x0, t) dx0

=
γ̄we

iωtb
∫∞

1
x0√
x20−1

e−ikx0dx0

γ̄weiωtb
∫∞

1

√
x0+1
x0−1

e−ikx0dx0

=

∫∞
1

x0√
x20−1

e−ikx0dx0∫∞
1

√
x0+1
x0−1

e−ikx0dx0

= C (k)

(3.30)

This ratio of integrals, known as Theodorsen’s function, takes the form of Hankel
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functions[54].

C (k) = F (k) + iG (k) =
H

(2)
1 (k)

H
(2)
1 (k) + iH

(2)
0 (k)

(3.31)

The Hankel functions in Eq. 3.31 are defined by a complex combination of Bessel

functions of the first and second kind.

H(2)
n (k) = Jn (k)− iYn (k) (3.32)

Replacing the ratio of integrals with Theodorsen’s function, the magnitude and phase

of the circulatory lift and pitching moment can be written in the complex form

L̄C = −2πρaubQ̄C(k) (3.33)

M̄C = πρaub
2Q̄[C(k)− 1] (3.34)

where Q̄ is a complex number representing the magnitude and phase of the airfoil motion

defined by

Q = Q̄eiωt (3.35)
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3.2.3 Complete Lift and Pitching Moment Expressions

The complete lift and pitching moment expressions are given below in Tables 3.2 and 3.3.

The tables are broken into three columns representing the lift and pitching moment due to

each static shape, the velocity of each shape, and the acceleration of each shape. The lift force

components in Table 3.2 show how each airfoil motion/deformation contributes to the lift.

Moreover, the lift terms with Theodorsen’s function, C(k), are the circulatory components

and the moment terms with C(k) − 1 are the circulatory components. The static airfoil

deformation, the first column of Table 3.2, are only circulatory forces. This is expected

because there are no accelerations to contribute to the noncirculatory flow. The plunge

location has no effect on the lift. However, the second column shows the plunge velocity

contributes to lift in the same form as a static angle of attack because a constant plunge

velocity is analogous to a static angle of attack. The pitch velocity contributes a circulatory

lift term as well as a noncirculatory lift term. The third column shows that only the plunge

and quadratic camber accelerations lead to a lift, and these terms are noncirculatory.

The components of the pitching moment about the midchord in Table 3.3 show similar

results as the lift. However, it is more difficult to see the difference between circulatory and

noncirculatory terms since the pitching moment terms due to circulation contain C(k) − 1.

As expected, the pitching moment is zero for static plunge and the plunge velocity resembles

the static angle of attack term. These results are verified with Peters’ theory[3, 4].

Table 3.2: Lift force components

1 ∗ () ik ∗ () −k2 ∗ ()
h̄0 0 −2πρaub

2C (k) −πρab3

h̄1 −2πρabu
2C (k) −πρaub2 (C(k) + 1) 0

h̄2 −4πρabu
2C (k) 0 1

2
πρab

3

h̄3 −6πρabu
2C (k) 0 0

h̄4 −8πρabu
2C (k) 0 0
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Table 3.3: Pitching moment components

1 ∗ () ik ∗ () −k2 ∗ ()
h̄0 0 πρaub

3C (k) 0
h̄1 πρau

2b2C (k) 1
2
πρaub

3 (C(k)− 1) −1
8
πρab

4

h̄2 2πρau
2b2 (C(k)− 1) −πρaub3 0

h̄3 3πρau
2b2 (C(k)− 1) 0 1

8
πρab

4

h̄4 4πρau
2b2 (C(k)− 1) 0 0

3.2.4 Complete Pressure Expression

The expression for pressure difference derived from Bernoulli for noncirculatory flow is given

as Eq. 3.11. The pressure difference for the circulatory flow due to the vortex pair in Figure

3.3 is given in Eqs. 3.11 and 3.18. The total pressure is the sum of the pressure due to the

noncirculatory flow and the circulatory flow for the wake vortex sheet and is

pL − pU = 2ρa

u
b

∂φUNC

∂x
+
∂φUNC

∂t
− u

2π

∞∫
1

x0 + x
√

1− x2
√
x2

0 − 1
γw (x0, t) dx0

 (3.36)

where φUNC
is given by Eq. 3.10. The total pressure can be written in the complex

form as

∆p̄(x, k) =
(x− 1)

15
√

1− x2

(
15C(k)(2ih̄0k + h̄1(2 + ik) + 4h̄2 + 6h̄3 + 8h̄4)− 30h̄0k

2x

−30h̄0k
2 − 15h̄1k

2x2 − 15h̄1k
2x+ 60ih̄1kx+ 45ih̄1k − 20h̄2

(
k2(x− 1)(x+ 1)2

−6ikx(x+ 1)− 6x− 3)− 30h̄3k
2x4 − 30h̄3k

2x3 + 30h̄3k
2x2 + 30h̄3k

2x

+240ih̄3kx
3 + 240ih̄3kx

2 − 60ih̄3kx− 60ih̄3k + 360h̄3x
2 + 360h̄3x− 48h̄4k

2x5

−48h̄4k
2x4 + 56h̄4k

2x3 + 56h̄4k
2x2 − 8h̄4k

2x− 8h̄4k
2 + 480ih̄4kx

4 + 480ih̄4kx
3

−240ih̄4kx
2 − 240ih̄4kx+ 960h̄4x

3 + 960h̄4x
2 − 120h̄4

)

(3.37)

where k is reduced frequency and C(k) is Theodorsen’s function.
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The magnitude of the pressure can be written in terms of the real and imaginary parts

of the hi’s like the thrust and is

∆p̄(x) =
ρau

2

15
√

1− x2

{
48ih4imk

2x6 + 48h4rek
2x6 + 30ih3imk

2x5 + 30h3rek
2x5

+480h4imkx
5 − 480ih4rekx

5 − 104ih4imk
2x4 − 104h4rek

2x4 − 960ih4imx
4

−960h4rex
4 + 240h3imkx

4 − 240ih3rekx
4 + 15ih1imk

2x3 + 15h1rek
2x3

−60ih3imk
2x3 − 60h3rek

2x3 − 360ih3imx
3 − 360h3rex

3 − 720h4imkx
3

+720ih4rekx
3 + 30h0k

2x2 + 64ih4imk
2x2 + 64h4rek

2x2 + 960ih4imx
2

+960h4rex
2 + 60h1imkx

2 − 60ih1rekx
2 − 300h3imkx

2 + 300ih3rekx
2

−15ih1imk
2x− 15h1rek

2x+ 30ih3imk
2x+ 30h3rek

2x− 30ih1imx− 30h1rex

+270ih3imx+ 270h3rex− 30ih0kx+ 240h4imkx− 240ih4rekx− 30h0k
2

−8ih4imk
2 − 8h4rek

2 − 120ih4im − 120h4re − 45h1imk + 45ih1rek + 60h3imk

−60ih3rek + 15(4h2im − 4ih2re + 6h3im − 6ih3re + 8h4im − 8ih4re

+h1im(ik + 2) + 2h0k + h1re(k − 2i))(−iF (x− 1) +G(x− 1) + ix)

+20ih2im

(
−6x2 − 6ik

(
x2 − 1

)
x+ k2

(
x2 − 1

)2
+ 3
)

+20h2re

(
−6x2 − 6ik

(
x2 − 1

)
x+ k2

(
x2 − 1

)2
+ 3
)}

(3.38)

where F and G are components of Theodorsen’s function C(k) = F + iG.

3.3 Thrust Derivation

The thrust consists of two components, the component of the pressure which acts in the free

stream direction and the leading edge suction.

T = TLES + TP (3.39)
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The component of the thrust due to pressure TP is the net pressure multiplied by the

local slope.

TP = b

1∫
−1

(pL − pU)
∂y

∂x
dx =

N∑
n=0

Pnhn (3.40)

where,

Pn = b

1∫
−1

(pL − pU)
∂Tn
∂x

dx (3.41)

In the complex form, the magnitude and phase of the generalized loads, P̄n, are

P̄0 = 0

P̄1 = L = πρau
2b
(
−2C(k)h̄1 − 4C(k)h̄2 − 6C(k)h̄3 − 8C(k)h̄4 − 2ikC(k)h̄0−

ikh̄1 − ikC(k)h̄1 + k2h̄0 −
1

2
k2h̄2

)
P̄2 = 4

M

b
= πρau

2b
(
4C(k)h̄1 − 8h̄2 + 8C(k)h̄2 − 12h̄3 + 12C(k)h̄3 − 16h̄4+

16C(k)h̄4 + 4ikC(k)h̄0 − 2ikh̄1 + 2ikC(k)h̄1 − 4ikh̄2 +
1

2
k2h̄1 −

1

2
k2h̄3

)
P̄3 = πρau

2b
(
−6C(k)h̄1 + 12h̄2 − 12C(k)h̄2 − 18C(k)h̄3 − 24C(k)h̄4 − 6ikC(k)h̄0+

3ikh̄1 − 3ikC(k)h̄1 − 6ikh̄3 +
1

2
k2h̄2 −

1

2
k2h̄4

)
P̄4 = πρau

2b
(
8C(k)h̄1 − 16h̄2 + 16C(k)h̄2 + 24C(k)h̄3 − 32h̄4 + 32C(k)h̄4+

8ikC(k)h̄0 − 4ikh̄1 + 4ikC(k)h̄1 − 8ikh̄4 +
1

2
k2h̄3

)

(3.42)

The thrust due to leading edge suction is
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Table 3.4: Leading edge suction velocities

1 ∗ () ik ∗ () −k2 ∗ ()

h̄0 0
√

2bC(k) 0

h̄1

√
2uC(k)

√
2

2
b (C(k)− 1) 0

h̄2 2
√

2u (C(k)− 1) 0 0

h̄3 3
√

2uC(k) 0 0

h̄4 4
√

2u (C(k)− 1) 0 0

TLES = πρabS
2 (3.43)

The leading edge suction (S) comes from the vorticity at the leading edge. Referring

to Eq. 3.24, the velocity at the leading edge becomes infinite. The leading edge velocity

approaches infinity in a functional form given by 1/
√

1 + x as shown by von Kármán and

Burgers[6].

−2
∂

∂x

(
φΓ +

N−1∑
n=0

(
φhnhn + φḣnḣn

))
x=−1

=
2S√
1 + x

(3.44)

Using the relationships between C(k), Q̄, and ∂φΓ/∂x, the expression for leading edge

suction velocity (S) in the complex form is

S̄ =

√
2

2
(2C(k)− 1) Q̄−

[
∂

∂x

(
N−1∑
i=0

(
φhih̄i + ikφḣih̄i

)) √1 + x

b

]
x=−1

(3.45)

The resulting leading edge suction velocities due to the first five motions/deformations

are given in Table 3.4.

Thrust is quadratic function of sinusoids and is
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T = Tavg + T̄osce
2iωt (3.46)

Using the complex form of the leading edge suction, Eq. 3.45, and pressure terms,

Eq. 3.42, the average thrust is

Tavg =
1

2
Re

[
πρabS̄S̄

∗ +
N∑
n=0

P̄nh̄
∗
n

]
(3.47)

Evaluating Eq. 3.47, the thrust due to the rigid body motion terms, h̄0 and h̄1, match

Garrick’s solution[2]. The deformation terms also result in thrust terms and these results

matched exactly with Peters’ unsteady airloads theory[4].

3.4 Numerical Results

This section is focused on presenting numerical results for various cases based on the airloads

derivation. Expressions for the amplitude and phase of lift and pitching moment relative to

the motion are given. A detailed study into how both thrust components contribute to the

thrust for various cases is presented.

3.4.1 Lift and Pitching Moment

Consider representing the harmonic motion/deformation in the form of Eq. 3.28. The values

h̄n are complex numbers used to represent the magnitude and phase of each motion. The

complex form of lift and pitching moment for harmonic motion can be written

L = L̄eiωt

M = M̄eiωt
(3.48)
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The values L̄ and M̄ are complex numbers used to represent the phase and magnitude

of lift and pitching moment. Using Tables 3.2 and 3.3, L̄ and M̄ can be evaluated and is

presented in Table 3.5.

Table 3.5: Lift and pitching moment amplitude and phase terms

L̄ M̄
h̄0 −πρabu2 (k2 − i2kC(k)) iπρau

2b2kC(k)

h̄1 −πρabu2 (2C(k) + ik + ikC(k)) πρau
2b2
(
C(k)− ik + ik

2
+ k2

8

)
h̄2 −4πρabu

2
(
C(k) + k2

8

)
2πρau

2b2
(
C(k)− 1− ik

2

)
h̄3 −6πρabu

2C(k) 3πρau
2b2
(
C(k)− 1− k2

24

)
h̄4 −8πρabu

2C(k) 4πρau
2b2 (C(k)− 1)

The results in the table above are plotted for each motion/deformation. Observing

the entire range of reduced frequency is done by changing the abscissa to k/(k+1). Therefore

when this value is zero, k is zero, when it is 0.5, k is 1, and when it is 1, k is infinity. The lift

and pitching moment are nondimensionalized by ρabu
2 and ρab

2u2 respectively. Figures 3.4

and 3.5 show the magnitude of lift and pitching moment. The magnitudes are normalized by

k2 + 1 because lift and pitching moment grow infinite on the order of k2. The phase of the

lift and pitching moment relative to the airfoil motion change with C(k). Figures 3.6 and

3.7 below show the phase of lift and pitching moment for each of the first five airfoil motions

as a function of reduced frequency.

At the point when reduced frequency reaches k ≈ 0.2, the phase shift due to C(k) is

maximum and as k approaches infinity, this phase shift approaches zero. For large reduced

frequencies, the noncirculatory terms become large, and the phases shift is dominated by the

noncirculatory flow. The plunge and pitch motion very easily show the effect Theodorsen’s

function has on the phase shift. The phase of the lift lags 90◦ with the plunge motion initially

and at low reduced frequencies the phase lag increases further as reduced frequency increases.

Once the noncirculatory terms in the lift expression become more prominent, the imaginary

part of the lift expression becomes insignificant and the lift becomes in phase with the plunge

motion. All the airfoil motion types considered show the same trends, which are due to the
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Figure 3.4: Lift magnitude
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Figure 3.5: Pitching moment magnitude
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Figure 3.6: Lift phase
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Figure 3.7: Pitching moment phase
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noncirculatory terms getting very large at high reduced frequency. The h3 term in Figure

3.6 directly coincides with the h4 curve and cannot be seen clearly.

3.4.2 Thrust

For harmonic motion/deformation, the lift and pitching moment oscillate at the same fre-

quency as the motion and with zero offset because they are linear. The average thrust is

a purely quadratic term and thus oscillates at twice the frequency about an offset. Since

thrust is a quadratic expression there are cross coupling terms.

Eq. 3.47 can be used to calculate the average thrust from the complex form of the

intermediate linear results. The complete expression for the average thrust is lengthy and thus

we start with the motion in only one degree of freedom. The expressions for the individual

airfoil motions are much shorter due to the absence of coupled terms. The thrust due to the

first five airfoil motions is

Th0 = h̄0h̄
∗
0k

2πρau
2b
(
F 2 +G2

)
Th1 = h̄1h̄

∗
1πρau

24b
((
k2 + 4

)
F 2 − 2

(
k2 + 2

)
F + k2 − 2Gk +G2

(
k2 + 4

))
Th2 = h̄2h̄

∗
24πρau

2b
(
F 2 − F +G2

)
Th3 = h̄3h̄

∗
39πρau

2b
(
F 2 − F +G2

)
Th4 = h̄4h̄

∗
416πρau

2b
(
F 2 − F +G2

)
(3.49)

where, C(k) = F + iG. For the plunge only case, the thrust is always positive as expected.

The thrust due to the other four airfoil shapes may be positive or negative based on the

reduced frequency. Figure 3.8 shows the thrust force coefficient due to a unit value of each

of the first five motions individually. The thrust is a function of the square of the reduced

frequency, and in order to show the entire range of reduced frequency, the thrust coefficient

is divided by k2 + 1 where the thrust coefficient is
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Figure 3.8: Thrust coefficient due to the first 5 deformation shapes

CT =
Tavg
ρau2b

(3.50)

Figure 3.8 shows that plunge is the only motion which produces significant thrust.

However, this shape along with the other shapes have cross coupling terms which can lead to

added thrust depending on the phase of the additional motion relative to the plunge motion.

The sensitivity of the thrust to small addition of various other terms at different phases to a

pure unit plunge motion is

SCTn
=
∂CT
∂hn

∣∣∣∣
h0=1,hi=0 for i>=1

(3.51)

Figures 7(a) through 7(d) show the sensitivity of pure plunge thrust to other motions.

It is seen from Figure 3.9 that the addition of pitch motion can change the thrust generated by
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Figure 3.9: Sensitivity of thrust coefficient due to h1 calculated at h0 = 1
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Figure 3.10: Sensitivity of thrust coefficient due to h2 calculated at h0 = 1
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Figure 3.11: Sensitivity of thrust coefficient due to h3 calculated at h0 = 1
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Figure 3.12: Sensitivity of thrust coefficient due to h4 calculated at h0 = 1
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pure plunge. At low reduced frequencies, a phase lag of π/2 increases the thrust significantly

over plunge alone, while a phase lead of π leads to a smaller increase in thrust. A phase lead

of π/2 decreases the thrust in the same manner as a phase lag of π/2 increases thrust. The

motion in phase with plunge leads to a drag similar to the thrust generated by a phase lead

of π. For k/(k + 1) > 0.2, the pitch motion phase lead of π relative to the plunge motion

leads to a decrease rather than an increase in thrust, while in phase motion leads to an

increase. As reduced frequency increases beyond k/(k + 1) > 0.5, the pitch motion in phase

with plunge produces a larger increase in thrust than a π/2 phase lag, while a phase lead

of π gives a larger decrease in thrust than a phase lead of π/2. The results are dependent

on which contribution to the thrust is dominant, the leading edge suction or the pressure

component.

Figures 3.10 through 3.12 show the effect of adding of h2, h3, and h4 motions to

plunge. The phase of h2 and h4 motions have an opposite, but similar effect on the thrust

as the addition of h1 motion. For h2 and h4 at all reduced frequencies, a phase lead of π/2

leads to an increase in thrust over plunge, while a phase lag of π/2 leads to a decrease in

thrust. In phase motion leads to an increase in thrust over plunge which is smaller than a

π/2 phase lead, while a phase lead of π leads to a decrease in thrust over plunge which is

smaller than a π/2 phase lag. The h3 shape has an opposite effect to the h2 and h4 shapes.

A phase lead of π/2 leads to a decrease in thrust while a phase lag of π/2 leads to an increase

in thrust at all frequencies. In phase motion leads to a decrease in thrust over plunge which

is smaller than a π/2 phase lead, while a phase lead of π leads to an increase in thrust over

plunge which is smaller than a π/2 phase lag.

Further study shows that combinations of airfoil shapes without plunge, result in drag

at low frequencies for every case. However, the combinations with h1 become positive for

larger reduced frequencies. Airfoil shape combinations without h0 or h1, result in drag at all

frequencies.

The complete coupled equation for average thrust can also be put into the reduced

frequency form like the lift and pitching moment in Table 3.5. The average thrust is
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Tavg = πρau
2b

1

2
Re

({
h̄i

}[
TM

]{
h̄i

}T)
(3.52)

where the vector
{
h̄i

}
is

{
h̄i

}
=
{
h̄0 h̄1 h̄2 h̄3 h̄4

}
(3.53)

and the components of TM are

TM11 = −2C(k)C(k)Tk2

TM12 = k(k − C(k)(C(k)T − 1)(k − 2i))

TM13 = 4iC(k)C(k)Tk

TM14 = 6iC(k)(C(k)T − 1)k

TM15 = 8iC(k)C(k)Tk

TM21 = C(k)Tk(k − C(k)(k − 2i))

TM22 =
k(−k + C(k)T (k − 2i)− 2i)− C(k)(C(k)T − 1)(k − 2i)2

2

TM23 =
k2 + 4iC(k)C(k)Tk − 4iC(k)Tk + 8C(k)C(k)T

2

TM24 = 3i(C(k)T − 1)(C(k)(k − 2i)− k)

TM25 = 4C(k)T (C(k)(ik + 2)− ik)

43



Chapter 3. Aerodynamic Theory

TM31 = 4i(C(k)− 1)C(k)Tk

TM32 =
4C(k)(C(k)T − 1)(ik + 2) + C(k)T (−4ik − 8)− k(k − 4i)

2

TM33 = 8(C(k)− 1)C(k)T − 4ik

TM34 =
k2 + 24C(k)(C(k)T − 1)− 24C(k)T + 24

2

TM35 = 16(C(k)− 1)C(k)T

TM41 = 6iC(k)C(k)Tk

TM42 = 3C(k)(C(k)T − 1)(ik + 2)

TM43 = −k
2 − 24C(k)C(k)T + 24

2

TM44 = 6(3C(k)(C(k)T − 1)− ik)

TM45 =
k2 + 48C(k)C(k)T

2

TM51 = 8i(C(k)− 1)C(k)Tk

TM52 = 4i(k + C(k)(C(k)T − 1)(k − 2i)− C(k)T (k − 2i))

TM53 = 16(C(k)− 1)C(k)T

TM54 = −k
2 − 48C(k)(C(k)T − 1) + 48C(k)T

2

TM55 = 8(4(C(k)− 1)C(k)T − ik)

Realizing each component of the vector
{
h̄i

}
contains two variables which represent magni-

tude and phase, a more appropriate representation of the system in matrix form would be a

9x9 matrix. Plunge, h0 needs only one variable as it it the reference for which the phases of

each deformation shape are relative to. The vector
{
hi

}
is now
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{
hi

}
=



h0re

h1re

h1im

h2re

h2im

h3re

h3im

h4re

h4im



(3.54)

where the average thrust is

Tavg =
1

2
πρau

2b
{
hi

}T [
HTavg

]{
hi

}
(3.55)

The thrust function is entirely quadratic and therefore when written in this form, the

matrix
[
HTavg

]
is the Hessian of the thrust function. The components of the thrust Hessian

are
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HTavg11 = 2F 2k2 + 2G2k2

HTavg12 = HTavg21 = 2kF 2 − kF −Gk2 + 2G2k

HTavg13 = HTavg31 = F 2k2 +G2k2 − Fk2 +
k2

2
+Gk

HTavg14 = HTavg41 = 4kF 2 − 2kF + 4G2k

HTavg15 = HTavg51 = 2Gk

HTavg16 = HTavg61 = 6kF 2 − 3kF + 6G2k

HTavg17 = HTavg71 = 3Gk

HTavg18 = HTavg81 = 8kF 2 − 4kF + 8G2k

HTavg19 = HTavg91 = 4Gk

HTavg22 =
k2F 2

2
+ 2F 2 − k2F − 2F + 2G2 +

G2k2

2
+
k2

2
−Gk

HTavg23 = HTavg32 = 0

HTavg24 = HTavg42 = 4F 2 − 4F + 4G2 −Gk

HTavg25 = HTavg52 = −2kF 2 + 3kF − 2G2k − k

HTavg26 = HTavg62 = 6F 2 − 6F + 6G2 − 3Gk

2

HTavg27 = HTavg72 = −3kF 2 +
9kF

2
− 3G2k − 3k

2

HTavg28 = HTavg82 = 8F 2 − 8F + 8G2 − 2Gk

HTavg29 = HTavg92 = −4kF 2 + 6kF − 4G2k − 2k
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HTavg33 =
k2F 2

2
+ 2F 2 − k2F − 2F + 2G2 +

G2k2

2
+
k2

2
−Gk

HTavg34 = HTavg43 = 2kF 2 − 3kF + 2G2k + k

HTavg35 = HTavg53 = 4F 2 − 4F + 4G2 −Gk

HTavg36 = HTavg63 = 3kF 2 − 9kF

2
+ 3G2k +

3k

2

HTavg37 = HTavg73 = 6F 2 − 6F + 6G2 − 3Gk

2

HTavg38 = HTavg83 = 4kF 2 − 6kF + 4G2k + 2k

HTavg39 = HTavg93 = 8F 2 − 8F + 8G2 − 2Gk

HTavg44 = 8F 2 − 8F + 8G2

HTavg45 = HTavg54 = 0

HTavg46 = HTavg64 = 12F 2 − 12F + 12G2

HTavg47 = HTavg74 = 0

HTavg48 = HTavg84 = 16F 2 − 16F + 16G2

HTavg49 = HTavg94 = 0

HTavg55 = 8F 2 − 8F + 8G2

HTavg56 = HTavg65 = 0

HTavg57 = HTavg75 = 12F 2 − 12F + 12G2

HTavg58 = HTavg85 = 0

HTavg59 = HTavg95 = 16F 2 − 16F + 16G2
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HTavg66 = 18F 2 − 18F + 18G2

HTavg67 = HTavg76 = 0

HTavg68 = HTavg86 = 24F 2 − 24F + 24G2

HTavg69 = HTavg96 = 0

HTavg77 = 18F 2 − 18F + 18G2

HTavg78 = HTavg87 = 0

HTavg79 = HTavg97 = 24F 2 − 24F + 24G2

HTavg88 = 32F 2 − 32F + 32G2

HTavg89 = HTavg98 = 0

HTavg99 = 32F 2 − 32F + 32G2

where F and G are components of Theodorsen’s function C(k) = F + iG.
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Chapter 4

Aerodynamic Optimization

This chapter presents the optimization techniques used to optimize the aerodynamic system

for maximum stroke-averaged thrust and thrust efficiency. The work done by the structure

and the work contributing to thrust are presented in quadratic matrix form. Constraints

on the motion magnitude, leading edge suction and thrust efficiency (for multi-objective

optimization) are presented and the full constrained optimization problem is posed. The

stroke-averaged thrust, Eq. 3.55 is optimized with the design space consisting of the vector{
hi

}
.

4.1 Energy and Efficiency

Along with maximizing thrust, maximizing thrust efficiency is also desirable. Thrust effi-

ciency is defined as the work contributing to thrust divided by the total work required to

move the airfoil. Thus thrust efficiency is

η =
WT

Ws

(4.1)

Thrust is harmonic, but Eq. 3.55 is average thrust, which is not. The values of work

done by the structure and energy contributing to thrust can be calculated as the average of the
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work done over one oscillation. The work done by the structural motion is the integral over

one oscillation of the power required, which is the product of the velocity and aerodynamic

force. Thus,

Ws = b2

T∫
0

1∫
−1

∆p(x, t)
∂w(x, t)

∂t
dxdt (4.2)

where T is the period of oscillation, w(x, t) is the airfoil shape defined by Eq. 3.4, and ∆p(x)

is the pressure difference. Using the complex form of deformation, hi = h̄ie
iωt, the motion

and pressure difference are

∂w

∂t
= iωw̄eiωt (4.3)

∆p = ∆p̄(x)eiωt (4.4)

where iωw̄ and ∆p̄(x) are complex functions of chordwise location representing the amplitude

and phase of the motion and the pressure difference along the chord. Using this formulation,

the average work done by the structure can be calculated as

WScomplex =
b2

2
Re

 1∫
−1

∆p̄(x)(iωȳ)∗dx

 (4.5)

where ()∗ is a complex conjugate and the pressure difference is given in Eq. 3.38.

The work done by the structure is calculated from Eq. 4.5, and can be written in the

quadratic matrix form just like the thrust and is
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WSavg =
1

2
πρau

3b
{
hi

}T [
HSavg

]{
hi

}
(4.6)

The components of the structural work Hessian are

HWSavg11 = 4Fk2

HWSavg12 = HWSavg21 = 2Gk + k2

HWSavg13 = HWSavg31 = 2Fk − 2Gk2

HWSavg14 = HWSavg41 = 4Gk

HWSavg15 = HWSavg51 = 4Fk

HWSavg16 = HWSavg61 = 6Gk

HWSavg17 = HWSavg71 = 6Fk

HWSavg18 = HWSavg81 = 8Gk

HWSavg19 = HWSavg91 = 8Fk

HWSavg22 = −2Gk + k2 − Fk2

HWSavg23 = HWSavg32 = 0

HWSavg24 = HWSavg42 = −2Gk

HWSavg25 = HWSavg52 = 2k − Fk

HWSavg26 = HWSavg62 = −3Gk

HWSavg27 = HWSavg72 = 3k − 3Fk

HWSavg28 = HWSavg82 = −4Gk

HWSavg29 = HWSavg92 = 4k − 4Fk
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HWSavg33 = −2Gk + k2 − Fk2

HWSavg34 = HWSavg43 = −2k + 2Fk

HWSavg35 = HWSavg53 = −2Gk

HWSavg36 = HWSavg63 = −3k + 3Fk

HWSavg37 = HWSavg73 = −3Gk

HWSavg38 = HWSavg83 = −4k + 4Fk

HWSavg39 = HWSavg93 = −4Gk

HWSavg4−9,4−9 = 0

The energy contributing to the thrust over one oscillation is

WT =

T∫
0

T (t)udt (4.7)

where u is the free stream velocity. Therefore, the work done by thrust can also be written

in the quadratic matrix form

WTavg = Tavgu =
1

2
πρau

3b
{
hi

}T [
HTavg

]{
hi

}
(4.8)

The energy transferred to the wake is shown by conservation of energy to be

WT = Ws +Ww (4.9)
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The thrust efficiency is the ratio of energy contributing to thrust to energy generated

by the structural motion. This value ranges from 0 to 1 in a thrust producing region, and

therefore has a maximum. Mathematically, thrust efficiency can have other values in drag

producing regions of the domain as shown by Patil, but it does not represent efficiency of

thrust production anymore[18]. Using the quadratic matrix forms of the work terms, the

thrust efficiency can be written in matrix form as

η =

{
hi

}T [
HTavg

]{
hi

}
{
hi

}T [
HWSavg

]{
hi

} (4.10)

4.2 Optimization

Consider the thrust function, Eq. 3.55. The maximum thrust is found by setting the gradient

of the function equal to zero.

∇Tavg = 0 → πρau
2b
[
HTavg

]{
hi

}
maxT

= 0 (4.11)

where
{
hi

}
maxT

is the vector which yields a maximum value of average thrust. The Hessian

is not singular and thus the only possible solution is himaxT
= 0. Furthermore, the Hessian is

positive indefinite and thus there is neither a finite maximum or minimum. This is obvious

by inspection of the components in the thrust equation. The derivation of the deformable

thin airfoil theory utilized a small disturbance assumption to linearize the equations. Thus

for a given relative magnitude of hi, as the overall magnitude of deformation increases, the

magnitude of thrust increases quadratically and therefore no maximum exists.

However, a maximum can be found by constraining the system by restricting the

motion. A motion constraint is reasonable because the theory itself relies on the assumption

of small disturbances. Furthermore, in actual MAV systems, the kinematics will constrain
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the total amplitude of motion. The unsteady thin airfoil theory also assumes an inviscid

theory. The effects of viscosity will lead to flow separation at large motion/deformations

which the unsteady thin airfoil theory cannot model. Ideally, a constraint on the pressure

gradient is desirable. However, exact closed form solutions for boundary layer theory do

not exist outside of simple situations such as steady flow on flat plates and wedges. Here a

leading edge suction constraint is used to address leading edge separation.

4.2.1 Magnitude Constraint

Using a total motion/deformation magnitude constraint is a good way of constraining the

motion to fit within a small disturbance assumption. Since the hi’s are nondimensionalized

by the semichord, b, the constraint is

N∑
i=1

h2
i ≤ 1 (4.12)

or in matrix form,

{
hi

}T {
hi

}
≤ 1 (4.13)

This constraint is restricts the root mean square deformation to be equal to the semichord.

Hence, it gives us optimum values of thrust per ‘unit’ non-dimensional deformation/motion.

As stated previously, the magnitude of the thrust increases quadratically with the

magnitude of motion. Therefore, the maximum thrust with this constraint will occur as a

vertex in the design space. Consequently, the constraint may be written as an equality.

m(hi) =
{
hi

}T {
hi

}
− 1 (4.14)
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The maximum thrust is found by generating the Lagrangian and solving the system

of equations generated by setting its gradient to zero. The Lagrangian is

L(hi, λm) =
1

2
πρau

2b
{
hi

}T [
HTavg

]{
hi

}
− λmm(hi) (4.15)

where λm is the Lagrange multiplier for the motion constraint. Setting the gradient of the

Lagrangian equal to zero results in

πρau
2b
[
HTavg

]{
hi

}
− λm

{
hi

}
= 0{

hi

}T {
hi

}
− 1 = 0

(4.16)

The first equation above is an eigenvalue problem.

∇Lh(hi, λm) =
[
πρau

2b
[
HTavg

]
− λmI

]{
hi

}
= 0 (4.17)

where ∇Lh is the gradient with respect to the vector hi and not the Lagrange multiplier

and I is the identity matrix. The problem has nine principle directions defined by the nine

eigenvectors, with magnitudes given by the nine eigenvalues. The direction which results

in the largest eigenvalue is the maximum. Therefore, the motion required to generate the

maximum thrust is the eigenvector corresponding to the largest eigenvalue. It should be

noted that the eigenvector is scaled by the motion constraint, which is 1 for this case.

4.2.2 Efficiency Constraint

A high value of thrust is essential, however for a flapping wing aircraft, the efficiency is

also important. The maximum thrust may not occur at a desirable efficiency. The thrust

efficiency, Eq. 4.1, can be optimized using the same technique. However, as the thrust
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efficiency approaches 1, the thrust approaches zero as outlined in Patil[18]. While a maximum

efficiency may not be useful, a point between maximum efficiency and maximum thrust may

be desirable. Therefore generating a Pareto front for thrust and efficiency will be useful.

This can be done by forcing the efficiency to be a certain value and optimizing the thrust.

This is accomplished by using an efficiency constraint. The problem with two Lagrange

multipliers is no longer an eigenvalue problem. However, a solution can easily be found

using a numerical method such as Newton-Raphson. The problem of an efficiency constraint

without a magnitude constraint is not a well posed problem and is not considered. The

efficiency where the maximum thrust occurs can be calculated using Eq. 4.1. Therefore

the analytic solution for the maximum thrust provides a good initial guess for a numerical

method to generate a Pareto front. The efficiency constraint is

η(hi, k)− ηref = 0 (4.18)

where ηref is the required efficiency.

The efficiency constraint is written as

η(hi) =
{
hi

}T [[
HTavg

]
− ηref

[
HWSavg

]]{
hi

}
= 0 (4.19)

The optimization problem can be written with two constraints in the same manner

as with the magnitude constraint alone. The Lagrangian is given by

L(hi, λm, λη) =
1

2
πρau

2b
{
hi

}T [
HTavg

]{
hi

}
− λmm(hi)− ληη(hi) (4.20)

where λη is the Lagrange multiplier for the efficiency constraint. Once again the maximum is

found by setting the gradient of the Lagrangian equal to zero, with the constraint equations
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Eq. 4.14 and Eq. 4.19 being recovered as derivatives with respect to the Lagrange multipliers

to give N + 2 equations.

πρau
2b
[
HTavg

]{
hi

}
− λm

{
hi

}
− λη

[[
HTavg

]
− ηref

[
HWSavg

]]{
hi

}
= 0{

hi

}T {
hi

}
− 1 = 0{

hi

}T [[
HTavg

]
− ηref

[
HWSavg

]]{
hi

}
= 0

(4.21)

The solutions of Eq. 4.21 will generate a Pareto front by solving the system of equations

for various values of reference efficiency, ηref , and obtaining the maximum thrust. The

Newton-Raphson method is used to solve the nonlinear system of equations.

4.2.3 Leading Edge Suction Constraint

Constraints need to be chosen in such a way that the assumptions used to derive the theory

are not violated. Thus far a constraint on the pressure gradient was considered, but found to

be impractical due to the complexity of the constraint itself and the lack of sufficient theory

to model flow separation on a deforming thin airfoil. The motion has been constrained to be

within a small disturbance assumption. However, for a thin leading edge, in general there

still will be leading edge separation.

As shown in the pressure equation, Eq. 3.38, the pressure difference at the leading

edge, x = −1, goes to infinity. Because of this, the gradient of the pressure difference goes

to infinity as well. Therefore, flow separation will always occur at the leading edge unless

the numerator of the pressure difference equation is also zero. Physically this is possible.

Consider the flow around the leading edge of a flat plate. In a flow situation where the

direction of the flow at the leading edge is not moving directly into the leading edge, the

flow must curve around the leading edge of the airfoil. A thin airfoil has a small radius

of curvature and thus the flow requires very high acceleration to move around the airfoil.

This is what drives the pressure difference to infinity. If an airfoil with thickness was being
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considered, the pressure difference would not be infinity, but go to some high value. Airfoils

such as these can be modeled fairly well with the infinite pressure difference described by thin

airfoil theory. However, since an airfoil without thickness is being considered, it is known

that separation will occur at the leading edge and thus the constraint is necessary.

Now, consider the situation where locally near the leading edge the angle of attack

and the flow direction are the same. In other words, the flow is moving directly into the

airfoil. For this situation, the flow does not need to curve around the leading edge, and

therefore will not separate. This occurs when the stagnation point is at the leading edge

and there is no leading edge suction. Therefore a constraint applied to the deforming airfoil

which makes the leading edge suction zero, would represent a flow situation with no leading

edge separation. This flow situation makes the inviscid theory applicable to the situation

where thrust is generated by pressure only.

Leading edge suction is proportional to the leading edge suction velocity S, a complex

term, and when set equal to zero leads to two constraints. By setting the real and the

imaginary parts of the leading edge suction to zero will result in a total of three constraints

for thrust optimization and four constraints for the thrust/efficiency Pareto fronts. The

leading edge suction given in Walker and Patil[5] can be written in matrix form as

Re(S) =
{
hi

}T [
SRe

]
Im(S) =

{
hi

}T [
SIm

] (4.22)

where the
[
SRe

]
and

[
SIm

]
matrices are
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[
SRe

]
=
√

2u



−Gk

F − 1
2
Gk

1
2
(k − 2G− Fk)

2(F − 1)

−2G

3F

−3G

4(F − 1)

−4G



[
SIm

]
=
√

2u



Fk

G+ 1
2
k(F − 1)

F − 1
2
Gk

2G

2(F − 1)

3G

3F

4G

4(F − 1)



(4.23)

The leading edge suction constraint is

SRe(hi) =
{
hi

}T [
SRe

]
= 0

SIm(hi) =
{
hi

}T [
SIm

]
= 0

(4.24)

These two constraints are linear equality constraints and can be used to solve for

two of the design variables in terms of the others. Furthermore since the constraints are

homogeneous, a variable transformation can be used which reduces the number of variables

by 2. This is done with a variable transformation. The reduced system will satisfy the

leading edge suction constraints and therefore the optimization problem will be similar to

the one without leading edge constraints but with two less design variables. Solving for h1

and h2 in terms of h3 − hn results in,

{
hi

}
=
[
M̄
]{

gi

}
(4.25)

where the vector,
{
gi

}
is of length n− 2, and
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[
M̄
]

=



−F 2(k2+4)−2Fk2+G2(k2+4)−4Gk+k2

2k(2F 2+G(2G−k))

k(F 2−F+G2)
2F 2+G(2G−k)

1 0 0 0 0 0 0
2((F−1)2k+G2k−2G)
k(2F 2+G(2G−k))

− 4(F 2−F+G2)
2F 2+G(2G−k)

0 1 0 0 0 0 0

− 4(F 2−F+G2)
k(2F 2+G(2G−k))

4G
2F 2+2G2−Gk 0 0 1 0 0 0 0

3(F 2−F+G2)
2F 2+G(2G−k)

− 6(F 2+G2)
2F 2+G(2G−k)

0 0 0 1 0 0 0

− 3
k

0 0 0 0 0 1 0 0
4((F−1)2k+G2k−2G)
k(2F 2+G(2G−k))

− 8(F 2−F+G2)
2F 2+G(2G−k)

0 0 0 0 0 1 0

− 8(F 2−F+G2)
k(2F 2+G(2G−k))

8G
2F 2+2G2−Gk 0 0 0 0 0 0 1



T

(4.26)

This variable transformation applied to the thrust optimization problem reduces the

problem to

L(gi, λm) =
1

2
πρau

2b
{
gi

}T [
M̄
]T [

HTavg

] [
M̄
]{

gi

}
− λm

{
gi

}T [
M̄
]T [

M̄
]{

gi

}
(4.27)

where ∇Lg is the gradient with respect to the vector gi. The maximum thrust is

obtained by taking the gradient of the Lagrangian which results in a generalized eigenvalue

problem.

∇Lg(gi, λm) =
1

2
πρau

2b

([
M̄
]T [

HTavg

] [
M̄
]
− λm

[
M̄
]T [

M̄
]){

gi

}
= 0 (4.28)

The eigenvector,
{
gi

}
, corresponding to the largest eigenvalue of the generalized

eigenvalue problem can be transformed back into the motion,
{
hi

}
, via Eq. 4.25, which

generates a maximum thrust.

The problem of the leading edge suction constraint, magnitude constraint and effi-

ciency constraint is given in the reduced space as
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L(gi, λm, λη) =
1

2
πρau

2b
{
gi

}T [
HTavg

]{
gi

}
−

λmm(gi)− ληη(gi)

(4.29)

Once again the maximum is found by setting the gradient of the Lagrangian equal to

zero,

πρau
2b
[
M̄
]T [

HTavg

] [
M̄
]{

gi

}
− λm

[
M̄
]T [

M̄
]{

gi

}
−

λη

[
M̄
]T [[

HTavg

]
− ηref

[
HWSavg

]] [
M̄
]{

gi

}
{
gi

}T [
M̄
]T [

M̄
]{

gi

}
− 1 = 0{

gi

}T [
M̄
]T [[

HTavg

]
− ηref

[
HWSavg

]] [
M̄
]{

gi

}
= 0

(4.30)

As with the case without the leading edge suction constraint, the problem resembles

an eigenvalue problem with multiple eigenvalues. However, with the efficiency constraint it is

not possible to reduce the space and once again the system of equations may be solved using

the Newton-Raphson method. Using the analytic solution to the problem with the leading

edge suction constraint and without the efficiency constraint provides a starting point for

the Newton-Raphson method on the above system.
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Aerodynamic Optimization Results

The nonlinear system of equations for the magnitude constraint resulted in an eigenvalue

problem as shown by Eq. 4.17. Therefore an analytic solution was found for that case.

However, the efficiency constraint problems were solved using the Newton-Raphson method.

Results were generated for cases with plunge and pitch, h̄0 − h̄1 (h1 − h3) through cases five

shapes (plunge, pitch, and three deformations), h̄0 − h̄4 (h1 − h9). Verification of the results

was done with numerical gradient based optimization. The sequential quadratic programming

algorithm ”active-set” in MATLAB’s fmincon was used.

5.1 Thrust Optimization

The maximum achievable thrust within a magnitude constrained system is given in Figure

5.1. The thrust coefficient is normalized by the thrust coefficient for plunge only, denoted as

CT0. At low reduced frequencies it is obvious that the addition of any shapes leads to a large

percent increase in thrust over plunge. At higher reduced frequencies, the maximum thrust

does increase, but by a much smaller amount. The addition of h̄2 (quadratic camber) motion

to pitch and plunge provides a significant increase in thrust between reduced frequencies of

0.25 and 2. The addition of more than one deformation shape beyond plunge/pitch provides

a minimal benefit at all reduced frequencies.
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It should be noted that the apparent exponential increase in each plot as reduced

frequency approaches zero does not imply that the sensitivity of thrust to changes in each

deformation shape is large at this point. The sensitivity of thrust to each shape actually

approaches zero as reduced frequency approaches zero, as seen in Figures 3.9 through 3.12.

The reason for the exponential increase shown in the optimization results below is because

of the comparison to CT0. As an example, consider the thrust for pitch and plunge divided

by the thrust due to plunge only. As reduced frequency goes to zero, the components of

Theodorsens function go to F = 1 and G = 0. Substituting these values in for F and G

results in

CT
CT0

= 1 +
h1Re

2h0

+
h1Im

h0k
(5.1)

and thus the limit of this function as k approaches zero is infinity.

The maximum achievable thrust for a system with a magnitude constraint and a lead-

ing edge suction constraint is shown in Figure 5.2. The thrust coefficient is again normalized

by the thrust coefficient for plunge only motion without leading edge suction constraint. It

should be noted that all the thrust due to pure plunge is caused by leading edge suction[2]

and thrust due to pressure is only produced for motion shapes of h̄1 and above. As with the

case of only a magnitude constraint, the addition of deformation shapes leads to an increase

in the maximum thrust. The addition of enough shapes at low reduced frequencies makes

it possible to generate thrust larger than plunge alone without the use of leading edge suc-

tion. This is a very useful result because it shows that more thrust than plunge only can be

generated without leading edge separation.

The efficiency at which maximum thrust occurs is shown in Figures 5.3 and 5.4. The

efficiency due to plunge motion changes from 100% at low reduced frequencies to 50% at

high reduced frequencies. However, when the magnitude is constrained, the efficiency for

maximum thrust approaches 50% with the addition of deformation shapes at all frequencies.

When the magnitude and leading edge suction are constrained, the efficiency of pitch and
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Figure 5.1: Maximum thrust with magnitude constraint

plunge motion is 50%. The addition of deformation shapes changes the efficiency slightly,

but still appraoches 50% for high reduced frequencies.

Figures 5.1 and 5.2 show that increasing the design space to include more deformation

shapes does increase the maximum thrust. However, the magnitude of the increase is not very

large for higher reduced frequencies. The efficiency was not considered in the above results.

It was seen that maximum thrust occurs at an undesirable efficiency. Thus, constraining the

efficiency to be a specific value will result in much different increases in thrust as a function

of reduced frequency.
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Figure 5.2: Maximum thrust with magnitude and leading edge suction constraint
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Figure 5.3: Efficiency of maximum thrust with magnitude constraint

65



Chapter 5. Aerodynamic Optimization Results

0 1 2 3 4
0.4

0.5

0.6

0.7

0.8

0.9

k

η

 

 

h
0
−h

4

h
0
−h

3

h
0
−h

2

h
0
−h

1

Figure 5.4: Efficiency of maximum thrust with magnitude and leading edge suction constraint

5.2 Thrust and Efficiency Optimization

The multi-objective optimization problem with thrust and efficiency metrics was solved nu-

merically using the maximum thrust solution as the initial guess. The efficiency of the

maximum thrust was typically around 50% for cases without as well as with leading edge

suction constraint. Pareto fronts for thrust and efficiency were generated by constraining the

efficiency and optimizing thrust. Figures 5.5 through 5.8 show Pareto fronts for four reduced

frequencies with only a magnitude constraint, with Figure 5.6 representing the bird flight

regime[56]. Each figure shows the change in the Pareto front by adding deformation shapes,

with a point representing the thrust and efficiency of plunge only. The Pareto front is actu-

ally only the solid line, the Pareto optimal solution. However, points for maximum thrust

at efficiencies below the efficiency for maximum thrust can be generated and shown. The

dashed line represents the maximum thrust for constrained values of efficiency below that

which maximum thrust occurs. For each case, the Pareto front with more design freedom

lies above the Pareto front with less. This shows that by adding deformation shapes, the

maximum thrust increases for a given efficiency and the maximum efficiency increases for a

66



Chapter 5. Aerodynamic Optimization Results

0 0.5 1
0

0.005

0.01

0.015

0.02

η

C
T

 

 

h
0
−h

4

h
0
−h

3

h
0
−h

2

h
0
−h

1

h
0

Figure 5.5: Pareto Front for k = 0.01 (Magnitude constraint only)

given thrust. As reduced frequency increases, the shape of the Pareto fronts becomes more

of a bell shape which gets narrower at even higher reduced frequencies. This shows that by

expanding the design space by adding a deformation shape variable, the maximum thrust

increases by a very large amount for higher efficiencies, which is shown more clearly later in

Figure 5.14.

Figures 5.9 through 5.12 show Pareto fronts generated for four reduced frequencies for

the case of both a magnitude and a leading edge suction constraint. Each figure shows the

change in the Pareto front by adding deformation shapes, with a point representing the thrust

and efficiency of pitch and plunge only. Note that due to the two leading edge constraints and

one magnitude constraint, we have no solution for just plunge and only one possible solution

for pitch and plunge (with three design variables) which satisfies the constraint. Like the

case of a magnitude constraint only, for each case, the Pareto front with more deformation

design variables lies above the Pareto front with less. Again, this shows that by expanding

the design space by adding deformation shape variables, the maximum thrust increases for

a given efficiency and the maximum efficiency increases for a given thrust. However, the
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Figure 5.6: Pareto Front for k = 0.25 (Magnitude constraint only)
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Figure 5.7: Pareto Front for k = 1 (Magnitude constraint only)
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Figure 5.8: Pareto Front for k = 4 (Magnitude constraint only)

benefit of adding h̄4 results in a minimal improvement.

As reduced frequency increases, the shape of the Pareto fronts becomes more of a

bell shape similar to the case of only a magnitude constraint. This shows that by adding

one shape, the maximum thrust increases by a very large amount for high efficiencies, which

is seen more clearly in Figure 5.15. However, the h̄0 − h̄2 Pareto front begins to have a

maximum thrust occurring at a lower efficiency while the the h̄0 − h̄3 Pareto front begins to

have a maximum thrust occurring at a higher efficiency.

The Pareto fronts show very useful data on the maximum thrust and efficiency pos-

sible, however an investigation of what is physically happening is important. Figure 5.13

shows the stroke-averaged work done by the structure, thrust, and the wake at a reduced

frequency of k = 4 and a value of thrust equal to that generated by plunge at k = 4 as a

function of the number of design variables. Essentially, this is showing how the three work

terms change as one moves to the right from one Pareto front to the next for a single value

of thrust. It can be seen that the total work done by the structure for an optimal solution is

decreasing as the number of design variables (and efficiency) increases. Since the work due to
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Figure 5.9: Pareto Front for k = 0.01 (Magnitude and leading edge suction constraint)
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Figure 5.10: Pareto Front for k = 0.25 (Magnitude and leading edge suction constraint)
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Figure 5.11: Pareto Front for k = 1 (Magnitude and leading edge suction constraint)
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Figure 5.12: Pareto Front for k = 4 (Magnitude and leading edge suction constraint)
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Figure 5.13: Stroke-averaged work for T = Th0 at k = 4

thrust must remain the same to maintain the same value of thrust, the only way to increase

efficiency is to decrease the total work done by the structure. As a result, the magnitude of

work contributing to the wake decreases, which is expected based on conservation of energy,

Eq. 4.9. Therefore, it can be seen that to obtain maximum thrust at high efficiency, the total

work done by the structure must decrease if maintaining the same value of thrust is desired.

Figure 5.14 shows the maximum thrust achievable when the efficiency is constrained

to be 75% with no leading edge constraint. The magnitude of the thrust is less than the

maximum, but the percent increase by adding just one shape is quite significant. Likewise,

adding a third and fourth shape led to even more thrust. Constraining the efficiency to be

60%, 70%, 80% and 90% led to similar results.

Figure 5.15 shows the increase in maximum thrust at 75% efficiency when the leading

edge suction is constrained. The results are similar to the magnitude constraint only case.

There is no thrust due to pitch and plunge at 75% efficiency; it occurs at 50% efficiency.

However, thrust can be generated with 75% efficiency for three or more shapes. The addition

of h̄3 led to a significant increase in the maximum thrust, but adding h̄4 only increased the
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Figure 5.14: Thrust for η = 75% (Magnitude constraint)

thrust a minimal amount.

Figures 5.16 and 5.17 approach the problem from a different perspective. These figures

show the maximum efficiency for a desired value of thrust. This could be very useful from a

design perspective, showing the number of deformation shapes required to achieve the desired

efficiency for given required thrust. Figure 5.16 shows the efficiency for the case of required

thrust equal to half the thrust due to plunge only. The addition of deformation shapes leads

to a significant increase in the efficiency achievable. The largest increase in efficiency occurs

at low reduced frequencies.

As reduced frequency approaches zero, the efficiency approaches 100%. The efficiency

for plunge only is shown by Garrick[2] to be (F 2 + G2)/F . For reduced frequency of 0 the

efficiency of plunge is 100% while for large reduced frequencies it approaches 50%. The

efficiency for all shapes approaches 50% as well. This is more easily seen in the Pareto fronts

shown in Figures 5.5 through 5.12.

Figure 5.17 shows the efficiency for the case of leading edge suction constraint. Similar

to the magnitude only constraint, the addition of deformation shapes leads to an increase in
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Figure 5.15: Thrust for η = 75% (Magnitude and leading edge suction constraint)
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Figure 5.16: Efficiency for T = Th0/2 (Magnitude Constraint)
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Figure 5.17: Efficiency for T = Th0/2 (Magnitude and leading edge suction constraint)

efficiency. Similar to the increase in thrust by adding deformation shapes, the addition of

h̄3 leads to a significant increase in efficiency. However, the addition of h̄4 only leads to a

minimal increase in efficiency. At low reduced frequencies, the percent increase is quite large

because the efficiency of pitch and plunge only is 50%, and the maximum efficiency for zero

reduced frequency is 100%. As reduced frequency approaches infinity, the efficiency for all

shapes approaches 50%.

These multi-objective optimization results for thrust and efficiency show a very im-

portant result. Flapping wing MAV’s that require a specific value of thrust for flight can

increase the maximum achievable efficiency by allowing the wing to deform in more complex

shapes. In other words allowing a wing deforming in quadratic camber to also deform with

cubic and quartic camber can increase the efficiency given the correct magnitude and phase

of the additional deformation shapes. Likewise, if a specific value of efficiency is required for

flight, allowing the wing to deform in higher order camber shapes leads to more thrust.
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5.3 Airfoil Shape and Pressure Distribution for Maxi-

mum Thrust

The maximum thrust for situations where the magnitude of the motion is constrained and

where the leading edge suction is also constrained have been calculated. The shape of the

airfoil is also important to discuss. The magnitude constraint was applied to the root mean

square of the design variable. However, no constraint was placed on the gradient of the

pressure. If the maximum thrust requires a shape with very large changes in pressure, flow

separation will occur due to the large negative pressure gradient on the airfoil.
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Figure 5.18: Airfoil Shape for (k = 0.1) (Magnitude constraint)

Figures 5.18 and 5.19 show the airfoil deformation shape and pressure distribution

for maximum thrust at a reduced frequency of 0.1. The angle φ corresponds to the phase

of the motion relative to the plunge over one oscillation. Therefore eight different instances

of the airfoil shape are shown in each figure. The shape consists of mainly plunge with a

small amount of pitching and deformation. Therefore, the maximum thrust is generated

mostly by leading edge suction when only the magnitude of the motion is constrained. The
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Figure 5.19: Pressure Distribution for (k = 0.1) (Magnitude constraint)
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Figure 5.20: Airfoil Shape for (k = 0.1) (Magnitude and leading edge suction constraint)
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Figure 5.21: Pressure Distribution for (k = 0.1) (Magnitude and leading edge suction constraint)

pressure distribution shows that pressure approaches infinity at the leading edge and zero at

the trailing edge (Kutta condition). This value of pressure shows that there will be leading

edge separation, which violates the assumptions of the deformable thin airfoil theory.

However, Figures 5.20 and 5.21 show the deformation shape and pressure distribution

for the maximum thrust when the leading edge suction is constrained. The deformation

shape looks slightly different, but still consists of mainly plunge. This implies that the

motion in addition to plunge produces a leading edge vorticity which is equal and opposite

to the flow generated by plunge, while at the same time producing a thrust due to pressure.

The pressure difference at the leading edge is zero, which means that the motion required

to generate maximum thrust will not generate leading edge separation. However, there is

a large negative pressure gradient generated which could lead to separation away from the

leading edge. Accounting for this effect will require more advanced separation models.

Figures 5.22 through 5.25 show the same results for a high reduced frequency of 4.

The deformation shape for the motion constraint shows results similar to the case of the

reduced frequency of 0.1. However, the motion contains less plunge and more pitch and
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Figure 5.22: Airfoil Shape for (k = 4) (Magnitude constraint)

deformation. The phase of the pitch relative to the plunge is also different. This is a result

of the phase changes due to C(k) and k2 terms in the thrust which comes from the lag in

pressure and airfoil acceleration respectively. The airfoil shape for the case of both magnitude

and leading edge suction constrained contains much more deformation. Also, the phase of

the pitch motion relative to plunge is different. However, the pressure gradient is lower along

the airfoil as compared to the case of reduced frequency of 0.1 in both cases. This is an

interesting result because it shows that at larger reduced frequencies, there is a possibility

that separation may not occur over much of the airfoil during most of the oscillation. The

airfoil shape and pressure distribution results are similar when the efficiency is constrained

to higher values.

It was shown that by constraining the deformation magnitude, a maximum thrust

can be calculated. The maximum thrust increases by expanding the design space with more

deformation shapes. A second constraint was placed on the thrust efficiency to generate a

Pareto front for thrust and thrust efficiency. It was shown that adding higher order defor-

mation shapes to the design space leads to an increase in the maximum thrust for a given
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Figure 5.23: Pressure Distribution for (k = 4) (Magnitude constraint)
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Figure 5.24: Airfoil Shape for (k = 4) (Magnitude and leading edge suction constraint)

80



Chapter 5. Aerodynamic Optimization Results

−1 0 1
−40

−20

0

20

40

x

Δ 
p

 

 

φ
y
=0

φ
y
=π/4

φ
y
=π/2

φ
y
=3π/4

φ
y
=π

φ
y
=5π/4

φ
y
=3π/2

φ
y
=7π/4

Figure 5.25: Pressure Distribution for (k = 4) (Magnitude and leading edge suction constraint)

efficiency and increase of efficiency for a given thrust. At high reduced frequencies, the

Pareto fronts become like a bell shape, thus leading to very low maximum thrust, at high

efficiencies.

A third constraint was used to constrain the leading edge suction. This allowed for

the maximum thrust and efficiency to be found for a case where there was no leading edge

suction. It was shown that using this constraint forced the pressure difference to be zero at

the leading edge of the airfoil, ensuring no leading edge separation. Maximum thrust with

this constraint was found to be smaller than, but on the order of the thrust obtained without

this constraint.

The use of a magnitude constraint and a leading edge suction constraint gives re-

sults for flow situations which satisfy the assumptions used to derive the deformable thin

airfoil theory. The results presented thus provide detailed airfoil shapes required to generate

maximum thrust and efficiency for flapping wings without separation.

81



Chapter 6

Membrane Wing Aeroelasticity

The optimized wing deformation presented in Chapter 5 is a very useful design tool for MAV

wings. However, deformations are not prescribed, but a result of the flapping motion. Opti-

mizing the deformation shape only tells how the wing should deform to generate maximum

stroke-averaged thrust, not how the wing should be designed. Flapping wing MAVs have

thin lightweight wings, which behave as membranes. In a realistic system the properties of

the membrane itself are the design variables. Therefore the development and optimization of

the aeroelastic system is required to generate a feasible wing design. The aeroelastic system

is derived using the unsteady deformable thin airfoil theory as forcing in a membrane vibra-

tion problem. The aerodynamic model is only two dimensional, however using a strip theory

approximation, the the two dimensional forcing can be used in a three dimensional problem.

The following sections derive the aeroelastic membrane vibration problem in two dimensions

by assuming a modeshape in the spanwise direction and using a weighted residual method

to reduce the problem to a two dimensional problem similar to a string vibration situation.

6.1 General Equations for Membrane Vibration

Consider a membrane wing in an airflow as shown in Figure 6.1. The membrane can be

presstressed in spanwise, chordwise and shear directions. The deflection, W (X, Y, t), is the
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deformation which includes rigid body motion (pitch and plunge) along with the membrane

deformation. The aerodynamic forcing, ∆P (X, Y, t), is effective load due to prescribed rigid

body motion as well as membrane deformation. The equation of motion for this aeroelastic

system is given as,

∂

∂X

[
Sx(X, Y )

∂W (X, Y, t)

∂X

]
+

∂

∂X

[
Sxy(X, Y )

∂W (X, Y, t)

∂Y

]
+

∂

∂Y

[
Sxy(X, Y )

∂W (X, Y, t)

∂X

]
+

∂

∂Y

[
Sy(X, Y )

∂W (X, Y, t)

∂Y

]
+

∆P (X, Y, t) = ρw(X, Y )tw(X, Y )
∂2W (X, Y, t)

∂t2

(6.1)

where ρw(X, Y ) and tw(X, Y ) are the density and thickness of the membrane, and Sx(X, Y ),

Sy(X, Y ) and Sxy(X, Y ) are the normal and shear prestresses in the membrane. Eq. 6.1 is

subject to the boundary conditions and initial conditions given as,

W (X, 0, t) = 0 W (X, s, t) = 0 W (−b, Y, t) = 0 W (b, Y, t) = 0

W (X, Y, 0) = w0
∂W

∂t
(X, Y, 0) = v0

(6.2)

The change in pressure, ∆P (X, Y, t), can be calculated using a strip theory approx-

imation based on Eq. 3.37 from the two dimensional aerodynamic theory described in the

earlier section. The strip theory assumption neglects three dimensional aerodynamic effects

including interactions between various chordwise strips and tip effects.

Assuming there is no shear prestress, the chordwise prestress, Sx(X, Y ) is constant,

the spanwise prestress is only a function of chord location, X, and the wing density and

thickness are constant, the membrane vibration equation reduces to a much simpler form.

Sx
∂2W (X, Y, t)

∂X2
+ Sy(X)

∂2W (X, Y, t)

∂Y 2
+ ∆P (X, Y, t) = ρwtw

∂2W (X, Y, t)

∂t2
(6.3)
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Figure 6.1: Membrane wing in air

These assumptions were made to pose the membrane vibration problem as a real-

istic two dimensional problem. The shear prestress was ignored to simplify the problem.

The chordwise prestress would normally not vary with chord in a membrane. Varying the

chordwise prestress as a function of span is not helpful because the aerodynamics will be

approximated with strip theory. However, varying the spanwise prestress as a function of

chord would result in interesting vibration response in the chordwise direction.

6.2 Reduction of Membrane Vibration Theory to Two

Dimensions

The aeroelastic problem of Eq. 6.3 can be reduced to a much simpler form by assuming the

form of the vibration response in the spanwise direction. By making such an assumption, the

spanwise variable, Y , can be completely eliminated from the membrane problem. This will

reduce the three dimensional membrane aeroelasticity problem to a two dimensional problem

similar to string vibration.

Consider a wing with prescribed plunging and pitching. Let us discretize the mem-
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brane deformation in spanwise direction using sinusoids. Furthermore, let us assume that

only one spanwise shape is sufficient to represent the the spanwise deformation variation.

The assumed wing motion including rigid body motion can be represented in the following

form.

W (X, Y, t) = A0(t) + A1(t)X +WD(X, t) sin(
πY

s
) (6.4)

The aerodynamics from strip theory using this assumed modeshape will result in

∆P (X, Y, t) = ∆PR(X, t) + ∆PD(X, t) sin(
πY

s
) (6.5)

where ∆PD and ∆PR are the pressure due to airfoil deformation and rigid body motion

respectively.

Substituting the assumed solution and aerodynamics into the membrane vibration

problem results in

Sx sin(
πY

s
)
∂2WD(X, t)

∂X2
− π2

s2
Sy(X) sin(

πY

s
)WD(X, t) + ∆PD(X, t) sin(

πY

s
)+

∆PR(X, t) = ρwtw

(
∂2A0(t)

∂t2
+
∂2A1(t)

∂t2
X +

∂2WD(X, t)

∂t2
sin(

πY

s
)

) (6.6)

The spanwise variable can be eliminated using the weighted residual method. Using

the assumed spanwise modeshape as the weight and integrating over the span results in
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s∫
0

[
Sx sin(

πY

s
)
∂2WD(X, t)

∂X2
− π2

s2
Sy(X) sin(

πY

s
)WD(X, t)

+∆PD(X, t) sin(
πY

s
) + ∆PR(X, t)

]
sin(

πY

s
)dY

=

s∫
0

[
ρwtw

(
∂2A0

∂t2
+
∂2A1

∂t2
x+

∂2WD(X, t)

∂t2
sin(

πY

s
)

)]
sin(

πY

s
)dY

(6.7)

The resulting equation looks exactly like the string vibration equation with one extra

term.

Sx
∂2WD(X, t)

∂X2
−π

2

s2
Sy(X)WD(X, t) + ∆PD(X, t) +

4

π
∆PR(X, t)

= ρwtw
∂2WD(X, t)

∂t2
+

4ρwtw
π

(
∂2A0(t)

∂t2
+
∂2A1(t)

∂t2
X

) (6.8)

The reduced aeroelastic membrane equation can be further simplified by nondimen-

sionalizing. Making substitutions of X = xb, WD = wb, A0 = a0b, A1 = a1, τ = ωt,

∆P (x, k) = 1
2
ρau

2∆p(x, k)and dividing by ρwtwbω
2, the equation becomes

Sx
ρwtwb2ω2

∂2w(x, τ)

∂x2
− Sy(x)

ρwtws2ω2
π2w(x, τ) +

1/2ρau
2

ρwtwbω2
∆pD(x, τ)+

4

π

1/2ρau
2

ρwtwbω2
∆pR(x, τ) =

∂2w(x, τ)

∂τ 2
+

4

π

(
∂2a0(τ)

∂τ 2
+
∂2a1(τ)

∂τ 2
x

) (6.9)

Now assume that the prescribed motion is harmonic with the reference frequency, ω.

Since the problem is linear, the solution can be written
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w(x, τ) = w(x)eiτ

a0(τ) = ā0e
iωt = ā0e

iτ

a1(τ) = ā1e
iωt = ā1e

iτ

(6.10)

Now we can use the frequency domain aerodynamic model derived in the earlier section.

∆p(x, τ) = ∆p̄(x, k)eiτ (6.11)

Thus, the frequency-domain, nondimensional, aeroelastic membrane equation is

w̄ + qx
∂2w̄

∂x2
− π2qy(x)w̄ +

1

σk2
∆p̄D(x, k, w̄)

= − 4

π

(
1

σk2
∆p̄R(x, k, ā0, ā1) + ā0 + ā1x

) (6.12)

The nondimensional stiffness terms are

qx =
Sx

ρwtwb2ω2

qy(x) =
Sy(x)

ρwtws2ω2

(6.13)

which are related to the ratio of membrane natural frequencies to excitation frequency. For

example, for constant qy, we have ωmn

ω
= π

√
m2qx + n2qy, where ωmn are the natural fre-

quencies of a rectangular membrane.

σ is the mass ratio which is
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σ =
ρwtw

1/2ρab
(6.14)

It should noted that this mass ratio is a product of nondimensionalizing the derived

equations of motion. It is not the same mass ratio typically used in aeroelasticity. The

relationship between the membrane wing mass ratio used in this work and the classic mass

ratio is

σ = 2πµ (6.15)

where µ is the classic mass ratio.

6.3 Solution to Membrane Vibration Problem via the

Assumed Modes Method

The most convenient solution technique is the assumed modes method. The assumed modes

solution is

w(x, τ) =
N−1∑
l=2

zl(x)al(τ) (6.16)

where zl(x) are the assumed modeshapes, al(τ) are the magnitudes of each modeshape and

N is the total number of assumed modeshapes including the two rigid modes. The membrane

vibration problem now becomes
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N−1∑
l=2

zl(x)āl+qx

N−1∑
l=2

∂2zl(x)

∂x2
āl − π2qy(x)

N−1∑
l=2

zl(x)āl +
1

σk2
∆p̄D(x, k, āl)

= − 4

π

(
1

σk2
∆p̄R(x, k, ā0, ā1) + ā0 + ā1x

) (6.17)

Using the Galerkin method the continuous system can be reduced to a series of coupled

linear equations for N−2 assumed modeshapes. Using the assumed modeshape as the weight

and choosing a functional form of the normalized spanwise tension, qy(x), the equation can

be rewritten

([
M
]
−
[
K(qx, qy(x))

]
+

1

σk2

[
PD(k)

]){
ā
}

= − 4

π

(
1

σk2

[
PR(k)

]
+
[
FI

]){
ā
} (6.18)

where the mass, stiffness and inertial forces are

[
M
]

=

1∫
−1

zk(x)zl(x)dx

[
K
]

= −
1∫

−1

[
qx
∂2zl(x)

∂x2
zk(x)− qy(x)π2zk(x)zl(x)

]
dx

[
FI

]
=

1∫
−1

zl(x)zk(x)dx

(6.19)

where the indices range are 2 ≤ k ≤ N − 1, 2 ≤ l ≤ N − 1 and 0 ≤ m ≤ 1,
[
PD

]
and[

PR

]
give the generalized forces corresponding to the structural generalized coordinates due

to deformation and rigid body motion respectively.

The pressure difference, Eq. 3.37, was derived in the frequency domain using the
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Chebychev polynomials. However, these polynomials do not satisfy the boundary conditions

given in Eq. 6.2. For structural representation we could use sinusoids as assumed modes but

instead we use orthogonal polynomials which satisfy boundary conditions. Polynomials are

convenient because the basis functions from the aerodynamic theory are also polynomials

and an exact transformation between the two sets can be obtained.

6.4 Orthogonal Polynomials for Membrane Vibration

Problem

The set of assumed modes can be anything as long as they satisfy the boundary conditions

to the problem. A simple way to generate these is developing orthogonal polynomials that

satisfy the boundary conditions. The reduced membrane equation for two dimensions has

boundaries at −1 and 1. Therefore the first modeshape can be determined by

z2(x) = c2x
2 + c1x+ c0

z2(−1) = 0

z2(1) = 0

(6.20)

where the modeshape is denoted z2 because the first two shapes z0 and z1 are the rigid body

motion (plunge and pitch).

This gives a polynomial shape in terms of one coefficient, essentially a scaling factor.

Choosing this coefficient to be 1 is sufficient. The higher order modeshapes are found in the

exact same way, however an orthogonality condition is applied.

zi(x) =
i∑

m=0

cmx
m for i ≥ 3 (6.21)

(6.22)
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where,

zi(−1) = 0 zi(1) = 0

1∫
−1

zi(x)zj(x)dx = 0 for j < 1 & j > 1
(6.23)

The first three modeshapes are

z2 = x2 − 1

z3 = x3 − x

z4 = x4 − 8

7
x2 +

1

7

(6.24)

The transformation between the Chebychev polynomials and the orthogonal polyno-

mials for membrane vibration, Eq. 6.25 is

[
C
]

=



1 0 −1
2

0 − 3
56

0 1 0 −1
4

0

0 0 1
2

0 − 1
14

0 0 0 1
4

0

0 0 0 0 1
8


(6.25)

6.5 Generalized Force Matrices

Consider the aerodynamic theory where the generalized forces are calculated for generalized

coordinates corresponding to Chebychev polynomials, the corresponding hl’s, and reduced

frequency, k. The pressure difference Eq. 3.37 can be written in the form
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∆p̄(x, k) =
N−1∑
j=0

∆pj(x, k)h̄j (6.26)

Therefore the generalized forces for motion described by the Chebychev polynomials

are

{
P̄i

}
=

N−1∑
j=0

1∫
−1

∆pj(x, k)h̄jTi(x)dx =
[
P h(k)

]{
hj

}
(6.27)

where
[
P h

]
is a function of only reduced frequency.

Eq. 6.27 gives the generalized forces for generalized coordinates based on the Cheby-

chev polynomials. The structural equations require the generalized forces in terms of the

structural assumed modes, Eq. 6.24. Using the transformation Eq. 6.25, the generalized

force matrix corresponding to the membrane orthogonal polynomials is

[
P a

]
=
[
C
]T [

P h

] [
C
]

(6.28)

The aerodynamic matrices required for the analysis above are:

PD = P a
3−N,3−N

PR = P a
3−N,1−2

(6.29)
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Analytic Sensitivity Analysis

The convergence of gradient based optimization is significantly improved when the analytic

gradients of the objective function(s) and constraints are provided. Thus it is worth deriving

the sensitivity of the objectives and constraints with respect to the design space.

7.1 Sensitivity of Stroke-Averaged Thrust with Respect

to the Design Variables

The aeroelastic optimization problem is quite nonlinear, but analytic sensitivities can be

found and used in the gradient based optimization. Consider the complete membrane defor-

mation problem presented in Chapter 6. The magnitude of the membrane deformations can

be obtained from Eq. 6.18 and can be solved to give the deformation shape magnitudes

{
āl

}
= − 4

π

([
M
]
−
[
K(q)

]
+

1

σk2

[
PD(k)

])−1(
1

σk2

[
PR(k)

]
+
[
FI

]){
ām

}
(7.1)

These membrane deformation shape magnitudes can be transformed into the aero-

dynamic shapes with Eq. 6.25 and the stroke-averaged thrust can then be calculated with

Eq. 3.52. However, it can be seen that the design variables are included in the inverse of
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a matrix, making the derivatives quite long expressions. Therefore a different approach is

used. Taking the derivative of both sides of Eq. 6.18 results in

− ∂

∂q

([
K(q)

]){
āl

}
+

([
M
]
−
[
K(q)

]
+

1

σk2

[
PD(k)

]){∂āl
∂q

}
= 0 (7.2)

Therefore, the sensitivity of the membrane deformation shape magnitude with respect

to the design variables is

{
∂āl
∂q

}
=

([
M
]
−
[
K(q)

]
+

1

σk2

[
PD(k)

])−1
∂

∂q

([
K(q)

]){
āl

}
(7.3)

The sensitivity of average thrust with respect to the design variables is desired. There-

fore the sensitivity of the aerodynamic deformation shapes with respect to the membrane

deformation shapes as well as the sensitivity of the stroke-averaged thrust with respect to

the aerodynamic deformation shapes are required. The sensitivity of the aerodynamic shape

magnitudes with respect to the membrane shape magnitudes is Eq. 6.25. The sensitivity

of the stroke-averaged thrust with respect to the aerodynamic shape magnitudes is actually

two partial derivatives since the real function, Eq. 3.52, is being differentiated with respect

to the complex variable h. Thus, via the chain rule the sensitivity of the stroke-averaged

thrust with respect to the tension variables is

∂Tavg
∂q

=
∂Tavg
∂h

∂h

∂āl

∂āl
∂q

+
∂Tavg
∂h∗

∂h∗

∂ā∗l

∂ā∗l
∂q

(7.4)

where ()∗ represents to complex conjugate. The derivatives of the stroke-averaged thrust

with respect to h and h∗ are
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∂Tavg
∂h

=
πρau

2b

2

(
∂Tavg
∂hr

− i∂Tavg
∂hi

)
∂Tavg
∂h∗

=
πρau

2b

2

(
∂Tavg
∂hr

+ i
∂Tavg
∂hi

) (7.5)

where hr and hi are the real and imaginary components of the aerodynamic deformation

terms, h. The stroke-averaged thrust must be written in a real form to calculate the deriva-

tives required.

Tavg = πρau
2bRe

(
{hr + ihi} [Tr + iTi] {hr − ihi}T

)
(7.6)

where ()T is the non conjugate transpose. Expanding the expression and taking only the real

part results in

Tavg =
πρau

2b

2
({hr} [Tr] {hr}T + {hr} [Ti] {hi}T − {hi} [Ti] {hr}T + {hi} [Tr] {hi}T ) (7.7)

where Tr and Ti are the real and imaginary parts of TM . The derivatives of stroke-averaged

thrust with respect to the real and imaginary components of the airfoil deformation terms

are

∂Tavg
∂hr

=
πρau

2b

2

({
hr

}[
Tr

]
+
{
hr

}[
Tr

]T
+
{
hi

}[
Ti

]T
−
{
hi

}[
Ti

])
(7.8)

∂Tavg
∂hi

=
πρau

2b

2

({
hr

}[
Ti

]
−
{
hr

}[
Ti

]T
+
{
hi

}[
Tr

]T
+
{
hi

}[
Tr

])
(7.9)

The magnitude and phase of the pitch motion can also be a variable. Therefore the

sensitivity of the average thrust with respect to the real and imaginary parts of the pitch

motion are
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∂Tavg
∂a1Re

=
∂Tavg
∂h

∂h

∂āl

∂āl
∂a1

∂a1

∂a1Re

+
∂Tavg
∂h∗

∂h∗

∂ā∗l

∂ā∗l
∂a∗1

∂a1∗
∂a∗1Re

∂Tavg
∂a1Im

=
∂Tavg
∂h

∂h

∂āl

∂āl
∂a1

∂a1

∂a1Im

+
∂Tavg
∂h∗

∂h∗

∂ā∗l

∂ā∗l
∂a∗1

∂a1∗
∂a∗1Im

(7.10)

where ∂āl
∂a1

is the second column of ∂āl
∂ām

;

∂āl
∂ām

= − 4

π

([
M
]
−
[
K(q)

]
+

1

σk2

[
PD(k)

])−1(
1

σk2

[
PR(k)

]
+
[
FI

])
(7.11)

and since ā1 = a1Re
+ ia1Im

∂ā1

∂a1Re

=
∂ā1

∂a∗1Re

= 1

∂ā1

∂a1Im

= i

∂ā1

∂a∗1Im
= −i

(7.12)

Therefore, for the design vector x = {a1Re
a1Im q}, the sensitivity of stroke-averaged thrust

with respect to the design variables is

∂Tavg
∂x

=

{
∂Tavg
∂a1Re

∂Tavg
∂a1Im

∂Tavg
∂q

}
(7.13)

7.2 Sensitivity of Normalized Stroke-Averaged Thrust

with Respect to the Design Variables

The aeroelastic optimization problem has natural limitations on deformation due to the

structure itself. However, in order to compare with the aerodynamic theory it is necessary
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to optimize normalized thrust to compare with the aerodynamic optimization. Thrust is a

function of deformation squared and therefore an appropriate normalization would be

Tavgnorm =
Tavg

|{h}|2
(7.14)

Therefore the sensitivities of the normalized thrust function with respect to the design

variables require additional derivatives. The sensitivity of the normalized stroke-averaged

thrust with respect to the design variables can be expanded to

∂Tavgnorm
∂q

=
∂Tavg
∂q

1

|h|2
+ Tavg

∂

∂q

(
1

|h|2

)
(7.15)

The only term which has not been determined thus far is the derivative of the inverse of the

norm of h with respect to the design variables. Expanding with the product rule

∂

∂q

(
1

|h|2

)
=

∂

∂h

(
1

|h|2

)
∂h

∂ā

∂ā

∂q
+

∂

∂h∗

(
1

|h|2

)
∂h∗

∂ā∗
∂ā∗

∂q
(7.16)

The derivative of the inverse of the norm of h with respect to the real and imaginary parts

of h are

∂

∂hr

(
1

|h|2

)
= −

(
2hr
|h|4

)
∂

∂hi

(
1

|h|2

)
= −

(
2hi
|h|4

) (7.17)

and so the derivative of the inverse of the norm of h with respect to h and h∗ are
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∂

∂h

(
1

|h|2

)
=
πρau

2b

2

(
∂

∂hr

(
1

|h|2

)
− i ∂

∂hi

(
1

|h|2

))
∂

∂h∗

(
1

|h|2

)
=
πρau

2b

2

(
∂

∂hr

(
1

|h|2

)
+ i

∂

∂hi

(
1

|h|2

)) (7.18)

Thus giving sensitivity of the inverse of the norm of h with respect to the membrane tensions

can be calculated

∂

∂q

(
1

|h|2

)
=

∂

∂h

(
1

|h|2

)[
Cjl

] ∂ā
∂q

+
∂

∂h∗

(
1

|h|2

)[
Cjl

] ∂ā∗
∂q

(7.19)

Using Eq. 7.19 with Eqs. 7.20 and 7.16 will give the sensitivity of the normalized stroke-

averaged thrust with respect to the membrane tension variables.

The sensitivity of the normalized stroke-averaged thrust with respect to the pitch

terms is found in the same way and is

∂Tavgnorm
∂a1Re

=
∂Tavg
∂a1Re

1

|h|2
+ Tavg

∂

∂a1Re

(
1

|h|2

)
∂Tavgnorm
∂a1Im

=
∂Tavg
∂a1Im

1

|h|2
+ Tavg

∂

∂a1Im

(
1

|h|2

) (7.20)

meaning only the derivative of the inverse of the norm of h with respect to the membrane

tensions remains to be calculated, and can be expressed via the chain rule.

∂

∂a1Re

(
1

|h|2

)
=

∂

∂h

(
1

|h|2

)[
Cjl

] ∂ā
∂ā1

∂ā1

∂a1Re

+
∂

∂h∗

(
1

|h|2

)[
Cjl

] ∂ā∗
∂a∗1

∂ā∗1
∂a∗1Re

∂

∂a1Im

(
1

|h|2

)
=

∂

∂h

(
1

|h|2

)[
Cjl

] ∂ā
∂ā1

∂ā1

∂a1Im

+
∂

∂h∗

(
1

|h|2

)[
Cjl

] ∂ā∗
∂ā∗1

∂ā∗1
∂a∗1Im

(7.21)

Therefore, for the design vector x = {a1Re
a1Im q}, the sensitivity of normalized stroke-

averaged thrust with respect to the design variable is
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∂Tavgnorm
∂x

=

{
∂

∂a1Re

(
Tavg
|h|2

)
∂

∂a1Im

(
Tavg
|h|2

)
∂

∂q

(
Tavg
|h|2

)}
(7.22)

7.3 Sensitivity of Various Constraints with Respect to

the Design Variables

The sensitivity of the constraint functions with respect to the design variables can also be

calculated and are quite useful in improving convergence in gradient based optimization. A

total of four constraints have been applied to the aeroelastic optimization:

• Chordwise tension must be greater than zero

• Spanwise tension must everywhere be greater than zero

• The system must never enter aeroelastic divergence

• Propulsive efficiency constrained for epsilon-constraint multi-objective optimization

A constraint on flutter is not necessary when normalized thrust (thrust per unit

deformation) is being optimized. The thrust producing mode is a damped mode which

extracts energy from the wake and the structure to put into thrust, and will never produce

flutter[18].

7.3.1 Sensitivity of Chordwise and Spanwise Tension Constraints

with Respect to the Design Variables

The first constraint considered is the chordwise tension. The derivation of the optimization

problem presented in Chapter six assumes only one chordwise tension variable. Thus the

chordwise tension constraint, denoted c1, is expressed in a function form as
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c1(x) = q̄x > 0 (7.23)

Thus the gradient of the constrain is simply

∂c1

∂x
(x) = [0 0 1 0 0 0 0 0] (7.24)

for the full design space of x = {a1Re
a1Im q}. If the design space is smaller, the gradient is

the same as Eq. 7.24, just truncated (for a five variable design space, only the first five terms

in the gradient are needed).

The sensitivity of the spanwise tension function being everywhere greater than zero,

c2, requires a more rigorous derivation. The gradient will depend on how many variables are

in the design vector. The smallest design vector, three variables, contains only one tension

variable. Thus, the spanwise and chordwise tensions are equal making the constraint and

gradient

c2(x) = min (q̄y(x)) = q̄x > 0 (7.25)

∂c2

∂x
(x) = [0 0 1] (7.26)

When the design vector consists on four variables (two tension variables), the con-

straint and respective gradient become
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c2(x) = min (q̄y(x)) = q̄0 > 0 (7.27)

∂c2

∂x
(x) = [0 0 0 1] (7.28)

A design vector consisting of five design variables (three tension variables) is a situ-

ation where the spanwise tension can vary linearly with the chord. Therefore the constraint

function will have a minimum value at either the leading or trailing edge.

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1)] > 0 (7.29)

∂c2

∂x
(x) =[0 0 0 1 1], if min (q̄y(x)) = q̄y(1)

∂c2

∂x
(x) =[0 0 0 1 − 1], if min (q̄y(x)) = q̄y(−1)

(7.30)

A design vector consisting of six design variables (four tensions variables) is a situation

where the spanwise tension can vary quadratically with the chord. Therefore the constraint

function can have a minimum value at the leading edge, trailing edge or somewhere in

between. This requires the derivation of a function for the minimum value of q̄y(x). The

spanwise tension function for a design vector consisting of six design variables is q̄y(x) =

q̄y0 + q̄y1x+ q̄y2x
2. The minimum or maximum will occur at the value of this function where

it’s derivative is zero.
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q̄ymin = min (q̄y(x)) = q̄y0 −
q̄2
y1

2q̄y2

+
q̄2
y1

4q̄y2

(7.31)

However, this value may occur at a value of x that is not in −1 < +x <= 1, thus these

boundary points must be checked to see whether they are the minimum. Therefore two

situations exist to calculate the minimum value of q̄ymin.

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1) q̄ymin] > 0 if − 1 <= xmin <= 1

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1)] > 0 if −∞ < xmin < −1 or 1 < xmin <∞

(7.32)

Therefore there are three possibilities for the gradient. The gradient would be (i) if q̄ymin =

q̄y(1) and the minimum or maximum of q̄y(x) occurs in −∞ < xmin < −1 or 1 < xmin <∞.

The gradient would be (ii) if q̄ymin = q̄y(−1) and the minimum or maximum of q̄y(x) occurs

in −∞ < xmin < −1 or 1 < xmin < ∞. The gradient would be (iii) if the minimum or

maximum of q̄y(x) occurs in −1 <= xmin <= 1 and the value of q̄ymin is smaller than both

q̄y(1) and q̄y(−1).

(i)
∂c2

∂x
(x) = [0 0 0 1 1 1]

(ii)
∂c2

∂x
(x) = [0 0 0 1 − 1 1]

(iii)
∂c2

∂x
(x) =

[
0 0 0 1 − q̄y1

2q̄y2

q̄2
y1

4q̄2
y2

] (7.33)

A design vector consisting of seven or eight design variables (five or six tension vari-

ables) can be solved the same way as with six design variables. There are still three possibil-

ities for the value of q̄ymin; the leading edge, the trailing edge or in between. The difference

for seven and eight design variables, is that there is now a possibility of being two or three
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locations in −1 <= xmin <= 1 where a local minimum or maximum of q̄y can occur. And

so, just as with the six design variables, the local minima or maxima are found by solving

for the value(s) of x where the derivative of q̄y is zero. However, this requires solving a

quadratic (seven design variables) or cubic (eight design variables) polynomial, and could

result in complex roots.

q̄ymin = q̄y(xmin) (7.34)

where xmin is the solution to

∂

∂x
q̄y(x) = 0 (7.35)

The roots, and therefore the gradients are quite long and not shown, but they can be

calculated as described in Eqs. 7.34 and 7.35. The value of the constraint function for seven

variables is determined by

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1) q̄ymin1 q̄ymin2] > 0 if − 1 <= xmin <= 1

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1)] > 0 if −∞ < xmin < −1 or 1 < xmin <∞

(7.36)

where q̄ymin1 and q̄ymin2 are solutions to Eq. 7.34 in the case for seven design variables. The

value of the constraint function for seven variables is determined by

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1) q̄ymin1 q̄ymin2 q̄ymin3] > 0 if − 1 <= xmin <= 1

c2(x) = min (q̄y(x)) = min [q̄y(−1) q̄y(1)] > 0 if −∞ < xmin < −1 or 1 < xmin <∞

(7.37)
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where q̄ymin1, q̄ymin2 and q̄ymin3 are solutions to Eq. 7.34 in the case for eight design variables.

There are four possibilities for the gradient in the case of seven design variables. The

gradient would be (i) if q̄ymin = q̄y(1) and the minimum or maximum of q̄y(x) occurs in

−∞ < xmin < −1 or 1 < xmin < ∞. The gradient would be (ii) if q̄ymin = q̄y(−1) and the

minimum or maximum of q̄y(x) occurs in −∞ < xmin < −1 or 1 < xmin <∞. The gradient

would be (iii) if the minimum or maximum of q̄y(x) occurs in −1 <= xmin <= 1 and the

value of q̄ymin1 is smaller than q̄y(1), q̄y(−1) and q̄ymin2. The gradient would be (iv) if the

minimum or maximum of q̄y(x) occurs in −1 <= xmin <= 1 and the value of q̄ymin2 is smaller

than q̄y(1), q̄y(−1) and q̄ymin1.

(i)
∂c2

∂x
(x) = [0 0 0 1 1 1 1]

(ii)
∂c2

∂x
(x) = [0 0 0 1 − 1 1 − 1]

(iii)
∂c2

∂x
(x) =

[
0 0 0 1

∂qymin1

∂q̄y1

∂qymin1

∂q̄y2

∂qymin1

∂q̄y3

]
(iv)

∂c2

∂x
(x) =

[
0 0 0 1

∂qymin2

∂q̄y1

∂qymin1

∂q̄y2

∂qymin1

∂q̄y3

]
(7.38)

There are five possibilities for the gradient in the case of eight design variables. The

gradient would be (i) if q̄ymin = q̄y(1) and the minimum or maximum of q̄y(x) occurs in

−∞ < xmin < −1 or 1 < xmin < ∞. The gradient would be (ii) if q̄ymin = q̄y(−1) and the

minimum or maximum of q̄y(x) occurs in −∞ < xmin < −1 or 1 < xmin <∞. The gradient

would be (iii) if the minimum or maximum of q̄y(x) occurs in −1 <= xmin <= 1 and the

value of q̄ymin1 is smaller than q̄y(1), q̄y(−1), q̄ymin2 and q̄ymin3. The gradient would be (iv)

if the minimum or maximum of q̄y(x) occurs in −1 <= xmin <= 1 and the value of q̄ymin2 is

smaller than q̄y(1), q̄y(−1), q̄ymin1 and q̄ymin3. The gradient would be (v) if the minimum or

maximum of q̄y(x) occurs in −1 <= xmin <= 1 and the value of q̄ymin3 is smaller than q̄y(1),

q̄y(−1), q̄ymin1 and q̄ymin2.
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(i)
∂c2

∂x
(x) = [0 0 0 1 1 1 1 1]

(ii)
∂c2

∂x
(x) = [0 0 0 1 − 1 1 − 1 1]

(iii)
∂c2

∂x
(x) =

[
0 0 0 1

∂qymin1

∂q̄y1

∂qymin1

∂q̄y2

∂qymin1

∂q̄y3

∂qymin1

∂q̄y4

]
(iv)

∂c2

∂x
(x) =

[
0 0 0 1

∂qymin2

∂q̄y1

∂qymin2

∂q̄y2

∂qymin2

∂q̄y3

∂qymin2

∂q̄y4

]
(v)

∂c2

∂x
(x) =

[
0 0 0 1

∂qymin3

∂q̄y1

∂qymin3

∂q̄y2

∂qymin3

∂q̄y3

∂qymin3

∂q̄y4

]
(7.39)

7.3.2 Sensitivity of Divergence Constraint with Respect to the

Design Variables

Constraining the tension to be greater than zero is not sufficient enough to ensure that

aeroelastic divergence will not occur. A constraint needs to be placed on the aeroelastic

stiffness such that it is always positive definite. The aeroelastic stiffness can be expressed in

terms of an alternate nondimensionalized variable, q̃

[
K(q)

]
− 1

σk2

[
PD

]
(7.40)

where q̃ is

q̃ = q̄σk2 (7.41)

The aeroelastic stiffness is now

([
K(q̃)

]
−
[
PD

])∣∣∣
k=0

(7.42)
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A three degree of freedom system will have three divergent modes. However, only the

mode which diverges at lowest velocity or highest stiffness is critical. The stiffness at which

the smallest eigenvalue of the aeroelastic stiffness matrix becomes negative is the stiffness

where divergence will occur. The divergence constraint is

c3(x) = min (Re (λKaero)) > 0 (7.43)

where λKaero are the eigenvalues of the aeroelastic stiffness. The sensitivity of eigenvalues

with respect to the design variables is given in Haftka and Gürdal[57].

∂λKaero

∂x
=
uT ∂K

∂x
v

uTv
(7.44)

where u and v are the left and right eigenvectors respectively. Thus, the sensitivity of the

real part of the minimum eigenvalue is

∂c3

∂x
(x) = Re

(
uTmin

∂K
∂x
vmin

uTminvmin

)
(7.45)

7.3.3 Sensitivity of the Efficiency Constraint with Respect to the

Design Variables

The multi-objective optimization requires the propulsive efficiency be constrained to generate

the Pareto front. The efficiency constraint expressed in the complex form of the airfoil motion

is
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c4(x) = Tavg−ηrefWavg =

1

2
Re
(
{h} [TM ] {h}T

)
− ηref

1

2
Re
(
{h} [WM ] {h}T

)
= 0

(7.46)

where ()T is the conjugate transpose. Therefore, the gradient of this constraint is

∂c4

∂x
(x) =

∂Tavg
∂x

− ηref
∂Wavg

∂x
(7.47)

where the sensitivity of stroke-averaged thrust is derived in Section 7.1 and detailed in Eqs. 7.3

through 7.13. The complex form of the work done by the structure is the exact same form as

the stroke-averaged thrust and is computed the same way using the matrix WM rather than

TM .

These sensitives utilized in gradient based optimization will ensure convergence to a

solution, but not necessarily the global optimum. Furthermore, the speed of convergence will

be improved.
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Aeroelastic Tailoring Results

This chapter presents optimization results of the aeroelastic system for maximum thrust,

maximum normalized thrust and thrust efficiency. The optimization is constrained such that

the spanwise and chordwise tension are everywhere positive and aeroelastic divergence does

not occur. Optimization for maximum thrust is performed on a one degree of freedom system,

for purposes of showing the physics of the system; and a three degree of freedom system. The

normalized stroke-averaged thrust optimization was performed for a three degree of freedom

system.

All results shown in this chapter were generated in MATLAB using the gradient based

optimization function fmincon while using the analytic sensitivities presented in Chapter 7.

Some results were generated using the genetic algorithm ga to obtain points which gradient

based optimization was unable to find. The multi-objective optimization was done via the

ε-constraint method.
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8.1 Aeroelastic Tailoring for Maximum Thrust of a

Plunging Membrane Wing

8.1.1 Analysis and Optimization of a One Degree of Freedom Mem-

brane Wing

The system of equations in Eq. 6.18 provides the basis for optimization of the aeroelastic

system for any number of assumed mode shapes and any functional form of the spanwise

tension. However, much can be learned from a simpler 1 degree of freedom model. Assuming a

rigid body motion consisting of only plunge and the membrane vibrating in the first assumed

mode, a2, the aeroelastic system reduces to a single equation for the complex magnitude of

the deformation.

ā2 = − 4

π

1
σk2
PR + FI

M −K + 1
σk2
PD

ā0 (8.1)

where the stiffness, K, contains tension terms, qx and qy(x), M is the normalized mass term

and FI is the inertial force term. The aerodynamic term, PD is the nodal force due to ā2 in

the ā2 direction and PR is the nodal force due to ā0 in the ā2 direction.

Eq. 8.1 gives the complex magnitude of the deformation for a prescribed plunging

motion at a specific reduced frequency and mass ratio. Using the plunge and deformation

information with Eq. 6.25 will give the complex magnitude of the motion in terms of the

aerodynamic deformation shapes. This information can be used in Eq. 3.52 to obtain the

average thrust for the aeroelastic system. Therefore specifying a rigid body motion, reduced

frequency and mass ratio will pose the optimization problem where stiffness is the design

variable.

Consider a case where the spanwise tension in the membrane is also constant, Sy(X) =

Sy0 or qy(x) = qy0 . The parameters for this system are found in Eq. 6.19 and Eq. 6.29.

109



Chapter 8. Aeroelastic Tailoring Results

K =
8

3
qx +

16

15
qy0

M =
16

15

FI =
4

3

PD =
π

6

(
6 + 6C(k)(2− ik) + 7k2

)
PR =

π

2
k (4iC(k)− 3k)

(8.2)

The problem is constrained such that spanwise, Eq. 7.25 and chordwise, Eq. 7.23

tension are everywhere positive and the stiffness is large enough such that aeroelastic diver-

gence will not occur, Eq. 7.43. We can rewrite the nondimensional stiffness in terms of the

alternate nondimensional variables, q̃ shown in Eq. 7.41.

K =
1

σk2

(
8

3
q̃x +

16

15
q̃y0

)
(8.3)

where

q̃x =
Sx

1
2
ρau2b

q̃y0 =
Sy0b

1
2
ρau2s2

(8.4)

Figures 8.1 and 8.2 show the effect of stiffness on the stroke-averaged thrust for a

deformable wing in unit harmonic plunging. The added grid line above zero in Figure 8.1

represents 1. As expected, the stiffness has a significant influence on the thrust generated by

the membrane wing. Typically the thrust generated by the flexible membrane wing has large

changes below the divergence stiffness. Above the divergence stiffness, though, the thrust

typically increases starting from negative values to peak at values in excess of the rigid
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Figure 8.1: Effect of stiffness on average thrust for k = 0.25 (1 degree of freedom)
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Figure 8.2: Effect of stiffness on average thrust for σ = 5 (1 degree of freedom)
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Figure 8.3: Maximum thrust as a function of reduced frequency (1 degree of freedom)
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Figure 8.4: Stiffness for maximum thrust (1 degree of freedom)
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wing thrust. Then as the stiffness further increases, the thrust generated asymptotically

approaches the rigid wing results. For all cases, one can choose a range of stiffness for

which the flexible wing outperforms the rigid wing. Figure 8.1 shows that for a given mass

ratio the results change significantly with reduced frequencies. Figure 8.2 shows that for a

given reduced frequency, the results do not change as much with mass ratio. The stiffness is

comprised of parts due to the chordwise tension and spanwise tension as shown in Eq. 8.2.

Stiffness is a scalar for the 1 degree of freedom system, and so performing a multivariable

optimization is redundant. However, this does show that any combination of spanwise and

chordwise tensions in the form of Eq. 8.2 that produce the stiffness equal to the value required

for maximum thrust is a viable design solution.

The maximum thrust as a function of reduced frequency for various values of mass

ratios is given in Figure 8.3. The corresponding stiffnesses are plotted in Figure 8.4. The

optimization routine, fmincon in MATLAB was used to generate the results. It can be seen

that a flexible wing can always be designed to yield a larger thrust as compared to a rigid

wing in a unit harmonic plunging motion. For a given mass ratio, there is a specific reduced

frequency at which the increase in thrust is a minimum with the increase being high for both

low and high reduced frequencies. Increasing frequency for a specific mass will make the

added mass component of the aerodynamics larger, which leads to a larger deformation and

therefore a larger thrust. However, decreasing the frequency leads to the maximum thrust

occurring at a lower stiffness because the wing is more compliant. As reduced frequency

approaches zero, the stiffness for maximum thrust approaches the stiffness, which will lead

to divergence, which leads to the larger increase of thrust over the rigid body case.

Increasing the mass ratio also changes the maximum average thrust. A heavier wing

will lead to more thrust than a lighter one when a unit plunge is prescribed, which was also

shown by Pederzani and Haj-Hariri[45] for a viscous flow. This is due to the inertial effects of

the wing itself. A heavier wing will deform more, increasing the magnitude of deformation,

which will then increase the maximum thrust.

The one degree of freedom case described above provides a very useful approximation
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for tensions required in a membrane wing such that maximum thrust can be generated when

flapping. However, the actual wing will deform in higher modes as well and the thrust can

be accurately captured only if more degrees of freedom are considered. Furthermore, more

degrees of freedom leads to a stiffness matrix with multiple stiffness numbers which can be

tailored. This is achieved by having a nonuniform spanwise tension.

8.1.2 Analysis and Optimization of a Three Degree of Freedom

Membrane Wing

The one degree of freedom results show much insight into the physics of the aeroelastic

system. However, realistic systems will vibrate in more than one degree of freedom. Consider

a three degree of freedom system. The mass, stiffness and forcing matrices are determined

from Eq. 6.19. The deformations are


ā2

ā3

ā4

 = − 4

π

([
M
]
−
[
K
]

+
1

σk2

[
PD

])−1(
1

σk2

[
PR

]
+
[
FI

])ā0

ā1

 (8.5)

The stiffness matrix is a function of both the chordwise tension, qx, and the spanwise tension,

qy(x).

Three Degree of Freedom System with One Design Variable

Consider a case where the spanwise tension is a constant and is equal to the chordwise

tension. The resulting optimization problem will be a three degree of freedom system with a

one variable design space. As with the one degree of freedom system, constraints are placed

on the spanwise tension, chordwise tension and aeroelastic stiffness.

Figures 8.5 and 8.6 show the stroke-averaged thrust of the three degree of freedom

case as a function of the tension variable qx = qy0 for two sets of parameters. The results
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Figure 8.5: Effect of stiffness on average thrust for k = 0.5 and σ = 5 (3 degrees of freedom)
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Figure 8.6: Effect of stiffness on average thrust for k = 0.25 and σ = 1 (3 degrees of freedom)

115



Chapter 8. Aeroelastic Tailoring Results

0 0.2 0.4 0.6 0.8 1
1

1.5

2

2.5

3

k

T
m

ax
/T

h 0

 

 

σ=0.5
σ=1
σ=5
σ=10

Figure 8.7: Maximum thrust for a 3 degree of freedom system using a single design variable

are compared to the one degree of freedom case. It can be seen that a more accurate model

including more than one degree of freedom results in different thrust values. The divergence

stiffness for the two models are close. The results for the thrust are close for stiffness much

above the divergence stiffness but the results below divergence stiffness are very different.

This is expected as a 3 degree of freedom system is likely to have 2 more lower divergence

stiffnesses and associated dynamics.

Figure 8.7 shows the maximum stroke-averaged thrust as a function of reduced fre-

quency. As with the one degree of freedom system, the maximum thrust increases with an

increase and a decrease in reduced frequency from a minimum value. Also higher mass ratios

lead to higher improvement in performance of the optimized flexible wing. Figure 8.8 shows

a comparison of the one degree of freedom and three degree of freedom systems at a low and

high value of mass ratio. Again we see that the one degree of freedom system captures the

trend accurately but is different than the three degree of freedom model sometimes by up

to 15%. The optimal three degree of freedom flexible wing seems to generate more than or

close to the same thrust as an optimal one degree of freedom flexible wing.
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Figure 8.8: Difference in results between the 3 degree of freedom system and 1 degree of freedom
system

Increasing the number of degrees of freedom of the system does not change the system

such that it can be tailored for more thrust. It simply models the physics of the system more

accurately. The only way to achieve larger thrust is by expanding the design space by having

the spanwise tension take a more general form.

Three Degree of Freedom System with Multiple Design Variables

Let us represent the nondimensional tension, qy(x), is terms of a polynomial expansion with

qy(x) =
M∑
i=0

qyix
i = qy0 + qy1x+ qy2x+ · · ·+ qyNx

M (8.6)

The optimization problem now has N + 2 design variables. The stiffness matrix is

a function of these design variables. However, for the three degree of freedom system the

stiffness matrix can only have six independent terms due to symmetry. Therefore having
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Figure 8.9: Improvement of maximum thrust with 2 design variables for a 3 DOF system

more than six design variables is redundant. The largest feasible design space for the three

degree of freedom system is qx, qy0 , qy1 , qy2 , qy3 and qy4 .

Consider the two design variable case where the spanwise and chordwise tensions

are constant, but are not required to be equal to each other. During studies of the two

variable problem it was found that multiple maxima existed and the optima calculated was

dependent on the initial guess provided. Figure 8.9 shows the improvement in optimal

thrust by expanding the design space from one to two variables. The results presented use

the optimal but equal tensions from the one design variable case as the starting point for the

optimization. This always leads to improvement in thrust performance. However, there is no

guarantee that the solution is the global maximum. The two design variable system shows

improvement over the one design variable system for both a small and large mass ratios

over a range of reduced frequency. Therefore allowing the membrane wing to have different

tensions in the spanwise and chordwise directions allows for the structure to be tailored so

that more thrust can be produced during pure plunging.

Finally, consider a third case with three design variables, qx, qy0 and qy1 . The de-
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Figure 8.10: Improvement of maximum thrust with 3 design variables for a 3 degree of freedom
system for σ = 1

sign space for the three variable system allows for a linear variation in the spanwise tension.

Figures 8.10 and 8.11 show the optimized stroke-averaged thrust and corresponding nondi-

mensional spanwise tension at various reduced frequencies. Expanding the design space to

have linear spanwise tension variation along the chord significantly increases the amount

of thrust possible for an airfoil undergoing unit plunge. This improvement is very large at

higher reduced frequencies. The majority of the thrust is coming from near the leading edge

of the airfoil. The optimum tension is a linear function with the tension equal to zero at the

leading edge which allows the deflection to be larger there. The large deflection rotates the

pressure difference normal at the surface toward the free stream direction. This provides a

large contribution to thrust from the pressure difference across the airfoil which is added to

the leading edge suction thrust from the plunging.

At low reduced frequencies the optimal spanwise tension function for maximum thrust

is not zero at the leading edge. Further investigation using different initial guesses resulted

in convergence to multiple maxima. Therefore, there is the possibility that the solution at
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Figure 8.11: Spanwise tension for maximum thrust of a 3 design variable, 3 degree of freedom system
for σ = 1

low reduced frequencies is not a maximum in the region of the solution at higher frequencies.

Figure 8.10 shows a very large increase in maximum thrust as a function of reduced

frequency. Continuing to optimize for high values of reduced frequency results in an expo-

nential increase in maximum thrust, which violates the assumption of small deformations

used in the derivation of the thin airfoil theory. Thus, an explanation of this increase in

thrust is required, as well as the addition of a motion constraint or modification of the ob-

jective function is required in order to generate meaningful results within the bounds of the

aerodynamic model.

8.1.3 Investigation of Exponential Increase in Thrust

One possible reason for an exponential harmonic deformation is that the system is becoming

dynamically unstable. Therefore the possibility of flutter must be investigated. Flutter has

been ignored as a problem thus far because Patil was able to show that conservation of energy

dictates energy must be taken from the wake and the structure and contribute to thrust in a
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Figure 8.12: Magnitude of deformation required for maximum thrust with 3 design variables for
σ = 1

system that is producing thrust[18]. Therefore, the maximum thrust, if positive, would not

correspond to a system which is fluttering. Figure 8.12 shows the norm of the deformation

vector as a function of reduced frequency for a unit mass ratio for the three tension variable

case shown in Figure 8.10.

It can be seen that the norm of the magnitude of deformation is increasing at the

same rate as the stroke-averaged thrust and appears to have a maximum around a reduced

frequency of k ≈ 1.05. The stroke-averaged thrust per unit deformation, shown in Figure 8.13

is a better method of observing the behavior of the system at this point. The thrust per unit

deformation is approaching zero at k ≈ 1.05. It is also seen that the solution jumps from one

maximum to another, which was deemed possible when optimizing with one design variable.

This confirms the existence of multiple maxima. Nonetheless, it can be deduced that at

the specific combination of reduced frequency and mass ratio, the system is approaching the

flutter instability.

A dynamic system that is fluttering will have a zero real part of the determinate[54].
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Figure 8.13: Maximum thrust normalized by the deformation with 3 design variables for σ = 1

Figure 8.14 shows the real and imaginary components the determinate of the system as a

function of reduced frequency, and it can be seen that it approaches zero as reduced frequency

approaches k ≈ 1.05. Therefore, it can be deduced that the reason for the exponential

increase in maximum thrust for a unit mass ratio is a result of the aeroelastic system becoming

dynamically unstable due to flutter.

It has been shown that unlike the aerodynamic system, the aeroelastic system is

naturally bounded and has an optimum that is not infinity. However, the maximum stroke-

averaged thrust results in a design which has very large deformations at certain values of

reduced frequency due to approaching the flutter instability. These results also violate the

assumption of small deformations, which is the reason for the magnitude constraint in the

aerodynamic optimization. Thus, the deformation should be constrained to a specific value,

as with the aerodynamic optimization or one could just refine the objective function to

normalized stroke-averaged thrust (thrust per unit deformation), which essentially creates a

unit deformation constraint.
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Figure 8.14: Determinate of the aeroelastic system with 3 design variables for σ = 1

8.2 Aeroelastic Tailoring for Maximum Normalized Thrust

of a Pitching and Plunging Membrane Wing

Thrust optimization where the motion was unrestricted resulted in the optimization tending

toward flutter. Therefore the normalized thrust was optimized. The optimization was subject

to the constraints that the chordwise tension distribution was greater than zero, the spanwise

tension distribution was everywhere greater than zero and the aeroelastic stiffness was greater

than zero. Optimization was performed for three to eight design variables given a unit plunge

motion. Table 8.1 shows the design vector for a given number of design variables. The three

design variable optimization consists of one tension variable, meaning the tension is the same

spanwise and chordwise, and two variables for the magnitude and phase of pitch relative to

plunge. Increasing the design space to eight variables allows the tension to take a more

general form.

Figure 8.15 shows the improvement of maximum thrust over unit plunging as a func-

tion of reduced frequency for a unit mass ratio as the design space increases. The aerodynamic
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Number of variables Design vector
3 Design variables {a1Re a1Im qx}
4 Design variables {a1Re a1Im qx qy0}
5 Design variables {a1Re a1Im qx qy0 qy1}
6 Design variables {a1Re a1Im qx qy0 qy1 qy2}
7 Design variables {a1Re a1Im qx qy0 qy1 qy2 qy3}
8 Design variables {a1Re a1Im qx qy0 qy1 qy2 qy3 qy4}

Table 8.1: Design vector for different numbers of design variables

optimization lines for the rigid body motion case and five (two rigid body shapes and three

deformations) calculated in Chapter 4 are shown as well.
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Figure 8.15: Maximum Thrust (σ = 1)

As expected, designing a flexible membrane wing results in more thrust as compared

to rigid body motion. This is a very useful result because realistic wings will deform naturally

as a result of aerodynamic and inertial forces; and so designing the wing to take advantage
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of the deformation is essential. Continuing to allow the tension to take a more general form

results in an increase in maximum thrust, as expected. The aerodynamic optimization for

five shapes (three degrees of freedom in deformation) is the absolute best possible result

that the aeroelastic optimization can generate with the three degrees of freedom. This is

because the aerodynamic optimization assumes the shapes can be prescribed, when they are

not. Designing the wing to deform in the mode that produces the shape for maximum thrust

found in the aerodynamic optimization is the best solution possible. It can be seen that

optimizing with only six tension variables can reach thrust very close to that obtained by

the aerodynamic optimization with prescribed deformation.

Realistic MAVs will likely not have a unit mass ratio. Thus, results are presented for

mass ratios that represent typical bird wings. Experimental work by Van Den Berg[58] on

various bird and bat wings shows mass ratios range from σ = 15 to nearly σ = 150 with an

average of around σ = 40. The percent increase in maximum thrust over plunge for mass

ratios of 15, 40 and 150 are shown below in Figures 8.16 through 8.18.

The larger mass ratio corresponds to a wing that is significantly heavier than the

surrounding air. Thus, the inertia of the wing will lead to larger deformation in a membrane

undergoing unit plunging. This is reflected in the results. Allowing the rigid wing to deform

with only 1 tension variable yields a significant increase in maximum thrust. Allowing the

tension to be different in the spanwise and chordwise directions results in an increase in

maximum thrust that is nearly as good as the aerodynamic optimum. Further increases in

thrust are achievable by adding more tension terms, however the increase is very small.

Another interesting result is that the effect of mass ratio appears to be quite insignif-

icant at values where the wing is far heavier than the air. It can be seen that Figures 8.16

through 8.18 appear very similar. As mass ratio increases the maximum thrust increases as

well, but by a very small amount. Therefore heavier wings are capable of producing values

of thrust closer to the aerodynamic optimum than lighter ones. An alternate way of looking

at this is that a smaller design space (or less complex structure) is required for a heavy wing

to achieve the aerodynamic optimum.
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Figure 8.16: Maximum Thrust (σ = 15)

A very large range of reduced frequencies has been shown, however flapping wing

MAV’s will not fly over the entire range of frequency shown, but in the regime of bird flight.

Observation of bird flight has shown the typical regime of reduced frequency to be k = 0.2

through k = 0.4. Thus, the percent increase in maximum thrust over plunge for a deformable

membrane wing undergoing unit plunging for the bird flight regime at the average mass ratio

of σ = 40 is shown in Figure 8.19.

These results are quite useful because they show that if a wing that generates the

maximum thrust possible is desired, a complex design is not needed. Most of the thrust

can be generated by choosing the correct value of spanwise and chordwise tension. However,

the maximum thrust is not always the desired result. Flapping wing MAVs are very small

and must carry the energy required for flight on board, most likely in a battery. Propulsive
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Figure 8.17: Maximum Thrust (σ = 40)

efficiency of the wing is just as important to MAV flight as the thrust producing capability.

The following section investigates the multi-objective optimization for stroke-averaged thrust

and propulsive efficiency.
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Figure 8.18: Maximum Thrust (σ = 150)
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Figure 8.19: Maximum Thrust (σ = 40)
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8.3 Aeroelastic Tailoring for Maximum Normalized Thrust

and Propulsive Efficiency

The maximum stroke-averaged thrust that can be produced by a deformable membrane wing

occurs at a propulsive efficiency of around 50% as seen in Figures Figures 8.20 through 8.22.

In MAV flight a higher efficiency is desired. As with the aerodynamic optimization, a Pareto

front for the coefficient of stroke-averaged, CT , thrust and propulsive efficiency, η, can be

generated. Thus the maximum stroke-averaged thrust at various values of efficiency can be

determined. Figures 8.20 through 8.22 show Pareto fronts for the multi-objective aeroelastic

optimization of stroke-averaged thrust and propulsive efficiency. Results are shown for the

bird flight regime; a mass ratio of σ = 40 and the lower bound, upper bound and average

reduced frequency, k = 0.2, k = 0.4 and k = 0.3 respectively. The aerodynamic optimization

for rigid body motion and three degrees of freedom of deformation are also shown.

It can be seen at all three values of reduced frequency that there is significant im-

provement in maximum stroke-averaged thrust with only one tension variable at lower values

of propulsive efficiency (50% − 65%). Allowing the tension in the spanwise and chordwise

directions to be different values (two tension variables) results in a stroke-averaged thrust

very close to the aerodynamic optimum at lower values of propulsive efficiency.

At higher values of propulsive efficiency it can be seen that there is some improvement

over the rigid body optimization by allowing the wing to deform with one tension variable.

Increasing the the design space further results in a very small increase in stroke-averaged

thrust. This shows that designing the wing with just two tension variables yields a result

close to the maximum achievable stroke-averaged thrust and a far more general structure

with six tension variables may not be needed.

It is likely that the current aeroelastic system, when being constrained to have such

a high value of propulsive efficiency cannot yield a stroke-averaged thrust much higher than

the rigid body optimum. The design is based on passive deformation and thus large thrust

at high efficiencies may be unobtainable.
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Figure 8.20: Pareto front (k = 0.2 and σ = 40)

The design of a flapping membrane wing that produces maximum stroke-averaged

thrust is useful, however higher propulsive efficiency is also desired. Another way of looking at

these results is seeing how the maximum thrust changes as a function of frequency for various

values of propulsive efficiency. Figures 8.23 and 8.24 show the fractional improvement of

maximum stroke-averaged thrust over plunging for situations where the propulsive efficiency

is restricted to 60% and 70% respectively. Note that thrust due to plunging occurs at one

value of efficiency which is dependent on the reduced frequency. Results are presented in this

manner to show that situations exist where constraining the propulsive efficiency to be so

high results in a maximum stroke-averaged thrust that is lower than thrust due to plunging.

It can be seen from Figure 8.23 that allowing the wing to deform with just one tension

variable makes it capable of producing over half the aerodynamic optimum at 60% efficiency.
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Figure 8.21: Pareto front (k = 0.3 and σ = 40)

Allowing the tension to take a more general form continues to increase the maximum stroke-

averaged thrust to within 95% of the aerodynamic optimum, which was also seen in Figures

8.20 through 8.22.

Figure 8.24 shows similar results for a case when the propulsive efficiency is con-

strained to be 70%. However at the higher values of propulsive efficiency, a larger design

space is needed to obtain a maximum stroke-averaged thrust close to the aerodynamic op-

timum. At this value of propulsive efficiency, the maximum possible stroke-averaged thrust

with the full design space is not as close to the aerodynamic optimum as with 60% efficiency.

This is expected from observation of the Pareto fronts. In both figures, the five variable op-

timum (green line) gives very little improvement over the four variable optimum (red line).

The difference is so small that it cannot be seen on the figure; the green line simply covers
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Figure 8.22: Pareto front (k = 0.4 and σ = 40)

the red line. Constraining the efficiency to be higher results in situations where the maxi-

mum stroke-averaged thrust is less than thrust due to plunging. However, this does show

that a plunging membrane wing can not only be tailored to increase the thrust producing

capability, but also be tailored to increase the efficiency while maintaining the same amount

of thrust as plunging.
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Figure 8.23: Maximum thrust at 60% Efficiency (σ = 40)
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Figure 8.24: Maximum thrust at 70% Efficiency (σ = 40)
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8.4 Optimal Design for Various Cases

The maximum stroke-averaged thrust and propulsive efficiency for MAV membrane wings

operating in the regime of bird flight have been found and presented. This section shows

the design of the structure required to achieve these optimal flight characteristics. The

optimal membrane design for six tension variables and two pitch variables is shown for the

lower bound, average, and upper bound reduced frequencies of the bird flight regime at the

average mass ratio of σ = 40. These results are shown for the maximum thrust case as well

as the maximum thrust at 60% and 70% efficiency. Higher propulsive efficiencies are not

considered because maximum stroke-averaged thrust is low at high propulsive efficiency. As

stated previously, the effect of mass ratio on the optimum is quite small and so bird wings

outside of the average will have very similar solutions.

Figures 8.25 through 8.27 show spanwise tension function for the full design space at

conditions for maximum stroke-averaged thrust, 60% efficiency and 70% efficiency. Results

are presented for the lower bound, average and upper bound reduced frequencies of bird

flight, k = 0.2, k = 0.3 and k = 0.4. The chordwise tension is given in the legend.

The figures show the nondimesnional spanwise tension multiplied by the mass ratio

and square of the reduced frequency. This was done for comparison purposes because the

nondimensional tension terms contain σk2 in the denominator. As expected the tension

for the optimal design grows larger with reduced frequency. Faster oscillation will result

in larger apparent mass terms and thus a larger tension is required to maintain a unit

deformation. The shapes of the spanwise tension function for maximum stroke-averaged

thrust and maximum stroke-averaged thrust at 60% efficiency look nearly the same, however

they are sligtly different. Furthermore, it appears that the spanwise tension constraint is

active. Further inspection of the plots show that the constraint is actually inactive. The

spanwise tension at the trailing edge for these cases is on the order 1e-1. The constraint

tolerance chosen during optimzation was 1e-10, thus the solution is converged to an optimum

without an active inequality. However, it can be seen that the chordwise tension constraint

is active for the maximum thrust case at a reduced frequency of k = 0.4.
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Figure 8.25: Spanwise tension for maximum thrust σ = 40

The optimal design for maximum stroke-averaged thrust at 70% efficiency looks quite

different than the design for maximum thrust and 60% efficiency. Investigation of the results

has shown that multiple local optima exist for this system and the use of gradient based

optimization is not guaranteed to give the global optimum. It appears that the optimal

design found for 70% efficiency has either jumped to a different, still feasible, solution or

the optimal peak which existed for lower efficiencies does not exist for such high efficiencies.

In other words the efficiency constraint may have removed that local maximum from the

feasible domain. The optimization for these points was conducted by using the solution from

one less design variable, making the additional variable zero, and using the solution from

a lower value of efficiency where the solution in the form of 60% efficiency exists. Both

optimizations yield the same solution at 70%, thus showing the most likely reason for the

change in spanwise tension is that the maximum that existed at lower efficiencies is non
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Figure 8.26: Spanwise tension for maximum thrust at 60% efficiency σ = 40

existent in higher efficiencies.

The cases for maximum stroke-averaged thrust and thrust at 60% efficiency show that

the optimal design has a tight leading edge and looser trailing edge. The thrust optimization

results for a plunging (not pitching) show the opposite. It was shown that a plunging wing

with no bound on the magnitude of motion requires a tight trailing edge and loose leading

edge. This allows more deformation at the leading edge directing the pressure toward the

thrust direction. Situations where pitch is included and the magnitude of the motion is

k 0.2 0.3 0.4
Maximum Thrust 0.2251 0.2835 0.3288
Thrust at η = 0.6 0.1523 0.1861 0.2188
Thrust at η = 0.7 0.0990 0.1458 0.2022

Table 8.2: Magnitude of pitching for optimal design
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Figure 8.27: Spanwise tension for maximum thrust at 70% efficiency σ = 40

constrained, as with the normalized thrust optimization here, the optimal design is different.

As verification, the maximum stroke-averaged thrust shape was compared to the aerodynamic

optimal shape, showing very little difference. This further shows that tailoring the structure

with six tension variables yields almost all of the thrust possible.

Tables 8.2 and 8.3 show the magnitude and phase of pitching for these optimal designs.

It can be seen that pitch has a significant contribution to the motion, more so in the case of

maximum thrust. The optimal design at higher efficiencies requires a smaller contribution

k 0.2 0.3 0.4
Maximum Thrust 51.7 45.2 40.1
Thrust at η = 0.6 44.2 26.8 13.2
Thrust at η = 0.7 15.2 -15.4 -33.2

Table 8.3: Phase of pitching in degrees for optimal design
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from pitch. The magnitude of pitch also increases as reduced frequency increases while the

phase of pitch required decreases. This change is due to the effect of Theodorsen’s function

shifting the phase of thrust relative to the motion as reduced frequency changes.

The results shown in Figures 8.25 through 8.27 and Tables 8.2 and 8.3 present the

optimal design for a flapping membrane wing to generate maximum stroke-averaged thrust

and thrust at 60% and 70% propulsive efficiency at various reduced frequencies in the bird

flight regime. However, as shown in the first two sections, much of the acheivable stroke-

averaged thrust can be obtained with a simple one or two tension variable design. Therefore it

is worth presenting some cases for these results. Tables 8.4 through 8.6 present the magnitude

and phase of pitching and the tension (both spanwise and chordwise) required for an optimal

three variable design. The same cases presented for eight variables are shown. Tables 8.7

through 8.10 present the magnitude and phase of pitching and the spanwise and chordwise

tension required for an optimal four variable design.

k 0.2 0.3 0.4
Maximum Thrust 0.1973 0.2502 0.2923
Thrust at η = 0.6 0.1262 0.1532 0.1850
Thrust at η = 0.7 0.0565 0.1111 0.1776

Table 8.4: Magnitude of pitching for 3 variable optimal design

k 0.2 0.3 0.4
Maximum Thrust 62.8 51.1 43.5
Thrust at η = 0.6 56.7 32.3 15.3
Thrust at η = 0.7 23.0 -20.4 -36.6

Table 8.5: Phase of pitching in degrees for 3 variable optimal design

k 0.2 0.3 0.4
Maximum Thrust 3.9394 2.6201 2.1097
Thrust at η = 0.6 4.6209 2.9899 2.3661
Thrust at η = 0.7 5.5740 3.4284 2.6470

Table 8.6: Nondimensional tension (spanwise and chordwise) for 3 variable optimal design
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The contribution of pitch in the three variable case shows a similar trend to the eight

variable case. The magnitude of pitch required is larger at higher reduced frequencies and

lower at higher efficiencies. The phase of pitch relative to plunge decreases as frequency

increases and efficiency increases. The tension is constant and is the same value in both

spanwise and chordwise directions. The tension required for an optimal design is larger at

higher efficiencies and decreases as reduced frequency increases.

The Pareto fronts showed that most of the thrust can be generated with four design

variables, meaning the additional tension terms lead to little additional improvement. This

can be seen in Tables 8.7 and 8.8 which show the magnitude and phase of pitching. These

results are the same as the pitching results for the eight variable optimum design implying

that minor improvements in maximum thrust are achieved only by tailoring the tension.

Again, this is not unexpected since the Pareto fronts are nearly the same. The addition of

the tension variable, allowing tension to be different in spanwise and chordwise directions,

leads to the optimum design having a very small chordwise tension and a large spanwise

tension, showing that the spanwise tension has a more significant effect on the thrust than

the chordwise tension.

k 0.2 0.3 0.4
Maximum Thrust 0.2251 0.2835 0.3288
Thrust at η = 0.6 0.1523 0.1861 0.2188
Thrust at η = 0.7 0.0990 0.1458 0.2022

Table 8.7: Magnitude of pitching in degrees for 4 variable optimal design

k 0.2 0.3 0.4
Maximum Thrust 51.7 45.2 40.1
Thrust at η = 0.6 44.2 26.8 13.2
Thrust at η = 0.7 15.2 -15.4 -33.2

Table 8.8: Phase of pitching in degrees for 4 variable optimal design
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k 0.2 0.3 0.4
Maximum Thrust 0.0009 0.0353 0
Thrust at η = 0.6 0.2530 0.1836 0.1104
Thrust at η = 0.7 0.9001 0.5258 0.4109

Table 8.9: Nondimensional chordwise tension for 4 variable optimal design

k 0.2 0.3 0.4
Maximum Thrust 57.28 36.20 26.24
Thrust at η = 0.6 57.30 36.21 26.25
Thrust at η = 0.7 18.49 13.36 11.45

Table 8.10: Nondimensional spanwise tension for 4 variable optimal design
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Chapter 9

Conclusions and Future Work

9.1 Conclusions

Optimization of the aerodynamic and aeroelastic systems of a deformable wing for stroke-

averaged thrust and thrust efficiency has been addressed. Optimization of the aerodynamic

system showed that maximum stroke-averaged thrust can be calculated for a given amplitude

of motion and deformation. The maximum stroke-averaged thrust increases if we expand the

design space with more deformation shapes.

A Pareto front for stroke-averaged thrust and propulsive efficiency was generated using

the ε-constraint method. It was shown that adding higher order deformation shapes to the

design space leads to an increase in the maximum stroke-averaged thrust for a given efficiency

and increase of efficiency for a given stroke-averaged thrust. At high reduced frequencies, the

Pareto fronts become like a bell shape, thus leading to very low maximum stroke-averaged

thrust, at high efficiencies.

A constraint for zero leading edge suction was investigated. This allowed for the

maximum stroke-averaged thrust and efficiency to be found for a case where there was no

leading edge suction. It was shown that using this constraint forced the pressure difference

to be zero at the leading edge of the airfoil, ensuring no leading edge separation. Maximum

stroke-averaged thrust with this constraint was found to be smaller than, but on the order
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of the stroke-averaged thrust without the constraint.

The use of a magnitude of motion/deformation constraint and a leading edge suction

constraint gives results for flow which satisfies the assumptions used to derive the deformable

thin airfoil theory. This provides detailed airfoil shapes required to generate maximum stroke-

averaged thrust and efficiency for flapping wings without the use of CFD.

Optimization of the aeroelastic system was also investigated. The aeroelastic equa-

tions of motion for a membrane wing undergoing prescribed rigid body motions are derived.

The spanwise deformation was represented using a single shape reducing the two dimensional

membrane problem to a one dimensional form. Optimization of the aeroelastic system for

one and three degrees of freedom was presented with divergence and tension constraints.

Results were presented for various reduced frequencies and mass ratios. It was shown that

the stiffness of a flexible membrane wing undergoing unit harmonic plunging can be tailored

to maximize stroke-averaged thrust. For all cases considered, there is a range of stiffness for

which the flexible wing produces higher thrust as compared to rigid plunging wing.

Maximum thrust for a one, two, and three design variable system was presented.

Increasing the design space by allowing the tension to be defined in a more general form

always leads to a larger value of maximum thrust. The case of a linear variation of tension

yields an optimum that has the lowest spanwise tension at the leading edge. This results in

the deformation which points the pressure vector more toward the free stream, thus increasing

the thrust. Larger values of mass ratio led to larger values of thrust at all reduced frequency

for every design space investigated.

The maximum thrust for every scenario approaches infinity at some value of reduced

frequency. Further investigation into the results showed that the magnitude of the defor-

mation was also approaching infinity; and the thrust per unit deformation was approaching

zero. Very large deformations violate the assumption that the wing is undergoing small

disturbances. It was further shown that the reason for the large deformation is that the

optimization gave results which were approaching conditions for flutter, leading to large de-

formation. Therefore the motion needed to be constrained or the objective function needed
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to be modified.

The objective was modified to normalized stroke-averaged thrust. It was shown that

allowing a flapping wing to deform using only one structural design variable results in a struc-

ture that can be tailored to have a larger thrust than a rigid wing. Allowing the membrane

tension to take a more general form resulted in higher thrust, as expected. Furthermore, using

only two tension variables (different spanwise and chordwise tension) resulted in a tailored

structure that could obtain most of the thrust from the design with six tension variables.

Optimizing with six structural design variables along with the magnitude and phase of pitch

yielded a maximum thrust very close to the aerodynamic optimization for five Chebychev

shapes (plunge, pitch, and three deformation mode shapes); the best the wing can perform.

Multi-objective optimization of stroke-averaged thrust per unit span and propulsive

efficiency was performed at various reduced frequencies and mass ratios. As with the aero-

dynamic optimization, allowing the wing to deform results in a larger maximum thrust at all

values of efficiency, as expected. Furthermore, increasing the number of structural variables

increases the maximum thrust very close to the best solution (the aerodynamic optimization).

The optimal design was presented for various cases at the lower bound, upper bound

and average reduced frequencies in the bird flight regime. Spanwise tension functions required

to generate maximum stroke-averaged thrust at various efficiencies were presented. Also,

constant tension designs (three and four variables) were shown. It was seen that pitch has a

large contribution to the optimal designs and the higher order tension shapes have a smaller

contribution.

The theory and design results presented give the detailed design of a flapping mem-

brane wing required to generated maximum stroke-averaged thrust at various efficiencies for

flapping wing MAV’s. These results can easily be implemented into a flapping wing MAV

design to increase overall performance and will be extremely helpful in the future of MAV

design.
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9.2 Future Work

Optimization of the aerodynamic and aeroelastic systems has been performed. The aerody-

namic optimization has shown the deformation required to generate maximum thrust and the

aeroelastic optimization has shown how to tailor the membrane wing to achieve maximum

thrust. However the aeroelastic optimization has far more potential for improvement. A

combination of global (genetic algorithm) and gradient-based constrained optimization has

been used to find local optima. However it has been shown that the there are many local

maxima and converging the global optimum and Pareto optimum for the multi-objective

optimization is not guaranteed. Further investigation of the optimization techniques will be

useful in future aeroelastic tailoring.

The aeroelastic optimization design space consisted of only a constant chordwise ten-

sion and a varying spanwise tension. Furthermore, only a three degree of freedom membrane

model was used, with only one spanwise degree of freedom. The aeroelastic model has room

for further improvement and the design space could consist of many other terms. For ex-

ample, the membrane material has not been considered. The density and thickness of the

membrane could be constant or vary along the chord and span. Furthermore, the shape of

the wing has not been considered. This opens up the possibility of other design constraints,

such as manufacturing.
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