Internet-based Wide Area Measurement
Applications
in Deregulated Power Systems

Abdel-Rahman Amin Khatib

Dissertation submitted to the Faculty of the
Virginia Polytechnic and State University
in partial fulfillment of the requirements of the degree

Doctor Of Philosophy

In
Electrical and Computer Engineering

Advisors:

Prof. Yilu Liu Prof. Arun Phadke

Committee members

Prof. Lamine Mili Prof. Jaime Da La Ree
Prof. Sedki Riad Prof. Slimane Adjerid

July 2002
Blacksburg, Virginia

Keywords: Internet, Wide area information sharing, State estimation, Deregulation,

Total transfer capability, Linear sensitivity analysis



Internet-Based Wide Area Measurement Applications
in Deregulated Power Systems

Abdel-Rahman Amin Khatib

Abstract

Since the deregulation of power systems was started in 1989 in the UK, many
countries have been motivated to undergo deregulation. The United State started
deregulation in the energy sector in California back in 1996. Since that time many other
states have also started the deregulation procedures in different utilities. Most of the
deregulation market in the United States now is in the wholesale market area, however,

the retail market is still undergoing changes.

Deregulation has many impacts on power system network operation and control. The
number of power transactions among the utilities has increased and many Independent
Power Producers (IPPs) now have a rich market for competition especially in the green
power market. The Federal Energy Regulatory Commission (FERC) called upon utilities
to develop the Regional Transmission Organization (RTO). The RTO is a step toward the
national transmission grid. RTO is an independent entity that will operate the
transmission system in a large region. The main goal of forming RTOs is to increase the

operation efficiency of the power network under the impact of the deregulated market.

The objective of this work is to study Internet based Wide Area Information
Sharing (WAIS) applications in the deregulated power system. The study is the first step
toward building a national transmission grid picture using information sharing among
utilities. Two main topics are covered as applications for the WAIS in the deregulated
power system, state estimation and Total Transfer Capability (TTC) calculations. As a
first step for building this national transmission grid picture, WAIS and the level of
information sharing of the state estimation calculations have been discussed. WAIS
impacts to the TTC calculations are also covered. A new technique to update the TTC
using on line measurements based on WAIS created by sharing state estimation is

presented.
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Chapter 1 Introduction

1.1 General

Since the deregulation of power systems was started in 1989 in the UK, many
countries have been motivated to undergo deregulation. The United State started
deregulation in the energy sector in California back in 1996. Since that time many other
states have also started the deregulation procedures in different utilities. Most of the
deregulation market in the United States now is in the wholesale market area, however,

the retail market is still undergoing changes.

Unlike the different deregulated sectors such as the communication sector and the
transportation sector, the electricity sector has its own characteristics that make it unique.
First, electricity is hard to store, as a result the energy market should always try to match
generation supply and load demand. Second, electricity transportation over the
transmission lines should follow physical laws that must be obeyed by the power system

network.

Power system deregulation opened the border among the utilities. The old picture of
vertically integrated utilities has changed to an unbundled picture in the deregulated
environment. Generation can be exported from any place in the power system network to
any load. The utility control centers that preserved reliability and security inside the
utility region should be updated to maintain a secure system under this new challenge.
Long distance bulk power transfer can happen more frequently in the deregulated power
system. The power can be transferred from any lower price utility to any area that is
willing to pay for the cost of the electricity and its transportation. Due to the market
regulations, parallel flow has started to increase inside the interconnected power network.
The old control centers are facing new challenges from these unexpected flows, since

most of these parallel flows are created due to other utilities’ transactions.
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The first step to accommodate these changes is sharing information among the
utilities in the power system network. This information will help these utilities have a
wide area picture for the entire network. However, information sharing becomes more
complicated in the deregulated environment because information to be shared is owned
by different utilities and may be considered confidential property in the power market.
Information sharing can be used for the benefit of the power system network or it can be
abused by the power market and used for the benefit of a specific player in the market
[1]. Sharing information is very useful, however, in many cases this information is
confidential and is not available to be shared. In the mean time, some information should
be shared to maintain secure operation of the power system. To compromise between the
confidential issues and the importance of sharing information among the utilities, the
minimum amount of information used for the benefit of the power system operation

should be shared.

On December 15, 1999 Federal Energy Regulatory Commission (FERC) called upon
utilities to develop Regional Transmission Organization (RTO) [2] through FERC’s
Order 2000. The RTO is a step toward the national transmission grid. RTO is an
independent entity that will operate the transmission system in a large region. The goals
of the RTO are: outage planning coordination, congestion management, parallel-path
flows management, and controlling planning and expanding facilities. The main goal of

forming RTOs is to increase the operation efficiency of the power network.

1.2 Thesis Objective

The objective of this work is to study Internet based wide area information sharing
applications in the deregulated power system. The study is the first step toward building a
national transmission grid picture using information sharing among utilities. This primary

objective can be broken down into sub tasks:
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—

Studying the data volume and latency for present and future power system

applications. The thesis will focus on different types of protection schemes.

Drawing a blueprint of future Internet based power system information network

(PSIN) architecture.

Answering some of the ambiguous questions about information sharing such as:
e What kind of information may be shared?
e Which information for which applications needs to be shared?

¢ What media of communication can be used for sharing this information?

Evaluating the minimum information that can be shared to obtain a realistic wide
area picture in the deregulated power system network? This wide area picture is
the first step in identifying the national transmission grid. Another important issue
which will be addressed is the impact of sharing different information levels to

the accuracy of wide area state estimation.

Studying the impact of the national transmission grid picture to the Total Transfer

Capability (TTC) calculations as one of the important deregulation topics.

What are the other alternatives for calculating the TTC? A Tracing Load Flow
(TLF) program is developed to study the impact of the wide area information
sharing the accuracy of TTC calculations. TLF is one of the alternatives of the
TTC calculations. The Linear Sensitivity Analysis (LSA) approach is another

alternative for TTC calculations.
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1.3 Thesis Outlines

The thesis is organized in seven chapters as follows:

Chapter 2 highlights the importance of the information sharing role in deregulated
power systems. The chapter summarizes the existing technology for telecommunication
in the electric power system. The chapter also calculates the present/future data volume
and latency for different types of protection, such as primary and backup protection,

remedial action schemes and system protection, and adaptive relays.

Chapter 3 focuses on Internet applications in the power system. The Internet is
selected as the communication media for building the PSIN. The Internet can play an
important role in wide area information sharing especially in non-time-critical
applications. Brief reviews are given on the current Internet applications in power
systems in different areas such as remote information access, Geographic Information
Systems (GIS), Supervisory Control and Data Acquisition (SCADA)/ Energy
Management System (EMS), condition monitoring, predictive maintenance, customer
service, power market, power quality, and distance education / training. The chapter also
attempts to draw a blueprint for the future PSIN infrastructure. It was found that though
the application of the Internet has been developed in many areas, scattered and individual
applications hampered the large-scale integration of the power system information
source. To solve this problem, some of our preliminary thoughts on a future Internet
based power system information network (PSIN) architecture are discussed. The basic

configuration of the PSIN infrastructure is also highlighted.

Chapter 4 discusses the applications of Internet-based wide area information sharing
(WAIS) in the power system area. State Estimation has been chosen as one of the most
important power system applications. Moving from Independent System Operators
(ISOs) to Regional Transmission Organizations (RTOs) or its equivalents is one example
of the need for WAIS. A WAIS system can form the basis for the future RTO
communication model or as a national level security coordinator communication model,

if such a need should arise in the near future. This chapter presents some results of WAIS
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and the information level sharing on the state estimation calculations. The calculations
for power system operations are primarily based on an accurate determination of the
power system state viz. the voltage and the angle at each bus. A detailed comparison
study between the Integrated State Estimation (ISE), which is based on sharing real time
measurements, and the Split State Estimation (SSE), which is based on sharing SE

outputs, illustrates the benefit of WAIS.

Chapter 5 develops a tracing load flow (TLF) program that is designed to calculate
the Total Transfer Capability (TTC) in addition to many other power system applications.
The program is developed to validate the importance of WAIS in TTC calculations. This
chapter presents the proposed TLF algorithm and its application examples. TLF is
basically a load flow program that has the flexibility to change any input parameters in a
systematic way and trace the state variable changes. TTC is a key factor for calculating
Available Transfer Capability (ATC). TTC calculations are based on running different
load flow cases from the base case until hitting thermal, voltage, or transient stability
limits. TLF is able to calculate area-to-area TTC or point-to-point TTC with any
generation/load dispatch. TLF can be used in many different applications besides the
calculation of TTC such as voltage collapse studies, contingency analysis, power systems
studies under different dispatch conditions, and also for analysis of the impact of series
compensators / shunt compensators on power systems. TLF is developed using

MATLAB and has been tested for many power system models.

Chapter 6 presents a new technique to update the Total Transfer Capability (TTC)
using on line measurements based on WAIS created by sharing state estimation as
explained in Chapter 4. The traditional technique for calculating TTC is using computer
simulations with the forecasted data while all the calculations are performed off-line in
the planning stage as explained in chapter five. This chapter proposes look-up tables
prepared off-line for correction of TTC. Theses tables can be used to update the TTC
values based on real time measurements. This chapter also presents TTC based on the
LSA technique as another method of calculating the TTC. A comparison study between
the LSA method and the tabulated method is presented.
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Chapter 7 summarizes the main contribution points presented in the thesis,

conclusions, and directions for a future research.

The thesis also includes five appendices. Appendix A and Appendix B present an
overview of simplified WSCC 179-bus system and IEEE 39-bus system. These systems
are the main test systems used for testing the new concept and validate the results
throughout the thesis. Each appendix includes the bus data, load data, generation data,
and branch data for each system. Appendix C, Appendix D, and Appendix E list the
program codes for the different algorithms proposed in the thesis. Appendix C documents
the program code for the state estimation programs that include the ISE and SSE program
codes. Appendix D documents the program code for TLF program. Appendix E
highlights the LSA program.



Chapter 2 Data Volume and Latency in Power System

2.1 General

This chapter highlights the important role of information sharing in a deregulated
power system. It summarizes the existing technology for telecommunication in the
electric power systems. This chapter also calculates the data volume and the latency for
different types of protection, such as primary and backup protection, remedial action

schemes and system protections, and adaptive relays.

2.2 Information Sharing in Deregulated Power System

Information Technology plays an increasingly important role in creating a
competitive edge in the power industry. In the deregulated environment, information
becomes the key to profitability, customer retention, market advantage, and growth. The
operational and commercial needs of the power industry require information systems not
only to perform many traditional operational functions but also to support many new

functions aimed specifically to meet the needs of competition in the deregulated market.

Traditionally, information exchanged in a power system is mostly among individual
sections of the same utility. Exchange among different utilities is difficult, complex, and
costly. Deregulation is pushing for extensive inter- and intra-utility information

exchange, integration, consolidation, dissemination, and open access.

The traditional communication system for power networks was established mainly
for intra-company information exchange. Low bandwidth and communication isolation
hinders large information exchanges and inter-operability. Deregulation results in
horizontal merger and consolidation of many existing utilities. Inter-company
communication and integration of data [3] from various control centers, power plants,
and substations, are required. The necessity to perform this integration process will drive

all utilities toward the standardization of data models and communication protocols.
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Existing communication tools must be modified or replaced to accommodate extensive
information exchange. The Internet based communication network enables information
sharing and various network applications and provides an ideal infrastructure for the next
generation of the power communication network. Various Internet/Intranet applications
are replacing, upgrading, and extending the existing power communication establishment.

The Open Access Same-time Information System (OASIS) [4] is a good example.

2.3 Brief Review of the Existing Information Transmission Media

The power system currently uses several media for its protection[5], control, and
information-sharing functions. Communications essentially need a connection between
the source and the destination [6]. Besides the communication media, signal conversion
techniques should be used to covert the signal to either electric or optical signals. Current

communication media [7]can be classified into:

1. Copper based circuits which include:
e Pilot wire channels operated by the power utility
e Pilot wire channels rented from communication utilities
e Power Line Carrier (PLC) [8]

2. Satellite communications and microwave

3. Optical fiber communication

2.3.1 Copper Based Circuit

The copper based circuit is the first pilot wire technique for communication and still
the most commonly used technique in electric power systems. The pilot wire is normally
a telephone wire either owned by utility companies or leased from telephone companies.
This technique started back in 1918 with the innovation of the long distance telephone
lines. Each pair is carrying one communication channel. After that the Frequency
Division Multiplexing (FDM) technique was established, it allowed more than one voice
communication channel to be broadcast over each pair. The carrier frequencies that could

be used were in the 10 to 490 kHz band. The Power Line Carrier (PLC) is the most
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popular communication technique used for communication among electric power
utilities. In this technique, the power lines used to carry electric power will also carry
communications signals. The frequency range includes all frequencies up to and
including 490 kHz [5]. Efforts have been made to minimize bandwidth duplication
among other groups dealing with specific segments of this band. PLC with power output
on the order of 100 W can be used up to 150 miles [5]. Normally, PLC carries only one
channel of bandwidth that equals 4 kHz. The frequency range is limited by government
regulations. The PLC is the most common communication medium used in the US in the
protection area. However, PLC has some disadvantages such as the bandwidth limit,
propagation delay and induced electrometric interference. It is subject to lightening,
switching surges, and network reconfiguration. Overhead pilot wires may also experience
interference from power lines while the underground is subject to damages for many

obvious reasons.

2.3.2 Satellite Communications and Microwave

Telstar-I the first telecommunication satellite was lunched on July 10, 1962 [9]. This
satellite started the first satellite communication channels between the United States and
Europe. The satellite’s orbital speed differed from the rotational speed of the Earth’s
surfaces. Therefore, its location in relation to the Earth station was continually varying.
The contact time with the Earth station was less than half an hour. This problem of
varying position was solved on April 6, 1965 by lunching another satellite [10], “Early
Bird,” that was located in an orbit 22,300 miles above the equator. This satellite has a
constant position with respect to the Earth. This type of satellite is known as a
geosynchronous satellite. Communication satellites launched recently can communicate

with a data rate up to 50 Mbps and hold 60,000 mixed voice and television channels [11].

The major advantage of satellite and microwave communication over the copper
based technique is that there is no physical connection between the source and the
destination. Satellites are microwave radio repeater stations within Earth’s orbit. A
satellite receives microwave signals from ground stations on the Earth’s surface and

retransmits them at a different frequency (to avoid interfering with the signals being
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received) to other ground stations thousands of miles away. Satellites offer broadcasting
transmission that can be received by several receivers. However, the microwave systems

use point-to-point communications.

Microwave communication operates in the 150 MHz to 20 GHz frequency range [5].
This bandwidth can carry many communication channels with a variety of information.
The disadvantage of the microwave is that the transmission length is limited to a line of
sight path between antennas. Microwave is subject to atmospheric attenuation and
distortion. The combined latency using modem plus analog microwave is around 100

milliseconds between two adjacent antennas.

2.3.3 Optical fiber communication

The first fiber optic transatlantic telephone cable (TAT-8) was laid in 1988 [12]. The
cable was designed, with a capacity of 40,000 simultaneous telephone calls, to carry the
telephone channels between the United States, the United Kingdom and France. Three
years later, the second generation of fiber cable was in service (TAT-9), with a capacity
of 80,000 [12] simultaneous telephone calls. During the last decade, a huge increase in
the marine fiber optic cables connecting different parts of the world made fiber the

dominant inter-continental method of communication in the world.

A huge increase in fiber optics technologies was started in the mid-1990s. High-
speed semiconductor circuit switches were developed at gigabit rates. A new technology
called dense wavelength division multiplexing (DWDM) allows multiple light
wavelengths at controlled bandwidth and spacing, each modulated with a different signal
at rates up to 10 Gbps, to be coupled to one fiber cable. Transmission rates up to 30 Gbps
over distances of more than 16,000 km have been accomplished by testing existing

marine fiber optic cables in the Atlantic (TAT-12) [13] and Pacific (TCP-5) oceans [11].

Fiber now can be considered the most reliable medium for wide area communication.

In addition to the capacity advantage, the fiber has no interference with other electric

10
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systems. The only disadvantage is the cost of the cable system and cost of construction.

Fiber optic communication has the smallest latency among all media of communication.

2.4 Data Volume & Latency for Different Protection Types

It is very important to know the data volume and the latency of different types of
protection because this information will play an essential role in choosing the media of
communication used for control and / or protection. Protection can be classified into the

following categories:

e Primary protection
e Backup protection
e Remedial action schemes and system protections

e Adaptive relays

In the following sections some details about the data volume and the latency of these
categories will be calculated. However, before we go into the details of these
calculations, let’s take a quick review of the sampling process and conversion from

analog to digital signals.

2.4.1 Conversion of Analog to Digital Signals

Sampling and digitizing can convert the analog signal to a digital signal. The Nyquist
rate is the minimum rate for sampling any analog signal. The Nyquist frequency equals
twice the highest frequency present in the analog signal. After this the Analog to Digital
converter (ADC) convert the samples to digital words. Two factors will affect the data

volume in ADC processing

e Sampling rate

e Word length

11
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The sampling rate will depend on the low pass filter used for filtering the analog
signal which is dependent on the type of protection. The sampling rate increase will
enhance the accuracy of information retrieved from the digital signal. However, this will
lead to more computational time problems which can be solved using parallel processing

techniques.

An increase in word length will lead to a decrease in ADC quantization errors. The
word length can be 8, 12, 16, 32, 64-bit length. Not all of these bits will be used as data
bits but some of them will be used for security, synchronization, and address. As an
example, the transmission information from the RTU and the master station use the time
division multiplexing technique. Suppose the word length is 32 bits, 20 bits or more are

used as data bits, and the rest used security and quality purpose [15].

The following numbers will be used throughout the calculations [16],[17] as typical
numbers for the sampling rate, word length, and communication protocol overhead

factor:

Present sampling rate = 16 sample/cycle
Present word length = 16 bit

Future sampling rate = 96 sample/cycle

Future word length = 32 bit

Present communication protocol overhead =1.5

Future communication protocol overhead =2.0

2.4.2 Primary protection & back up protection

Almost all the data needed for primary protection is the same as that needed for back
up protection (this is true if we consider that these relays are traditional relays and not
adaptive relays), the only difference will be the latency. While for other types of
protection (differential protection as an example) the data volume can change if this type

of protection is used for transmission lines or transformers.

12
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The latency of the primary protection can tolerate no intentional delay. The fastest
primary relay can operate in a % cycle (4 ms); however, typical delay for primary
protection is 2 cycles (33 ms), which means that the primary protection latency is 4-33
ms [5]. While the latency of the backup protection is about 18 cycles for the second zone
[18], and 60 cycles for the third zone, this equals the backup protection latency that is

from [5] 0.3:1 seconds. We can classify the primary protection [5] into:
e Over current protection

e Differential protection

e Distance protection

2.4.2.1 Oyver current protection

The information needed for over current protection is only the current at one end of
the equipment protected by this relay. This information is sent from Data Acquisition
Unit (DAU) to the protective relay processor in the substation [19]. The data volume

needed in the single bus configuration is

Data volume =number of channels e sampling rate e frequency e overhead factor e word length

Data volume =3¢16+60+ 1.5+ 16= 69120 bps= 67.5 kbps
Future data volume = 396+60¢2«32= 1105920 bps = 1080 kbps

If the protection scheme is changed to the breaker and half scheme and the zero sequence

current is measured. Then the calculations will be as follows:

Data volume = (6+1) «16+60+1.516= 161280 bps.
Future data volume = (6+1) *96+60«2«32= 2580480 bps= 2520 kbps

13
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2.4.2.2 Differential protection

The information needed for the differential protection may vary according to the
apparatus protected. As an example, in most cases the current is the variable used for the
differential protection. In other cases, such as long transmission lines differential
protection both current and voltage signals are needed from both sides because of the
effect of charging current in the line capacitors. The sampling rate may vary according to
the apparatus protected. As an example, the sampling rate for the differential protection
of the transformer [20] should be higher than the sampling rate for the protection of the
transmission lines or bus bars because the protection design might detect the inrush
current by checking the second harmonics presented in the wave, i.e. this will deal with a

frequency 120 Hz that may affect the Nyquist frequency and the sampling rate.

The distances needed for this type of protection also vary according to the
protection apparatus protected. For all apparatus protection the distance will be within the
substation (from DAU to the protective relay processor). However, in case of
transmission line protection the distance will depend on the length of the line because the

signal should transmit from one end of the transmission line to the other.

The data volume in this case is twice the data volume of the over current protection
single bus bar arrangement under the assumption of measuring the current at both sides of

the protected element.
Data volume =number of channels e sampling rate e frequency e overhead factor e word length
Data volume = (2+3) 1660+ 1.5+ 16= 138240 bps = 135 kbps

Future data volume =(2+3)¢96+60+2+32=2211840 bps = 2160 kbps

If we consider that both current and voltage are needed, as in the case of a long

transmission line, the previous number will be doubled.

14
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2.4.2.3 Distance protection

The information needed for the distance protection [21] is the voltage and the current
at the protected point. The data volume for distance protection will be equal to the data
volume for differential protection. The distance in this case will be within the substation

from the DAU to the protective relay processor.

Data volume =number of channels e sampling rate ® frequency e overhead factor  word length
Data volume = (2+3) 1660+ 1.5+ 16= 138240 bps = 135 kbps
Future data volume =(2¢3)¢96+60+2+32=2211840 bps = 2160 kbps

2.4.3 Remedial Action Scheme and System Protection
The remedial action schemes and system protections [22] have many issues which

can be considered. In this instance, only two points will be considered in more detail:

e Load shedding relay
e Out of step relay

2.4.3.1 Load shedding relay

Sudden changes in generation capacity [5] either through the loss of generation or tie
lines can make a severe load generation unbalance, resulting in a rapid frequency decline.
If the generator and the boilers cannot respond quickly enough, the system may collapse.

Rapid selective and temporary dropping of loads can make system recovery possible.

Load shedding relays are used to preserve the power system integrity after it suffers
a loss of generation. If the power system forms a relativity small island, the frequency
itself is an indicator of the amount of load that must be shed. In this case, under
frequency relays are used at the distribution substation to drop the loads in a predefined
number of steps, at predefined frequency settings. On the other hand, if the system
maintains its interconnections to its neighbors, the frequency doesn’t decay significantly
even after the loss of generation, and the load shedding must be achieved through

supervisory control.
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Area control error (ACE) [23] is an accurate measurement of the generation
deficiency. The ACE technique needs information about the local frequency. These
measurements can be achieved accurately using the technique of phasor measurement
[24]. Accurate measurement of phasor voltage in real time at the important nodes in the
system is the key for calculating the frequency and the rate of change of frequency at

these nodes.

From the previous discussion, the data volume needed in case of loss of generation in
an interconnected system will depend on how many real generation units or equivalent
generation points are in this interconnected system. From these generation units the three-
phase voltage is measured and the result sent to the control center so that the frequency

can be calculated and the ACE determined.

The communication distance is equal to the distance from the equivalent points to the
local control center. The final decision will go from the local control center to the
distribution substations to trip the under frequency relays for load shedding. Assuming
that there will be a local control center in each important part of the interconnected
network, the latency of the load shedding depends on the type of frequency relay. Typical
operating times in different types of under frequency relays [22] are in the order of 4-6

cycle i.e. 0.06-0.1 sec.

If we consider that the number of monitored points are N, then the data volume
needed for the load shedding protection in the interconnected system could be calculated

as follows:
Data volume =number of channels  sampling rate e frequency e overhead factor e word length

Data volume = (N+3) «1660¢1.5+16= 69120 N bps = 67.5N kbps
Future data volume =(N¢3)«96+60¢232=1105920 N bps = 1080N kbps
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2.4.3.2 Out of step relay

The objective of the out of step relay [22] is to reduce possible generator damage as
a result of the out of step condition. The present relaying practice is to pre-define certain
separation points, and carry out the separation by permitting local out of step relays to
trip if the system swing goes through their trip zone, or use transfer trip commands from
relays which can detect the out of step condition. These actions taken by the pre-set

relays may not be appropriate for the existing system conditions.

Adaptive out of step relaying solves system condition matching problems. From the
data volume point of view, two important points can be considered as adaptive features.
The first is changing the status of important transmission lines. The relay receives the
status of the circuit breakers on the critical transmission lines. Measuring the current in
these lines provides confirmation of the new status. The second adaptive feature is the
ability to record phasor data from angle swings and the line faulted in the monitored

substations.

The data volume needed in the case of the adaptive out of step relays will depend on
the equivalent circuit of the interconnected system. To be specific, the data volume will
depend on how many critical transmission lines are in the equivalent circuit and how
many important points can be used to measure the swing. The distance of communication
is the distance from the equivalent points to the adaptive out of step relays. Assuming that
the number of critical locations is N, voltage and current will be sent to the relay from

these critical points. The data volume needed in this case can be calculated as follows:
Data volume =number of channels e sampling rate ® frequency e overhead factor e word length

Data volume = (N+6) «16+60¢1.5+16= 138240 N bps = 135 N kbps
Future data volume =(N+6)+96+60¢2¢32=2211840 N bps = 2160N kbps
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2.4.4 Adaptive relays

Adaptive relays have been defined [14] as follows: “Adaptive protection is
protection philosophy which permits and seeks to make adjustments to various protection
functions automatically in order to make them more attuned to prevailing power system

conditions . The adaptive relaying concept may be used for different kinds of protection

and control [25] schemes, for example:
e Adaptive relay for distribution system [26]

e Mutual compensation on parallel lines [27]

e Protection of multi terminals line [16]

2.4.4.1 Adaptive multi terminal lines

As the use of adaptive relays [14] increases in the protection field, the distinction
between protection and control becomes fuzzier. For example, out of step relaying, load

shedding, and load restoration can be considered as control tasks. Consider the three-

terminal line shown in Figure 2-1

| ZA Zf |

A= 7

la

Zc

[k

Figure 2-1: Three terminals lines example

The distance relay at bus A sees a fault impedance of

[ +1
Z:ZA+Z_),( ]+ j (21)
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According to the available communication channel capacity adaptive relaying can be

classified into:

¢ On-line measurement of the voltage and the current at each terminal
e Off-line measurement which can be divided into two categories:
e Updating the status of breakers A, B, C
e Updating the voltage and current at each terminal in addition to the status of

circuit breakers

On-line communication is more accurate; however, it needs high speed
communication channels among the three terminals. The latency of this scheme of
adaptive relaying will depend on the zone of protection protected by this scheme, and the
latency will be the same as the requirements of the primary and back up protection

systems. The data volume in this case can be calculated as follows:

Data volume =number of channels  sampling rate e frequency e overhead factor e word length
Data volume = (3+3) «16+60«1.5+16=207360 bps = 202.5 kbps
Future data volume =(33)+96+60+2+32=3317760 bps = 3240 kbps

Table 2-1 summarizes the previous results

Table 2-1: Data volume and latency for different types of protection

Type of relay Data Volume Latency (sec.)
(kbps)
Present | Future | Primary Secondary

Over current protection® 157.5 2520 4-33 ms 0.3-1
Differential protection 135 2160 4-33 ms 0.3-1
Distance protection 135 2160 4-33 ms 0.3-1

Load shedding** 67.5N 1080 N | 0.06-0.1

Adaptive multi terminal** | 202.5 3240 4-33 ms | 0.3-1
Adaptive out of step** 135N 2160 N

Note
*  The Data volume based on one and half breaker scheme

** The Data volume depends on the system configuration
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Chapter 3 Power System Information Network (PSIN)

Architecture

3.1 General

This chapter summarizes Internet applications in power systems and draws a
blueprint for the PSIN architecture. Literature reviews are given on current Internet
applications in power systems in areas such as remote information access, Geographic
Information Systems (GIS), Automated Mapping/Facilities Management Systems
(AM/FM), Supervisory Control and Data Acquisition (SCADA)/ Energy Management
System (EMS), condition monitoring, predictive maintenance, customer service, power
market, power quality, and distance education / training. Many applications in the power
industry focus on specific tasks and no universal standard has been developed. A new
Internet based Power System Information Network Architecture (PSIN) is proposed as a

solution to that problem.

3.2 Information Technology Role in Power System Area

The rapid development of information technology (IT) is pushing the power system
information network to a remarkably innovative state. Internet/Intranet can play an
important role in the power system information network. While many IT and Internet
applications in power systems have been developed in recent years, most efforts focus on
specific tasks, and no universal standard is available. Isolation among applications
hinders the development of the power system information infrastructure. For example,
OASIS [4] is only used for power transmission transactions, AM/FM/GIS [28] are mostly
used for single utility information management [29], and Internet applications in SCADA

[30] and EMS [31] are limited to remote display and local control.
Lack of standardization is resulting in a waste of many resources. The power

industry of the future will require an overall information architecture; integrated data

model and standard communication networks that support the different data
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requirements, rates, and quantities of data flow among the various systems. Existing
information management systems can not satisfy the new challenges as the demand for
more and faster information increases as demanded by many players as shown in Figure

3-1

Research

Others
Out side

Administration

Inside .
Operation Regulatory

v

Figure 3-1: Information needs in the deregulated environment

On the financial side, deregulation introduces the need for data sharing among
different utilities, independent system operators (ISO), metering firms, billing firms,
independent power producers (IPP) [32], and Regional Transmission Organizations
(RTO) [2]. As an example, the IPPs, ISOs and RTOs are now required to share the
SCADA [33] data to a different degree. Rapid development of information technology
(IT) enables information integration and easy access, and provides more effective
information management modes for the power industry. Information in the form of data
warehouse, distributed database, AM/FM/GIS, OASIS, etc., are being used to replace the
traditional information management system from device level to enterprise level. Open

information architecture is the norm of the future.

3.3 Internet/Information Technology Applications in Power

Internet and IT have been involved in many aspects of the power industry as shown
in Table 3-1. In the following sections, some of these areas will be discussed in greater

detail.
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Table 3-1: Internet applications in power systems

Areas Internet/IT Applications
Utility information AM/FM/GIS
management Data warchouse/database
Operation Remote information access and processing

(SCADA, APT)

EMS/MIS

Substation automation

Distribution automation

Fault location and disturbance analysis

Maintenance Power quality
Remote monitoring and diagnosis

Power market Open Access Same-time Information System
(OASIS)

Education and training Distance learning courses, laboratories, and

operator training
/Inter-university, inter-utility education program
sharing

Protection and control Distribution system reconfiguration / differential

relay

It is clear from Table 3-1 that the Internet is a wonderful framework for many power

system applications. The advantage of the Internet can be summarized in the following

points:

e Multi-point access

e No need for client software installation

e Hardware / platform independent

e Familiar web interface (Netscape / Explorer)

e Multimedia graphics display capable

There are limitations in today’s Internet that may be summarized as follows:

e Security and reliability problems

e Delays due to:

Buffer delays during packet assembly

Conflicts on the asynchronous network
Re-transmission due to errors

Network traffic and routing path

7-200 ms as typical delay in TCP/IP in Ethernet [34]
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3.3.1 Utility Information Management

In 1960, Geographic Information System (GIS) technology started to integrate
graphical features with tabulated data in order to evaluate real problems. As GIS systems
develop [35] and get better, new solutions offer greater functionality that can no longer
be described as automated mapping/facilities management (AM/FM) only [36]. For large
utilities, the means to bond their project applications from many different Relational
Database Management Systems (RDBMS) and data formats [37] have employed Internet
and Intranet networks. AM/FM data is much more valuable when it is accessible to more
people within an organization. Internet/ Intranet can be used to automate hot links to/

from the field [38] that will have significant benefits for field personnel and end users.

Geographic information system with automated mapping and facilities management
(AM/FM/GIS)[39] and data warehousing [40] are good examples of managing power
system information. AM/FM/GIS techniques also can be used for intra-utility business
management covering finance, human resources, network analysis, outage and

distribution management.

3.3.2 Power Systems Operation

Deregulation has increased the need for the Internet in many areas of power system
engineering. The interface to the SCADA database [41],[42] is an example. Due to
deregulation, SCADA data is requested by many different segments of the industry such
as independent power producers (IPP), transmission and distribution companies, and
power trading and exchange companies. An ideal result of deregulation is that the
structure of the power system is changing from the hierarchical structure to a more
distributed and open system structure. As a result, many users such as control room
dispatchers, operating and planning staff, control center managers, training staff, and
engineering users will need access to SCADA data. Since the Internet can provide
remote and open access data possibilities, Web based SCADA display-systems, and
flexible EMS architectures were designed. Real time operational data could be distributed

utilizing the existing public communication infrastructure. For localized functions,
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Intranet enables substation[43], plant[44], and distribution automation[45]. Many
functions, such as tele-control, integration, automatic and intelligent decisions from
device level to enterprise level can be realized through Intranet[46],[47]. Web based

network analysis, such as power flow computation, is also being developed[48].

Substation automation [49] is the ability of the substation to take automated
intelligent decisions with minimal user intervention. To satisfy this goal, Intelligent
Electronic Devices (IEDs) were developed [19]. The Internet can play a more important

role in accessing the IEDs and connecting the islands of data after the advent of IEDs.

Another important application is fault location and disturbance analysis[50]. The
main idea for this application is the analysis of synchronized data. Power system data
captured by the protection relay can be synchronized using GPS signals in the substation
and then sent to the utility center through utility Intranet. The post manipulation of these
data can lead to fault location calculations and fault analysis. Using this technique, the

number of fault locators and fault recorders can be reduced.

3.3.3 Maintenance of Power System

On-line condition monitoring [51] of HV transmission system equipment [52]such as
circuit breakers and other important equipment are becoming necessary. Remote vision
[53] is important in some special situations such as when the substation is located in an
island. It will save time and cost by permitting service organizations to work independent
of equipment operators. Internet based diagnostic tools enhance the automation of
periodical maintenance activities and optimize monitoring information analysis.
Substation diagnostic programs are being developed[51], which collect and analyze

critical substation equipment information such as transformers and circuit breakers.

Power quality (PQ) monitoring [50] becomes more important in the deregulated
environment. On-line PQ monitoring systems have been in operation at utility companies
such as Electricite De France (EDF) [54]and Dranetz-BMI [55] via Internet. Anyone can

view timely monitored results via a web browser. On-line PQ monitoring benefits both
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the provider and the customer as it enables problems to be identified from both sides and
corrective action to be taken. It also improves coordination and communication between

the utility and its customers in policing power quality problems.

3.3.4 Power Market

On the energy trading side, development of e-business enables execution of the
electric power transactions, maintenance of offers, bids, and transaction histories, and
access of real time pricing information via Internet [56]. The Open access Same-time

Information System OASIS [57] is one such example.

On April 24, 1996 FERC introduced wholesale competition through open access
non-discriminatory transmission service by public utilities. All the utilities have modified
the way they operate to provide an open access to the interconnected transmission grid to
all buyers and sellers of electricity. The FERC order also requested transmission owners
not to support any entity's efforts to market power, even if the marketing was being done

by the same company.

The main target of this separation is to prevent information abuse to gain market
privileges over any other entity in the power market even if this entity is the same
company that owned the transmission lines. All market players have the same
information at the same time through Internet-based information system websites. OASIS
is used to post the availability of transmission services and any other information

required by FERC.

3.3.5 Education and Training

Distance education[58], learning[59],[60] and training [61],[62] are important
applications of the Internet as a cost-effective alternative. It facilitates self-paced learning
with the ability for individualized instruction through immediate reinforcement and

feedback.

25



Abdel-Rahman Khatib Chapter 3.Power System Information Network (PSIN) Architecture

Internet-based distance learning has some limitations [62] in the present Internet
technology especially for home computer users. The first limitation is slowness in
audio/video information presentations. The second limitation is the discontinuance of
support for the old version of online distant learning materials. This is not a real problem
if the old versions are really old, but fast developments of this kind of software make
some one or two months old versions obsolete. However, there are many other ways to
overcome these audio/video problems by using other Internet features such as graphics,
sound power point presentations, email, bulletin boards, and interactive tests using the

HyperText Mark up Language (HTML) or java script.

3.3.6 Protection and Control

Although Internet latency is a problem in using the Internet for protection and control
applications, recent publications have mentioned the possibility of using the Intranet for
some of the protection [63] and control action[64]. The dedicated utility Internet network
can be used as communication media with an acceptable traffic delay. The simulation
results show that the delay for light traffic is around 1.5 cycles (24 ms), medium traffic is
around 2.5 cycles (44 ms), and the heavy traffic is around 11 cycles (179 ms). The
practical time delay may be more, but with the improvement technique for quality of
service for the routing technology, a specific priority can be assigned to the protection

information packets to reduce the traffic delay.

Another application running at Virginia Tech [64] is using Ethernet for fast
reconfiguration of distribution system. The objective of the project is to reduce the
reclosing time for the distribution-sectionalized system using Ethernet communication

among these sections.
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3.4 General Outline of the PSIN Architecture

This framework of the architecture will basically consist of

e Physical attributes
e Logical attributes

e Tools that deal with these attributes

GIS is our guide to the PSIN. Power information can be organized in layers so that
each layer belongs to a specific topological type and relates to a specific type of data.
Simply, one can navigate through these layers moving from the global picture to the more

detailed picture.

Physical attribute is about the information location, such as spatial information,
connection information, etc, while logical attributes which depend on the former physical
attribute, consist of information functionality, security, timeliness, and objective. In the

following sections specific details regarding these layers will be presented.

3.4.1 Physical Attributes

In the basic PSIN architecture shown in Figure 3-2, data and information that may
be scattered throughout the organization, in different divisions and categories, is
integrated in a generic manner. Physical layers relate the physical information location. It
can be divided into many sub-layers according to the physical attributes. Areas controlled
by one ISO can be one physical sub-layer, which also consists of different voltage-level

transmission line layers, power plant layers, substation layers, and control center layers.

All the physical layers will contain information at different levels of detail. As an
example, the regional layer will contain some information about the power plants but if
one needs a complete picture, he will need to go downstream to the power plant
information levels. As a general navigating rule in the physical layer, when going

downstream, you will get information in greater detail. On the other hand, when going
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upstream, a general picture of the power system will be given. These physical layers will

be used as a search guide in PSIN.

Multi.-Regional 1st layer 2nd layer 3 rd layer
Gridlayer
- \ - _B.an-L
-.» Regional PowerGrid .. Erfl(??t::l j_%ﬂsé@mﬂs—d """""""
layer & RTO " | | _Power market
| Others
Control Areas J Weather Equip. Specifications
_ Operation =y History information
ISOs Ui 'j Monilt./Maint. % Management info.
, v . Gen/  H Planning/Analy Others
Transmission Sub. Distrib. =SCALCH.
& Power Plants i
p i N Others
2 Distribution Persona
Sub Human E> mg_d .............
: Informat. Education
Others
>
Physical layers Logical layers

Figure 3-2: Basic architecture of the power system information network

3.4.2 Logical Attributes

Logical layers are divided according to information functionality. With the detailed
information functions, logical layers will extend to more sub-layers in either horizontal or
vertical directions. Logical layers depend on physical layers. Different physical layers
may have different logical layers but, generally, all these logical layers have a similar
structure. On the multi-regional HV power grid map, power market layers for inter-ISO
transactions are shown, but information about the distribution and customer layers are not
needed. For the same logical layer, information contents are different for different
physical layers or same physical layers in different areas. Flexibility, inheritance (a
parent-child relationship between one layer and its sub-layers), and encapsulation

between layers are used for the PSIN architecture.
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3.4.3 Data Manipulation Tools

Another important part of this infrastructure deals with tools required for data
manipulation. Data manipulation can be realized between layers and within the same
layer. As shown in Figure 3-3, data manipulation depends on information functionality
and its layer location in the PSIN architecture, and can be divided into different classes.
SCADA/EMS/DSS and DMS are considered as certain types of information

manipulation. Load flow analysis is another example of data manipulation.

TR 5 Monitoring
Spatial information Control
Manipulation manipulation Pro(‘i:ci?on
related to location Power gridinfor. H
information manipulation SCADA /EMS/DSS " ......
Remedial actions
. Outage management
Genergthn/ l Operation Others
Transmission/ = | _ Maintenance
Distribution i Analysis Monitoring
information D
- < Maint Strategy el
Humanbeings wsp ... Engineering Support
information Others

Trans . capacity Plannin Cont =
: : transaction Scheduling ontingency analysis
Financial : : Power flow
informgti on Bill Processing Security analysis ORISR0
| Others ' Others State estimation
Others

Figure 3-3: Categories of information manipulation / Tools

As stated earlier, based on object-oriented techniques, information manipulation
should have the following features: encapsulation, inheritance, and polymorphism.
Encapsulation means that most data manipulation should be combined with related data
into a single entity. For example, SCADA and its related database should be encapsulated
together into one object. Inheritance is cloning one module after another. It defines the
manipulations in upper layers as having the same behaviors as its sub-layers and
additional functions. For example, SCADA operation in utility physical layers can
manipulate the plant data in addition to the substation data in substation layers, but
SCADA in substation layers can only manipulate the substation data. Polymorphism
means the same operation may have different functions for different layers or different

data. Monitoring at system operation level may mean the detection of variables such as
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power frequency, voltage, current, active and reactive power, and a different set of

variables in equipment maintenance, such as temperature, pressure, transients, etc.

Many components or methods will be integrated using object-oriented techniques.
By combining the information manipulation and the information management parts
together, the entire PSIN architecture is basically formed. This new infrastructure will

offer many functions. To list a few, it should include:

e Geographic queries and analysis

e Complete picture of the power network

e Improved information management and integration among ISOs or RTOs
e Reduced data redundancy

e Standard way of communication among different entities

e Improved power flow, system security, and congestion management
It is important to point out that PSIN is only a framework and it attempts to provide a

standard architecture in many aspects. However, access authorities for different types of

information will remain under the power of the information owners.
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Chapter 4 Internet-based Wide Area Information Sharing and

Its Role in Power System State Estimation

4.1 General

This chapter presents a mathematical background for State Estimation (SE) and
proposes a new combination method for State Estimation (SE) using Wide Area
Information Sharing (WAIS). This chapter also presents a comparison study between
Integrated State Estimation (ISE), which is based on sharing real time measurements, and
the proposed Split State Estimation (SSE), which is based on sharing SE outputs. The
factors affecting the accuracy of SSE will also be presented. This chapter discusses the
advantages and disadvantages of SSE over ISE. The results of the proposed method for
combing the state estimation and data volume analysis between SSE and ISE will also be

presented.

4.2 Mathematical Background of State Estimation

SE is an existing technique used for many applications in modern Energy
Management Systems that can be used for building more realistic real-time models of the
power network. SE can be defined [65]as a method to assign logical values to the system
state variables basically from measurements gathered from this system according to

some criteria.

The previous definition of SE is a general definition; however, we will take a close
look at the SE in the power system context[66],[67]. Power system state variables are
chosen to be the voltage magnitudes and the relative phase angles at the system nodes for
a SE. Circuit breaker and switch status as well as the transformer tap settings are also
needed for network configuration before state estimation can be performed. The
measurements that can be used to estimate the system state variables are the available
measurements from the network, such as voltage magnitudes (V), active power flows (P),

reactive power flows (Q), or the current magnitudes (I). SE programs estimate the state
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vector of the system from these available measurements which may have many sources
of error. All the measurements use transducers (current/voltage transformer) and these
transducers contribute some error to the measurements. Another source of error is
occasional failure of the communication links leading to missing measurements. The SE
obtains a weighted least squares solution when the number of measurements is greater
than the number of unknowns. The mathematical basis of the SE can be summarized as
follows.

The basic idea of the SE is minimizing the cost function [65] J (x). The cost function

can be defined as follows:

< [Zm, _hi(x)]2

min  J(x) = Z (4.1)
i=1 i
Where
) QR System state variable
hj.......... 1'th measurement as a function of the state variables
O-l? ,,,,,,,,,, Variance of the 1'th measurement
Jx) .ol A cost function
Nmevoooaannnnn Number of independent measurements
Zm. ... 1'th measurement

This equation can be expressed in per unit or in physical units. The AC measured
quantities (for example the real and reactive powers P and Q) have a non-linear
relationship to the state variables (Voltage magnitude and phase angles), therefore the
minimization of the residual resorts to an iterative technique. Common technique to solve

this minimization problem is to calculate the gradient of the residual (V _j(x)) and then

force it to zero using Newton’s method.
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[0J(x)]
ox,
V J(x) = 0J(x)
J(x)= ox, (42)
[0 h(x) 0 h(x) & h(x _ _:L 1 [1Zm, = h(x)] |
0 x 0 x o x 7 o} [Zm, = hy(x)]
oo |2A0) 0 R 0 AW L | (43)
0 x, 0 x, 0 x, o]
i 1L 1l ]
[Zml _hl (x)]
. T -1
V. ](x):—Z[H] [R] [Zm, —h,(x)] (44)
Where
[0 h(x) 0 h(x) 0 h(x)
5 x 5 x 5x
0 h 0 h 0 h
[H] oo is Niw by N, matrix =| =0 & w0 0 KL
0 x, 0 x, 0 x,
Nm.......... is the number of measurements
NS .ooornine is the number of state variables being estimated
oy
[R]........... 1S covariance matrix of measurement errors o
Using Newton’s method to make V _ j(x) equal to zero
v _J(x)]"
Ax:{T} [-V,J()] (4.5)
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The Jacobian of V J(x) is calculated assuming that [H] is a constant matrix

{ava(x)

P» }:—2[H]T[R]‘1 [ H] (46)

Substituting in equation ( 4.5 )

4.2.1.1
» Zm; — hy(x)
A x=05|[H] [R]'[H]]| {2 [H] [R]"| Zm,~hy(x) (47)
L Zm, — h,(x)
A x:[[H]T [R]" [H]] [H] [R]"| Zm, — hy(x) (48)

To solve equation ( 4.8 ) an iterative technique is used until Ax is very small and

tends to zero and the solution in this case equals

new old
X" =X"" +AX (49)

4.3 Split State Estimation Motivations

Deregulation has brought significant changes to many aspects of power system
engineering. The Federal Energy Regulatory Commission (FERC) recognized these
changes in system operations, and requested formation of the Regional Transmission
Operators (RTO) [2], which simply will merge ISOs into large RTOs. The old boundaries
among utilities/ISOs will disappear and in the near future power transactions can take
place anywhere in the deregulated network. From this point of view the old structure for
controlling the power network should be modified [68] to accommodate the large
changes in the deregulated power markets. WAIS becomes increasingly important for

these deregulated power systems.
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WALIS is one of the ways to enhance the SE calculations under the new RTOs
structure. SE enhancement can be achieved through a new EMS, which would cover a
wide area, bringing all the real time measurements to this EMS and develop the state
estimator for the entire area [69]. However, this option faces many roadblocks. One of
the main problems is that the new EMS must obtain real time information from different
control areas at different utilities that may be unacceptable for various reasons. The
alternative solution is to let each area perform its own State Estimation, and then combine

the SE outputs of each area to form the large area SE.

This basic idea of sharing SE outputs from different areas was proposed in different
literature as hierarchical SE[70]. A hierarchical model using Artificial Neural Network
(ANN) [71] was proposed to solve the dynamics of the power system. Two levels of
power system state estimators[72],[73] were proposed as a hierarchical computing
scheme for power system state estimation. However, all these methods are based on the
fact that the information can be shared among the hierarchies. The concept of this work
is different in the sense that SE outputs are the only information that can be shared among
the utilities. The major problem will be the lack of common reference among these

systems. This common reference problem can be solved based on local measurements.

The basic idea for solving the common reference problem is based on monitoring the
tie lines flows among the integrated areas and using the equivalent transmission line
models to calculate the difference in angle between these areas. The details and the

factors affecting the common reference calculations will be presented in the next section.
4.3.1 Common Reference Considerations
The available information, which should be shared to obtain a global common

reference, is

e SE outputs for all the subsystems

e The individual local reference of each area
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For a two-area system, knowing at least one bus angle with respect to the reference
buses of the two areas will solve the problem. For more than two areas the same rule is
applicable. One of the references is selected to be the global reference and the
relationship of all other references to the global reference is determined. A two-area

example shown in Figure 4-1 will illustrate the concept.

Bus i Bus k
Area A A.rea B
Bus |
Ref

Figure 4-1: Common reference estimation for a two-area System.

Bus ‘1’ in area A has an angle 0; with respect to area A reference. Bus ‘j’ in area B
has an angle 0; with rrespect to area B reference. Consider the calculation of the common
reference from the point of view of area A. The m-equivelent of the tie line is known to
area A, along with the power flow of the tie line and the voltage and angle of bus ‘i’ with
respect to area A refenence. Similarly, from the SE output of area B the voltage and
angle of bus ‘j” with respect to area B reference is also known. Using simple n-equivalent
calculation the voltage and the angle of bus ‘j” can be recalculated with respect to the

reference in area A as shown in Figure 4-2.
Bus ‘j” now has two angles with respect to the two references of the two areas: the first

reference in area A (J;), and the second reference in area B (6;). The difference between

the two angles is
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Ref. B

“Busi”

> Ref. A

Figure 4-2: Phasor diagram with a common reference.

¢ref = ‘9,- _5j (4.10)

Where ¢rer is the common reference shift angle. Using this angle to shift all the voltages
and currents in system B with respect to system A produces a coherent state for the
combined system. In general, if there are ‘m’ tie lines between the two areas then ¢..r may

be calculated as an average:
By =2 (0, —5,)/m (4.11)
i=1

Many factors can affect the accuracy of the calculation of a common reference

e The accuracy of the tie lines flow measurements
e The accuracy of the model of the tie line
e The number of the tie lines between two consecutive areas

e Connections among all the areas

The better the accuracy of the tie line equivalent circuit and flow measurements, the
better will be the accuracy of the common reference calculation. Calculating the common
reference angle based on averaging more than one tie line is more accurate than

calculating it based on just one tie line.
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4.4 Data Volume for SSE and ISE

As mentioned before, sharing real time measurements among different control areas
may not be an available option for various reasons. However it is instructive to compare
the data volume for SSE and ISE. To make an accurate comparison, the details of the
systems under consideration should be known. For simplicity, the following assumptions

are made:

e All the active and reactive power are monitored at both ends of all the
transmission lines.

e Active power, reactive power, and voltage magnitude are monitored at each bus in
the network.

e The ratio between the number of branches and the number of buses in a network

will be assumed to be two.

Variations on these assumptions will be considered later.

Assume that we have three areas under consideration as shown in Figure 4-3. Each
area has its control center/ISO that is responsible for estimating the state for its own area.
To combine these three ISOs to form one RTO capable of doing ISE for the whole
system, the real time measurements for the other two areas should be exported to this

RTO.

Assuming that the number of buses in each area is equal to N and the number of
branches will be equal to 2N. The number of measurements will be exported from one

area to the other two areas under the previous assumptions and can be calculated as

follows:

Data exported /area = TL measurements + bus measurements
=2Ne4+Ne3
= 1IN
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Area Area

N\
\ /

Area
A

Figure 4-3: Three-area example.

The data is exported for the 3 areas so that each area will have the other two areas’

measurements:

Total Data volume =3e 1IN
= 33N

This result corresponds to the maximum data transfer requirements. Under a different set

of assumptions:

e All the active and reactive power are monitored at one end of the transmission

lines.
¢ One voltage magnitude is monitored at one bus in the network.

e The ratio between the number of branches and the number of buses is assumed to
be 1.5.

In this case, the above calculation yields:

Data exported /area =1.5Ne2+]1e] =3N+1
Total Data exported =9N+3
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The previous calculation is based on sharing real time measurements. Now consider the

SSE scenario, in which the SE outputs of each area are shared.

Data exported /area =2N
Total Data exported = 6N

Comparing the data volume between sharing the real time measurements (ISE) and
sharing the SE outputs (SSE), the ratio is between 1.5 and 5.5 (Figure 4-4), depending

upon the number of real time measurements shared.

Figure 4-4: Average data volume comparison between ISE and SSE

In addition to the saving of data volume (average saving equal to 3), there are other
important factors in favor of sharing the SE outputs. The average scan time to get SE
outputs may be in the order of 4 minutes, and therefore the Internet is well suited as a

communication medium. The SSE based on the Internet has the following features:
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e No changes in the old structure of the power system control center.

e Reuse the old EMS because the new integration does not need new SE programs
capable of dealing with larger numbers of buses.

e No new hardware is required.

e No special communication facilities are required.

e The average latency of the Internet is much less than the scanning time for SE.

e Multi-point access so that each area is required to transmit data only once.

e No special communication software installation is needed.

As shown in the following, the accuracy of the SSE is equivalent to that of the ISE. In the

following sections, a comparison of SSE and ISE will be presented.

4.5 SSE Program Algorithm

The algorithm used for the comparison study between SSE and ISE is shown in
Figure 4-5. The basic idea for this algorithm is running the ISE and SSE out of the same
measurements pool. As a result, the output results for ISE and SSE rely only on the

methodology used in each case. The main algorithm steps can be summarized as follows:

1. Prepare the measurement pool for both SSE and ISE. This can be achieved as

follows:

e Run the load flow for the whole system. The load flow output can not be
considered measurement input to the SE program because real measurements
should have some kind of noise unlike the load flow output.

e Calculate the standard deviation of measurement device ‘i’ as follows [74]:

o, =§(0.020M,.+0.0052o111.) (4.12)

Where
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LY P is the complex power measurement, or voltage
magnitude measurement for the i'th
measurement.

| I is the full-scale value of the measuring instruments 1.

e Add noise to the load flow outputs. In this study, the errors are assumed to be
aero-mean Normal distribution dependent on the measurement devices. This noise
level will change each time the program is running based on the Normal
distribution generation. For that reason, the Monte-Carlo simulation technique is

the best available method.

2. Calculate the ISE outputs by feeding the SE program all the measurements available

in the system.

3. Preparing the measurement data to run SSE.

e Split the measurement pool to sub-pools depending on the number of sub systems
in the whole area. In our case there are only two sub- areas.

e Run the SE program for each individual area separately.

e (alculate the common reference angle among these areas as explained in the

previous section in Equation (4.13).

4. SSE output is the combination of SE outputs of each individual area using the
common reference angle to have a common reference for the whole system as

explained in section 4.3.1.

5. The Monte-Carlo technique will be used to repeat this algorithm for different error

levels.
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Run load flow for the whole system
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Add noise to the load flow outputs

Run'SE
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SSE
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Figure 4-5: Flow chart of the simulation program.

The following points are the assumptions made for the analysis of different cases:

e The true values of the tie line flows are assumed to be equal to the load flow
value.

e The simulations performed are based on the Monte-Carlo Technique (500 runs are
used).

e The percentage change for both ISE and SSE are calculated from load flow
solution as a true value.

e IPFLOW is the program used to run load flow solution and MATLAB is used to
read the output of the IPFLOW using the algorithm shown in Figure 4-5.

e ISE and SSE comparisons will focus on the tie-line data.
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e [t is assumed that both ends of all the transmission lines are metered. No bus
injection measurements are used, and voltage magnitude is measured at all the

buses.

4.6 Simulation Results

The simplified WSCC 179-bus system Appendix A is the base case for the
simulations presented here. However, the algorithm has also been tested on IEEE 14-bus,
30-bus, and 39-bus systems. The simplified WSCC system consists of 11 control areas, 5
of which are system equivalents and the rest have different levels of detail as shown in
Figure 4-6. For the sake of the present simulations, all the areas are grouped into two

main areas:

e North area that includes Canada, North West, and Montana and consists of 42
buses.
e South area contains the rest of the areas with a total of 137 buses. Four 500 kV

lines connect the two areas. These lines will be considered as tie lines between

North and South.

Two cases are presented in this section:

e Noisy measurements are assumed for the tie line flows.

e Accurate measurements are assumed for the tie line flows.

The first case studied was the noisy tie line measurements. In this case the same
standard deviation has been used to calculate the measurements from the load flow output
data, as the one used for calculating the tie line flow measurements. Therefore, this case
is named noisy tie line flows. Practically speaking, this case is a typical case if the
measurement devices at the tie lines have the same accuracy as the rest of the

measurement devices throughout the system.
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The second case studied was the noise free tie lines measurements. In this case the
measurements at the tie lines are assumed to be equal to the tie line load flow outputs. No
noise has been added to the tie lines flows. Therefore, this case is named accurate tie line
measurements. This case is assuming that there are accurate measurement devices at the

tie lines. The rest of the measurements have normal noise level assumed in case one.

Figure 4-6: Two regions for simplified WSCC 179 bus system.
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Both cases use the SSE algorithm explained in Figure 4-5 to obtain SSE and ISE
results. The previous algorithm has been run using the Monte-Carlo Technique for 500

times. In each run, three measurements sets are recorded:

e The first measurement set is the transmission line measurements which are equal
to the load flow result plus the Normal distribution noise.

e The second measurement set is the ISE transmission lines flow outputs. The
output in this case is created with the assumption of sharing all the measurements
between the North and South areas shown in Figure 4-6.

e The third measurement set is the SSE transmission line flow outputs. The output
in this case created with the assumptions of sharing the output of the state
estimations between the North and the South areas and calculating the common

reference angle between the two systems.

These three sets of measurements are repeated 500 times each time with different
measurement noise levels. All noise levels are pulled out from the Gaussian distribution.
The following standard deviation (STD) comparison has been calculated based on this
500 measurements record. The common reference angle is also calculated 500 times
based on equation (4.14). The SSE and ISE tie lines flows are calculated and the
percentage change from the load flow tie lines flows are calculated as another

comparison indicator between SSE and ISE.

4.6.1 Noisy Tie lines Measurements

Figure 4-7 shows a comparison study for the STD results of some of the transmission
line flows calculated using the Monte-Carlo Technique. These transmission lines are
picked far from the tie lines. For that reason, this study will be named internal
transmission lines. As is clear from Figure 4-7 the ISE and SSE STD are almost identical
and both of them are less than the STD of the applied error. We can conclude that both
methods for calculating SE are perfect; however, the proposed method (SSE) has

succeeded in reducing the data volume as shown in Figure 4-4.
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Figure 4-7: STD comparison at internal transmission lines for noisy tie lines flow

Figure 4-8 shows a comparison study for the STD results at the tie lines flows
calculated using the Monte-Carlo Technique. ISE and SSE STD in this case are not
exactly equals as in Figure 4-7. However, SSE STD results are better than STD results of
the applied error. The SSE STD results are higher than the ISE STD results at the tie
lines; however, for the whole system the proposed SSE results are acceptable. An
improvement in these results can be achieved by providing accurate measurements at the

tie lines as will be shown in the second case.

Table 4-1 shows the average percentage change for the SSE and ISE tie line flows
with respect to the load flow results. The mean of the ISE tie lines flows average is
0.6402 % from the actual load flow results; however, in the case of the SSE it is 1.501 %.
The average in the ISE case is lower than the SSE case but both values are significantly
good. The SSE results can also be improved by providing accurate measurements at the

tie lines as in the following case.
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Table 4-1: Average percentage changes at tie lines for noisy tie lines flow
Tie-line SSE ISE

1 1.2957 | 0.7214
2 1.4022 | 0.6389
3 1.6145 | 0.5987
4 1.6917 | 0.6019

Average | 1.5010 | 0.6402

25 I I I

— — I3
() on ()

STD of the measurement, SSE, and ISE
o

2 3 4
Differant tie lines

Figure 4-8: STD comparison at the tie lines flows for noisy tie lines

Figure 4-9 shows the histogram of the common reference angle (¢r.r) calculated
using equation (4.15). The STD in the errors of ¢ in this case is 0.6514. The histogram
is based on the 500 ¢.r values calculated using the transmission line flows of the Monte

Carlo simulations.
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Figure 4-9: Histogram for the phase shift angle for noisy tie lines flow

4.6.2 Accurate Tie lines Measurement

In this case the tie line flows are assumed to be perfect measurements. The tie line
flows in this case are assumed to be equal to the load flow outputs. The accurate tie line
flow measurements (Figure 4-10) have no effect on the STD of the internal transmission
line results demonstrated in the previous case (Figure 4-7). However, the effect is clear
for STD at the tie lines shown in Figure 4-11. The STD of SSE at the tie lines is
improved because the ¢.rcalculations are improved and the STD of the error of the ¢r.rin
this case is dropped from 0.6514 to 0.5161. The STD of ISE tie line flow improvement is
not significant because the accurate tie line measurements are only a small set out of a
large set that includes all the system measurements which still have the same
measurement error. The STD of the measurements is kept the same for both cases. Table
4-2 tabulates the STD at the tie lines measurements for the three records we have (ISE,

SSE, and measurements).
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Figure 4-11: STD comparison at the tie lines flows for accurate tie lines flows
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Table 4-2: STD comparison at the tie lines for accurate tie lines flow

Tie-line SSE ISE Err
1 13.1967 | 8.5112 | 20.5117
2 16.1356 | 8.9757 | 21.4312
3 13.9647 | 7.0396 | 20.7211
4 14.4672 | 7.3550 | 21.0184

Table 4-3 shows the average percentage of changes for the tie SSE and ISE line
flows with respect to the load flow results. The ISE result is almost the same as the
previous case 0.6391 %. However, improvement of the SSE result is achieved, the
average is dropped from 1.501% as shown in Table 4-1 to 1.1806% as shown in Table

4-3. This improvement can be attributed to the improvement of the ¢..rcalculations.

Table 4-3: Average percentage changes at tie lines flow for accurate tie lines flows
Tie-line SSE ISE

1 1.2090 | 0.7586
2 1.1438 | 0.6198
3 1.1619 | 0.5797
4 1.2076 | 0.5985

Average | 1.1806 | 0.6391

4.7 Result Analysis

The proposed SSE has acceptable results compared to the ISE. The data volume
reduction between sharing the real time measurements (ISE) and sharing the state
estimation outputs (SSE) is large enough to use the SSE technique. Besides the SSE
technique can be used as an interim solution for the transition situation between ISO and
RTO until the infrastructure for RTO is in place. The following points summarize the

comparison between the ISE and SSE techniques used in this chapter:

e The STD of ISE and SSE are almost identical at the internal transmission lines
(far from the border areas) as shown in Figure 4-7and Figure 4-10.

e At the border area, the STD of the ISE is lower than that of the STD of SSE and
both of them are lower than STD measurements.

e The STD of SSE can be improved by increasing the measurements accuracy of

the tie lines flows as shown in Figure 4-8 and Figure 4-11.
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e The prediction of the common reference shift angle ¢.r can also be improved by
increasing the measurements accuracy of the tie line flows.
e The average percentage change in the tie line flows can also be improved by

increasing the measurement accuracy of the tie line flows as shown Table 4-1 and

Table 4-3.
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Chapter 5 A Tracing Load Flow Program for Total Transfer
Capability Calculations

5.1 General

This chapter presents a tracing load flow (TLF) program that is designed to calculate
the Total Transfer Capability (TTC) in addition to many other applications. TLF is
basically a load flow program that has the flexibility to change any input parameters in a
systematic way and trace the state variable changes. TTC is a key factor for calculating
Available Transfer Capability (ATC). TTC calculations are based on running different
load flow cases from the base case until hitting thermal, voltage, or transit stability limits.
TLF is able to calculate area-to-area TTC or point-to-point TTC with any generation/load
dispatch. TLF can be used in many different applications besides the calculations of TTC
such as voltage collapse studies, contingency analysis, power systems studies under
different dispatch conditions, and can also be used for analysis of impact of series and
shunt compensators on power systems. TLF is developed using MATLAB and has been

tested for many power system models of different sizes.

5.2 Transfer Capability Definition

The deregulation of the power system imposes many new challenges in the power
system area. This new competitive market environment will increase the demand for
transmission services. Transmission services become an important issue in this
competitive market and all the players in this market should understand the electrical
limitations for the transmission services. One of these limitations is the transmission
transfer capability of the system. However, transmission line transfer capability is an old
term that became more important after power system deregulation. Transfer capability is
important in power system security, transmission expansion planning, generation
expansion planning, long term market forecasting, contingency analysis, and TTC

calculations.
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The North American Reliability Council (NERC) established a standard reference
document [75] for the Total Transfer Capability (TTC). The engineering committee
approved this document in November 1994. The value of TTC comes from its importance
for calculating ATC [76] in the market transactions. ATC is frequently updated in the
OASIS [4] site and all bidding and trading of electricity is controlled by these values.

ATC is an important term that has recently been used in the deregulated
interconnected transmission networks in the electricity market. The ATC calculation is
directly related to physical capabilities of the interconnected network. The ATC can be
defined [76] as “A measure of transfer capability remaining in the physical transmission
network for further commercial activity over and above already committed uses”.

This definition can be formulated as equation (5.1)

ATC=TTC - TRM - CBM (5.2)
Where
TTC ......... Total Transfer Capability
TRM ........ Transmission Reliability Margin
CBM ........ Capacity Benefit Margin

TRM “The amount of transmission transfer capability necessary to ensure that the
interconnected transmission network is secure under a reasonable range of

uncertainties in system conditions.”

CBM “The amount of transfer capability reserved by load serving entities to ensure
access to generation from interconnected systems to meet generation reliability

requirements.”
TTC “The amount of electric power that can be transferred over the interconnected

transmission network in a reliable manner while meeting all of a specific set of

defined pre- and post- contingency system conditions.”
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For a better understanding of TTC definition some important terms related to TTC

definition will be highlighted:

System conditions: TTC calculations are based on base-case load flow that is identified
for the period to be analyzed. For any change in the system conditions, the calculation of

TTC should be modified to accommodate these changes.

System limits: TTC are determined by the physical and electrical limitations of the
power system. Therefore, TTC is determined by the first violation of thermal limit,

voltage limit, or stability limit.

Critical contingencies: TTC calculation should consider at least n-1 contingencies in the
system. The contingency set can be initially determined by linear sensitivity analysis
(LSA) [77],[78]. LSA is an incremental solution over an exact pre-solved case. LSA
bypasses the complexity of AC simulation under the same assumptions of DC load flow
(Q is neglected, loss is neglected, and all bus voltage magnitudes are equal to 1.0 per
unit). LSA factors simply show the change of the active power in line flows due to
generation changes in the network and due to transmission line outages. More details of

the LSA technique will be explained in Chapter 6.

5.3 Transfer Capability Applications

Transfer capability determines many applications in power system engineering:

e Power system security

e Transmission expansion planning
¢ Generation expansion planning

e Long term market forecasting

e Contingency analysis

e ATC calculations
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The first application of the transfer capability is studying the security of the
interconnected power system. The reliability of the interconnected power system [79] can
be measured by the ability of the system to stay stable and within safe operating limits
after one or more contingencies. To keep the generation load balance this system should
export a certain amount of generation from the neighborhood to balance the load.
Transfer capability of the tie lines connecting this system to the interconnected system is
a measure of the capacity available for additional power transfer with adequate security.
The main goal of transfer capability calculation from a security point of view is

calculating the amount of generation in one area that can be exported to other areas.

Transfer capability is also a very useful tool in the planning studies of the power
system. For example, transmission lines that increase the transfer capability among
different areas is the best choice for the transmission expansion especially if this
expansion will help to reduce electricity prices. From the same prospective the generation
expansion is also influenced by the transfer capability calculation. The locations and the
sizes of the new generations’ expansion, especially the independent power producers
(IPPs) should consider the transmission line capability through which their power will be

transfered to the rest of the inter-connected system.

In the deregulation environment, long-term studies of the behavior of the electricity
markets do not need the details of the power system. A simplified model for the power
system is usually sufficient. The transfer capabilities of the tie lines among different areas

play an essential role in these simplified models.

ATC is an important term that has recently been used in deregulated interconnected
transmission networks in the electricity market. The ATC calculation is directly related to
transfer capabilities of the interconnected network. In addition to ATC, the contingency
analysis becomes more important and more difficult in the deregulated environment
because frequently most of the inter-connected systems are pushed to the limit of the

security.
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5.4 Total Transfer Capability Calculations

The calculation of the TTC is based on computer simulations for specific operating

conditions. TTC calculations are commonly performed using two main methods:

e Linear calculations [80]

e Non-linear calculations [81],[82]

TTC linear calculation is based on the DC load flow technique. The linear approach
has many limitations because all the calculations are based on linear models while the
actual power system is non-linear. Examples of these limitations include: neglecting
reactive power [83], neglecting the voltage limit, and disregarding the system voltage

collapse.

TTC non-linear calculation is based on the AC load flow technique .The importance
of using the AC method[84] in the deregulated power system has increased for many

reasons such as:

e Increasing the influence of the reactive power due to the unusually heavy
transactions in the deregulated environment.

e Some of the interconnected power systems are suffering from unusual voltage
drops close to the collapse margin from unscheduled flows that increased as a
result of bilateral contracts.

e The new challenges of the deregulated inter-connected power network security.

e Market requirements which hope to reduce the uncertainty of the TTC

calculations for more profit.

As a result of these issues, ATC [85],[86] contains these uncertainties by including a
TRM. Increasing TRM will help to accommodate effects of many uncertainties in the
network. However, the power market needs to cut down these uncertainties in order to
increase the transactions. One way to do that is to calculate accurate TTC based on the

non-linear method instead of the linear method. The AC method does suffer from
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disadvantages such as long execution time because of repeating of the load flow

calculations till hitting certain system violations.

For the TTC calculations, one area is considered the “source” area (for example area
A) and the other considered the “sink™ area (area B). TTC is a directional quantity from
the source to the sink i.e. TTC from area A to area B (A4 — B) is not equal to the
TTCB — A. The term “area” used in this context can be used to refer to a generating

station, power pool, control area, or a substation.

TTC calculations are based on computer simulations of different operating
conditions in the two areas. Each simulation is a snapshot of the operation. Two scenarios

can be used for TTC calculation:

e Load / Generation method (LG): Loads in the sink area are increased and the
source area will compensate for this increase by increasing its generation.

¢ Generation / Generation method (GG): Generations are dropped in the sink
area and the source area will increase its generation to balance these generation

drops.

Different dispatching assumptions may be considered for TTC calculations such as:
single generation/load dispatch, uniform generation/load dispatch, proportional
generation/load dispatch, and arbitrary generation/load dispatch. Some other important

points to be considered in TTC calculations:

e The system limit is the minimum among thermal, voltage, or stability limits.

e Multiple contingencies could be considered in the calculation if necessary.

e To calculate TTC 4 — B, both LG and GG scenarios are used. TTC 4 — Bis
the lower value between these two scenarios.

e The normal thermal rating of the transmission lines is used in case of normal

operation, while emergency rating is used in case of contingencies.
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e The system limit isn’t necessarily reached on the tie lines between area A and
area B, the system limit could be reached on any line or equipment in area A,
area B, or outside A and B. Due to this fact, wide area calculation is very

important for TTC calculation.

5.5 Tracing Load Flow Program Features

TLF is an excellent tool that can run load flow programs in a consecutive manner to
calculate TTC. TLF can be used in many different applications besides TTC calculations

such as:

e Voltage collapse studies
e (Contingency analysis
e Power system behavior under different dispatch conditions

e Impacts of series / shunt compensators on power system

TLF uses the AC load flow technique as the core of its algorithm. TLF attempts to
cut down the execution time by systemically (instead of manually) repeating the load
flow until hitting system violation. TLF is designed so that its systematic repeating steps
reduce execution time by using the previous step’s initial conditions rather than starting
from the base case initial conditions. Continuation power flow [87],[88] is capable of
doing the same, however, it is more suited for voltage collapse studies and not for TTC

calculations. The main characteristics of this program (TLF) are:

1. Able to change any generation or load dispatch and calculate TTC based on this
new dispatch.

2. TTC can be determined using thermal limits of transmission lines and bus voltage
limits.

3. Calculate the load flow solutions under different transmission and generator
contingencies.

4. Calculate load flow dependency on the transmission line impedance variations.
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9.

Calculations

Completely coded using MATLAB so it is easy to modify to fit any application.
Different input data file formats can be used such as IEEE / PTI.

Is fast and reliable. TLF uses fast screening to calculate coarse TTC and then can
use fine screening to calculate precise TTC.

Can be used to calculate TTC area-to-area. The area could have one-bus or
multiple buses.

Trace the state variables of the power system at different loading conditions.

10. Voltage collapse and steady state stability violation can be tracked and identified.

11. Power loss calculations at different loading conditions.

5.6 Tracing Load Flow Algorithm

As shown in Figure 5-1 the TLF algorithm can be summarized as follows:

Load input data file. TLF can read from PTI / IEEE format.

Specify the TTC calculation method. Either GG or LG method can be used.
Determine the source area and the sink area.

Specify load /generation dispatching scenario.

Specify the initial contingency set (transmission lines and generations).

Determine a precision level for which the fast TTC calculations will stop and the
precise calculations will start. This number is a percentage from the transmission
line thermal limits or bus voltage limits.

Determine the step size for increasing / decreasing the generation / loads in the
sink area. Small steps will lead to increase in the number of iterations for the
precise screening calculations. However, if the system is stressed, a small step
size is recommended.

Run the base case load-flow under one of the selected contingencies out of the
initial contingency set.

Start TTC fast screening loop. In each loop step, record the power system state
variables (active power, reactive power, bus-voltage, and bus-angle). These

variables can be used for further analysis.
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o After finishing the fast TTC calculations, switch to the precise calculations. The
precise calculations start from the last unconstrained step in the fast screening.
The precise screening margin is set equal to the thermal limit or the minimum
acceptable voltage.

e Repeat the fast and the precise screening loop for every contingency.

e The TLF report contains a TTC values for each contingency. TLF can also report
state variable profiles. For example, the most critical voltage bus profiles, the

critical phase angle profiles across the transmission lines.

‘ Reading input data ‘

l

‘ Specify Gen/ Load dispatch ‘

I

‘ Determine sink & source areas ‘

I

‘ Determine fine screening margin ‘

}

‘ Determine step size ‘

More contingencies ? No

{Yes

Run Base- case load flow TTC report

Y
Fast SCM precise screening
Yes

violation ? ) violation ?

No No
v

Run one step load flow
(latest inviolate fast screening )

Run one step load flow
(starting from the base case )

Record state variables Record state variables
(V,angle, P, Q) (V,angle, P, Q)

Figure 5-1: TLF program algorithm
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5.7 System under Study

TLF has been tested for the IEEE 39-bus system (Appendix B) and for the simplified
WSCC 179-bus system (Appendix A). The results presented in the next section are for
the simplified WSCC 179-bus system. The simplified WSCC system consists of 11
control areas as shown in Figure 5-2. For the sake of simplicity, these control areas are

grouped into three main areas, namely North, West, and Central.

North area consists of three control areas:

e (Canada equivalent area consists of two machines (Gland G5).

e North-West control area consists of three machines (G8, G13 and G19).
e Montana equivalent area consists of one machine (G42).

e Base case total generation equals to 30308 MW.

e Base case total loads are equal to 27881 MW.

e Number of buses is 42 buses.

West area consists of three control areas:

e PG & E control area consists of four machines (G123, G128, G148, and G154).

e SOCALIF control area consists of five machines (G92, G94, G99, G103 and
Gl111).

e LADWP control area consists of three machines (G165, G171, and G178).

e Base case total loads are equal to 27747 MW.

e Number of buses is 91 buses.

Central area consists of five control areas:

e Idaho equivalent area consists of one machine (G45).
e WAPA UC equivalent area consists of two machines (G63, and G64).

e New-Mexico control area consists of one machine (G66).
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e Pace control area consists of three machines (G50, G55, and G61).

e Arizona control area consists of four machines (G70, G73, G81, and G85).
e Base case total generations are equal to 16942 MW.

e Base case total loads are equal to 12330 MW.

e Number of buses is 46 buses.

Both the Central and North areas are exporting power to the West area. Therefore,
the most valuable TTC calculations are TTC  from North — West and
from Centeral — West . The next section will show the results for these calculations under

different contingency cases.

¢ Idaho
@ (1 machines) )

h (4 buses) S

PG &E

(4 machines)

Figure 5-2: Three regions for simplified WSCC 179-bus system
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5.8 TTC Calculation Results Using TLF

TTC calculation is based on computer simulations for specific operating conditions.
This section will show the results of TTC calculations from Centeral — West and from
North — West . TTC under different line and generation outages will also be calculated.
State variable profiles such as voltage profiles in stable and unstable cases will be used
for improved security assessment. Before performing to the TTC calculations, TLF was

initialized as follows:

e Load the interconnected system base case.

e GG scenario is the scenario that has been chosen to calculate TTC.

e Proportional generation dispatch for sink/source areas.

e Sink/source combinations have been chosen to be West/Central area and
West/North area.

e The precision level has been chosen as 1 MW from the thermal limit. No voltage
limit is considered. However, TLF always considers voltage collapse.

e Step size has been chosen to be 5 % from the ratio of the generator capacity to the

total generation capacities in this area.

5.8.1 TTC Calculation Result from Central to West

Table 5-1 shows TTC under different generator outage conditions in the West area.
Refer to Appendix A for details about these generator locations. TTC is calculated based
on both normal and emergency thermal ratings. TTC at the normal thermal rating in the
case of generator-92 outage is equal to 1595 MW while based on emergency rating
equals 1938 MW. This is a typical case that has thermal limit violation controlling the
TTC value. Figure 5-3 shows the most critical voltage buses in this case. TTC for the
whole system based on a normal rating is equal to the minimum value of TTC in the
normal rating column. TTC in this case is equal to 1163 MW. The emergency thermal
rating is equal to 1163 MW as well. The result shows that TTC in this case is not due to
thermal violation and there should be another violation. Tracing the output state variables

will help to show the detailed analysis of this case. Figure 5-4 shows the voltage profile
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of this case. It is easy to conclude that the violation in this case was voltage collapse. The
most critical voltage buses are located in the West area as a direct consequence of the

generator outage in that area.

Table 5-1: TTC from Centeral—>West(generator outage)

West TTC Central to West
Generator Normal Thermal Emergency Thermal
Outage Rating (MW) Rating (MW)
None 1545
92 1595 1938
94 1600 1939
99 1370 1538
111 1163 1163
123 1179 1404
148 1433 1700
154 1324 1575
165 1433 1522
171 1506 1900
178 1458 1643
Critical line  voltage
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Figure 5-3: Outage of generator 92, no voltage collapse
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Figure 5-4: Outage of generator 111 leads to voltage collapse

Table 5-2 shows the TTC from Centeral — West for different line outages. These

transmission lines have been chosen to be distributed in the whole system.

Table 5-2: TTC Centeral — West (Line outage)

Line TTC Central to West
outage Normal thermal Emergency thermal
rating (MW) rating (MW)
None 1545 1945
47-46 1095 1290
87-76 1505 1795
62-59 1370 1477
82-79 1550 1855
30-33 1400 1695
30-39 230 1085
30-34 265 1125
80-91 1535 1845
84-90 195 530
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From Table 5-2 we can get some details about TTC from Centeral — West :

e TTC based on normal thermal rating assuming that the table includes all the
possible contingencies is equal to 195 MW. TTC based on emergency rating is
530 MW.

e Line outage in the North area may affect the value of TTC like the case of lines
30-33, 30-39, and 30-34. Some of these lines are key factors for determining the
correct value TTC. The status of these lines should be known even if these lines
aren’t in the two areas involved in these calculations.

e If the North area is represented as an equivalent system. These transmission lines
will disappear and the TTC calculations will not be correct. This fact proves that
the details of the neighboring system are very important to calculate the correct
first contingency TTC.

e An outage in one of the four tie lines between Central and West (80-91) is not so

critical because the parallel line will compensate for its absence.

5.8.2 TTC Calculation Result from North to West

TTC from the North to the West area is one of the most important calculations
because most of the power is coming from Canada to feed the Western system which is
characterized by a heavy load profile. As shown in Figure 5-2, the West area is connected
to the North area through 3 tie lines and to the Central area through 4 tie lines. These tie
lines will be studied as contingency lines in addition to the internal tie lines connecting
the three-control areas inside the West area (PG & E, SOCALIF, and LADWP). The
typical limit between North and West areas are stability limits. Stability limit in this case
is expressed as new thermal limit and replaces the typical thermal limit of the tie lines

between North and West.
Normal TTC North — West without any contingency is 975 MW while the

emergency TTC is 1070 MW as shown in Table 5-3. The first three line outages (89-88,
90-84, and 91-80) in Table 5.3 are the tie lines from West to Central. Any single line
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contingency within these lines isn’t affecting the TTC value very much. The minimum
normal TTC in this case is 830 MW and the emergency TTC is 1035 MW. All the
emergency TTC values calculated in this case are limited by the voltage collapse as

shown in Figure 5-5.

Table 5-3: TTC North — West (Line outage)

Line TTC North to West
outage Normal thermal Emergency thermal
Rating (MW) Rating (MW)
None 975 1070
89-88 830 1035
90-84 885 1045
91-80 900 1045
136-39 60 355
135-34 75 375
134-33 370 685
113-104 980 1065
114-105 980 1065
115-106 980 1065
156-95 900 1055
156-90 935 1060
155-112 0 1025
95-96 975 1070
9791 830 1030
101-109 970 1065

Critical line : voltage
1.1 I I I I I

Bus puvoltage

0ee i i | i i

Fast screening step

Figure 5-5: Voltage profile for emergency TTC (89-88 line outage)
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The three lines (136-39,135-34,and 134-33) in Table 5-3 are tie lines from the North
area to the West area. As mentioned before, these tie lines are limited by the stability
limit, which is represented as a new thermal limit in the load flow data. The Normal TTC
in case of outage of one of these lines is a relatively small number. The minimum TTC in
this case is 60 MW with stability limit constraint. In case of Emergency TTC in the same
case the min value is 335 MW and in this three-outage contingency case the limit is the
stability limit rather than the voltage collapse as in the previous case. TLF helps us to
understand this case by providing the voltage profile of the critical bus voltage as shown
in Figure 5-6. As is clear in Figure 5.6 this case isn’t a voltage collapse and the limit in

this case is the stability limit that is represented as the thermal limit in the load flow file.

Critical line  woltage

Bus puvoltage

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Fast screening s1ep

Figure 5-6: Voltage profile for emergency TTC (136-39 line outage)

The next six lines are the internal transmission lines connecting different control
areas inside the West area. The outage of one of these lines (155-112) tends to reduce the
TTC at normal thermal rating to zero. The emergency TTC in this case is not zero but it
is equal to 1025 MW. The last three outages in Table 5-3 are different lines inside the

West area; they don’t have too much effect on the TTC calculation.
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From Table 5-3, the most critical line considering normal thermal rating is one of the
lines inside the West area and not one of the tie lines. Another observation is that the
stability limit in some cases is very important and it is the factor limiting the TTC. TLF
handles this issue by considering it as a new thermal limit; however, this new thermal

limit should be calculated from transit stability studies.

To study the effect of the generator outage on the TTC calculations from North to
West, Table 5-4summarizes the result of some generator outages. The generator near the
outaged generator will compensate for that generator loss; the slack bus will not
contribute to this outage. From Table 5-4, the entire TTC emergency rating is limited by
the voltage collapse (Figure 5-7); however, all other TTC are limited by the stability limit
(Figure 5-8) mentioned previously. Another important fact to note is that not all

generation losses affect the TTC calculations as the last 4 generators in Table 5-4.

Critical line  woltage
1.1 I I I I I

Bus puvoltage

085 | | | i i

Fast screening step

Figure 5-7: Voltage profile for emergency TTC (111 generator outage)
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Table 5-4: TTC from North — West (generator outage)

West TTC North to West
Generator Normal thermal Emergency thermal

Outage Rating (MW) Rating (MW)
None 975 1070

92 1004 1074

94 1006 1077

99 961 1064

111 941 1069

123 1028 1033

148 956 1091

154 975 1033

165 975 1070

171 975 1070

178 975 1070
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Figure 5-8: Voltage profile for normal TTC (111 generator outage)

5.8.3 Power Loss Calculations

TLF can help to calculate the transaction loss inside and outside the sink area. From
the definition of TTC “The amount of electric power that can be transferred over the
interconnected transmission”, this amount can be calculated from the view point of the

load change (TTC-load), tie line flow change (TTC-tie-line), or generation change (TTC-
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gen). The difference among these values is due to system loss. If the loss is neglected the
three values should be identical. TLF can calculate TTC North — West from all points of

view as shown in Table 5-5.

Figure 5-9 shows a graphical representation of the previous TTC calculations. The
loss inside and outside the West area can be calculated from Figure 5-9. The loss inside
the West area is the difference between the TTC-tie lines and the TTC- load; the average
loss in this case is 130 MW. The loss outside the West area is the difference between the
TT-Gen and the TTC- tie line; the average in this case is 165 MW. The losses in both
cases increase linearly until hitting voltage collapse and then linearly decrease after that

as shown in Figure 5-10.

Table 5-5: TTC from generation, tie lines, and load point of view
TTC-Gen | TTC-load [TTC-Tie-line

1077.33 839 952.99
1111.49 866 982.84
1146.43 893.5 1013.26
1181.47 921 1043.67
1215.9 948 1073.45
1251.9 976 1104.39

1287.4 1003.5 1134.73
1322.57 | 1030.5 1164.53
1358.99 1058 1194.97
1396.4 1085.5 1225.48
1436.02 | 1111.5 1254.79
1442.23 1119.5 1261.39
1449.04 | 1127.5 1268.09

1453.59 1135 1273.98
1458.66 | 1142.5 1279.98
1464.11 1150 1286.04
1469.8 1157.5 1292.14
1473.83 1165 1297.55
1479.98 1172 1303.75
1484.54 1179 1309.27
1489.42 1186 1314.84
1494.55 1193 1320.46
1500.06 1200 1326.14
1503.74 1207 1331.13
1509.46 | 1213.5 1336.86
1513.99 1220 1341.96
1518.34 | 1226.5 1347.05
1523.12 1233 1352.2

72



T
1
'
'
'
'
L

TTC (Genemtor, Tie line, Load)

Calculations

TTC—Gen

T

Loss changes
I

U QP NP NP
it~ Bl S niaeieiei ittt Sl

Woltage co

Different opermting conditions

V1V N R R

R i el L il ek

g A g

Lemcemccemm =

v
'
'
'
'
'
L
T
'
'
'
'
'
'
el sl it Sl Sl il ettt Sl

Figure 5-9: TTC from generation, tie lines, and load point of view

L .

1600

Abdel-Rahman Khatib ~ Chapter 5.A Tracing Load Flow Program for Total Transfer Capability

400 feneemee e
1300

1100

1000

200 - -

00

140

21 1) P
70 feemmmem e
160

140

130

120 e oo
110

1600 fonmmeeeee

25

20

73

18

10
Different opemting condtions

Figure 5-10: Loss in West and outside West area at different operating conditions



Chapter 6 Real Time Updating for Total Transfer Capability

6.1 General

This chapter presents a new technique to update the Total Transfer Capability (TTC)
using real-time system measurements. The traditional technique for calculating TTC is
using computer simulations with the forecasted data while all the calculations are
performed off-line in the planning stage as explained in Chapter 5. This chapter proposes
correction look-up tables prepared off-line. These tables can be used to update the TTC
values based on real time measurements. This chapter also presents the TTC calculation

method based on linear sensitivity analysis technique.

6.2 Table Updating Technique

TTC calculations are based on computer simulations for specific operating
conditions. Each simulation is assumed to be a snapshot of the interconnected network
state under a set of scenarios. These simulations are performed “OFF LINE” based on

these scenarios. These scenarios include:

e Realistic generator dispatch
e Forecasted load demands

e Maintenance schedules

e Scheduled power transfer

e Realistic contingencies

All these factors are forecasted values and could vary in real time. As a result, the
TTC in real time will be different from the calculated one. The proposed method will
address the uncertainty of the calculation of the TTC coming from the off-line

simulations of the forecasted projection factors. This method proposes a new technique to
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update the TTC values based on real time measurements using off-line lookup tables. The
key point in the lookup tables is to measure the power flow in a critical line in the system
and use this value as a primary search key in the lookup tables to know the new TTC.
The critical line in the system is the first line in the system that will hit its limit and which
will control the TTC value. The advantage of this method is the accuracy of the
calculation because the tables were based on AC analysis which permits fast and accurate

updating of the TTC values.

The lookup table should be created using the detailed overall state of the system in
order to have good results. A wide area representation of the power system should be
available to the system operator. This wide area picture can be created using state-
estimation outputs shared among different utilities as proposed in Chapter 4[89]. In
general, sharing information among utilities will help to establish a robust deregulated

power system network.

6.3 Linear Sensitivity Analysis Technique

The AC computer simulation used for calculating the TTC is an accurate method.
However, it is time consuming because hundreds of scenarios should be considered,
particularly if contingency cases are considered. Linear Sensitivity Analysis (LSA) is an
incremental solution over an exact pre-solved case. LSA bypasses the complexity of AC
simulation under the same assumptions of DC load flow (Q is neglected, loss is
neglected, and all bus voltage magnitudes are unity). An iterative linear estimator
[90],[91] is proposed to overcome its limitation and to improve the sensitivity analysis

calculation.

LSA factors simply show the change of the active power in line flows due to the
generation change in the network. These factors are constant as long as the network
topology is fixed. The sensitivity factors used throughout this chapter are the Generator

Shift Sensitivity Factors (gssf) [78]. The basic definition of gssfis as follow:
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A Pf,

AP (6.1)

gssfy =

Line number
Bus number
Change in the active power flow in the transmission line /

when the generation at bus 7 is changed by AP. This

change is compensated by the generation at the slack bus.

Change of the generation at bus 7.

Equation ( 6.1 ) shows the basic definition for gssf. Because gssf is a linear estimator;

superposition principle can handle the effect of simultaneous changes on multiple

generators and the simultaneous compensation from multi-slacks. Based on this fact,

equation (3) defines a general form of gssf (Ggssf):

Where

Ggssfy.g-nmmer

APf,
AL

Ggssfy.s = (62)

General gssf of line / when the generation/load at buses b
are changed by AP, and are compensated by the generation
at busess .

Line number

Set of the buses at which the generation or the load is
changed.

Set of generators bus will compensate for the change A P, .
Change in the active power flow in the transmission line /

when the generation/load at buses b are changed by A P, and

are compensated by the generation at busess .
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AP, ........... Change of the generation/load at busesb .

This generalized form of gssf is helpful in calculating TTC between two areas. Let us
take the example of TTC 4 — B, the generators in area A make up the set of buses s,
while the generators/load in area B are in the set b . It is clear that Ggssf is the function of
generator dispatch in area A and B. Based on this Ggssf, equation (6.3) is used to
calculate the TTC 4 — B.

ITC (A — B) =min {TTCofeach line}

. thermal capacity of each line — power flowof this line (64)
Ggssf(4— B)

It is clear from equation (6.5) that LSA calculation of TTC (A4 — B) depends on three

parameters:

e Thermal Capacity of each line
o Ggssf(4—>B)

e Power flow in the lines

The first two factors are not functions of the operating point as long as the generation
dispatch for calculating Ggssf is known. The third factor “power flow in the lines” is a
function of the operating point. However, any scenario that can produce the same flow in
the critical line will have the same TTC under this dispatch. This fact is very important in

the proposed new method.
Based on LSA, knowing the thermal capacity of each line, the generalized gssf
A— B(Ggssf (A— B)), and the power flow in each line (for pre-solved case), TTC

A — B can be calculated very easily. The advantages of this method are:

e Fast method to calculate TTC, no iteration is needed.
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e Fast screening to know the critical lines for a certain operating point.

e TTC can be calculated for any generator dispatch in area A.

e TTC can be used for any generation drop/load increase dispatch in area B.

e This method can be used to calculate the optimal dispatch in area A for

maximizing the TTC 4 — B.

However, there are some disadvantages of using this method:

e It neglects the effect of reactive power in the network, which in some cases may
be a dominant factor and should not be neglected.

e It neglects the power loss in the network.

Despite these disadvantages, the LSA method is very fast, and it can give a global
picture for multi-scenarios of transactions quickly and with acceptable accuracy. It can
also serve as a fast screening methodology to apply AC analysis if more accurate results
are needed. The LSA method can also help to determine the generation dispatch for

maximizing the TTC for a certain area as will be explained in the next section.

6.4 Maximum TTC Dispatch

Dispatching the generators in the interconnected network is accomplished with two

techniques:

e Economic dispatch [92],[93]
e Optimal Power flow dispatch (OPF) [94],[95]

The economic dispatch technique is simply an optimization problem, which holds the
total generation to be equal to the total load plus the loss under certain constraint. The
constraint is minimizing the generation cost. OPF is a more general optimization
problem. The objective function may include minimizing the generation cost, minimizing

the electrical loss in the transmission system, or some other objective. The OPF may
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include in addition to the generation load matching constraint some other constraints such
as: reactive power, voltage, and security constraint. Using the same principle

Ggssf(A— B) for fast screening, it is possible to determine the optimal dispatch for

generators in area A to maximize the TTC 4 — B without hitting any constraints.

Maximum TTC dispatch is an OPF problem with the objective function being only
the safe operation of the power system (such as voltage, stability, and thermal limits) and
maximizing the flow from one area to another. Flexible AC Transmission Systems
(FACTS) can be used to increase the TTC [96] as well. Maximum TTC dispatch is a very
important concept in the deregulated market and it can be considered as a third
optimization approach in addition to the economic dispatch and the OPF. The importance

of the maximum TTC dispatch relies on two main points:

e (Commercial importance

e Power system stability importance

Let’s take the example of TTC 4 — B, the generators of area A are dispatched
according to economic constraints. Let us assume the following scenario, an energy
deficiency in area B and more power needed from area A which is higher than the TTC
calculated based on economic dispatch. Under this scenario the economic dispatch is not
useful because the two areas can be separated. The best choice is the Maximum TTC
dispatch from a power system stability point of view. Let’s assume another scenario, the
price of the energy in area B jumped to a high level. In such cases maximizing the power
from area A to B will make a lot of sense, from a financial point of view, and again

Maximum TTC dispatch is the best choice in this scenario.

6.5 Real-Time Updating Methodology

As we mentioned before, the calculation of the TTC is performed off-line based on
forecasted data using AC analysis. This TTC is updated frequently in the OASIS web

site; however, the updated values are based on off-line simulation results. The ATC
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handle this uncertainty in the forecasted data by tuning the TRM and CBM margins. By
increasing these margins the system operator will increase security because the system
will be far from instability. However, the rest of the power market players( generator
owners) will try to push the ATC limit higher in order to sell more energy. The ATC limit
is under pressure from two opposite sides, operators need to reduce it to accommodate

the system uncertainty, and the market likes to raise it to obtain a higher profit.

One of the solutions to this paradox is trying to minimize the sources of uncertainties.
One way to accomplish this is to up-date the TTC values based on real time
measurements. The direct way to achieve this goal is to calculate the TTC in real time;
however, this goal is very hard to accomplish because it is very time consuming. For this
reason the TTC is calculated at the planning stage with forecasted data. The second
method that can be used to achieve that goal is the proposed method that can be

summarized as follows:

e C(Create off-line look up tables.

e These tables will be available to the system operator for each forecasted operating
point.

e FEach table will have a set of operating points created by assuming small
perturbation from the forecasted operating point.

e The value of the monitored flow at the critical line will be used as a search key

through the table to pick the correct TTC value.

As we mentioned in section 6.3, TTC is a function of three factors. The first two of
these factors are thermal limit of the transmission lines and the generalized gssf. These
two factors are not functions of the operating condition. The third factor is the
transmission line flow that relies on the operating point. Based on LSA T7C is not a
function of the scenario producing this transmission line flow as long as the critical line

remains the same.
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To create this table the forecasted operating point should be known. Starting from this
point the table begins to be built up. TTC and the flow at the critical transmission line are
calculated at the forecasted operating point. The results are tabulated as shown in Table

6-1.

Table 6-1: First step in creating off-line correction table

Critical line Pflow at the TTC
(CL) CL
Linel P Linel TTC 1

If the real time operating point matches the forecasted operating point, no correction
will be needed. However, if the real time operating point is different from the forecasted
point, it will be most likely around the forecasted point with small discrepancy. The rest
of the table will be filled with the results of off-line simulations at different operating
points in the neighborhood of the forecasted operating point. All TTC and the flow of the
critical line of these operating points will be calculated using AC computer simulations.

Table 6-2 shows part of these data.

Table 6-2: Off-line correction table

Critical line Pflow at the TTC
(CL) CL
Line2 P3 line3 TTC 3
Linel P2 linel TTC 2
Linel P1 Linel TTC 1
Linel P4 linel TTC 4
Linel P5 linel TTC 5

These tables will be available to the operator for each forecasted operating point. Let
us assume that the operator handles 24 forecasted operating points per day (one for each
hour). Therefore, he should have 24 tables, each table associated with one of these points.

However, in the next 24 hours if the forecasted operating points are not changing too
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much from the previous day, the same table can be used again. The proposed table can
be used for the same hourly forecasted operating point each day as long as the load and
the generation dispatch aren’t changing dramatically. In other words, the correction table
should be updated with a new table when the forecasted load profile or generation
dispatch changes completely from the previous day. For the simplified system shown in
Figure 6-1 and based on the assumption that the TTC is updated each hour, the number of
tables for TTC correction 4 — B is 24 tables. These tables should be updated seasonally
with the changing of the load curves. The total number of tables needed for all the

combinations among the three areas is 144 tables seasonally.

Figure 6-1: Simplified IEEE 39-bus system

Using these tables is an easy job. The operator needs to read the real time flow at the
critical line and use it as the primary search key to find the correct TTC value
corresponding to this flow from the table. The corrected TTC could be greater/lower than
the forecasted one. In case the TTC becomes higher, the market will like this result
because it will create the opportunity for more energy trading. However, if it is lower
than the forecasted TTC, it is better from the stability point of view because the
forecasted TTC could lead the system to instability if the difference is too high. A
complete numerical example for the off-line correction table for the IEEE 39-bus system

and simplified WSCC 179-bus system will be shown in section 6.7.
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6.6 System Under Study

The proposed method is tested using the IEEE 39-bus system (Figure 6-2) and
simplified WSCC 179-bus system explained in section 5.7 (Figure 5-2). The Simplified
WSCC system introduced in Chapter 5 is the same system used in this chapter with the
same areas. For the sake of simplicity the IEEE 39-bus system is divided into three

generic areas as the simplified WSCC system:

e Area A has three generators 31,32,and 39.
e Area B has four generators 33,34,35,and 36.
e Area C has three generators 30,37,and 38.

¢ 5Ol

e S S S
A

Figure 6-2: IEEE 39-bus system
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It is clear from Figure 6-1 that the system has four tie lines connecting these areas. The

details of these tie lines follow:

e Two tie lines 4 — C, one tie line between bus 1, bus 39, and the other one
between bus 3 and bus 4.
e One tie line 4 — B, between bus 14 and bus 15.

e One tie line B — C, between bus 16, and bus 17.

6.7 System Simulation Result

The results which will be explained in this section can be grouped into two main areas:

e Results of LSA technique

e Results of the off-line correction table

Despite the limitation of the linear sensitivity analysis technique, the results are very
useful in giving a global picture of the whole system and it is also useful as a fast
screening technique before using the AC simulations. LSA results are close to the AC
simulation results especially when the reactive power is not a dominant factor in the

thermal limit and in the voltage stability limit.

6.7.1 Result of LSA Technique for 39-bus system

Maximum TTC dispatch results using Ggssf is shown in Table 6-3. In this case TTC
C — Bis calculated using different generation dispatch in area C and uniform generation
drop in area B (GG scenario). Thermal limit is the only constraint considered in this
case. It is clear from the table that the generator dispatches that produce maximum TTC
is 20 % for generator 30, 20% for generator 37, and 60% for generator 38. The
maximum TTC in this case is 1340.93 MW. Another observation is that the critical lines
are either line number 42 or line number 3 which corresponds to line between bus 26 and

bu