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(ABSTRACT)
Ionospheric scintillations can cause significant amplitude and/or phase fluctuations of GNSS signals. This work presents analysis results of scintillation effects on the new GPS L5 signal based on data collected using a real-time scintillation monitoring and data collection system at HAARP, Alaska. The data collection setup includes a custom narrow band front end that collects GPS L1, L2 IF samples and two reconfigurable USRP2 based RF front ends to collect wideband GPS L5 and GLONASS L1 and L2 signals. The results confirm that scintillation has a stronger impact on GPS L2 and L5 signals than on the L1 signal. Our preliminary results also show that carrier phase and amplitude scintillations on each signal are highly correlated. The amplitude and carrier phase scintillation are also correlated among the three signals.

In this study, a multi-constellation multi-band GNSS software receiver has been developed based on USRP2, a general purpose radio platform. The C++ class-based software receiver were developed to process the IF data for GPS L1, L2C, and L5 and GLONASS L1 and L2 signals collected by the USRP2 front end. The front end performance is evaluated against the outputs of a high end custom front end driven by the same local oscillator and two commercial receivers, all using the same real signal sources. These results demonstrate that the USRP2 is a suitable front end for applications, such as ionosphere scintillation studies.

Another major contribution of this work is the implementation of a Vector tracking loop (VTL) for robust carrier tracking. The VTL is developed based on the extended Kalman filter (EKF) with adaptive covariance matrices. Both scalar tracking loop (STL) and VTL are implemented. Once an error in the scalar loop is detected, the results from the VTL are used to assist the STL. The performance of the VTL is compared with the traditional STL with three different data sets: raw GPS RF data with short signal outages, RF data with
strong scintillation impacts collected during the last solar maximum, and high dynamic data with long interval signal outages from a GPS simulator. The results confirm the performance improvement of the VTL over scintillation impacts and show that the VTL can maintain signal lock during long intervals of signal outage if the satellite ephemerides are available and the pseudorange estimation is within one code chip accuracy. The dynamic performance improvement of the VTL is verified as well. The results show the potential of robust tracking based on VTL during scintillation and interference.
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Chapter 1

Introduction

1.1 Background

The ionosphere is a part of the upper atmosphere, and is formed by the ultraviolet ionizing radiation from the sun. Different regions are produced by different chemical species [Klobuchar et al., 1996]. The ionosphere plays an important role in GNSS applications because it influences radio wave propagation through. Although the ionosphere delay is the biggest error source for satellite navigation systems, it can be directly measured by dual frequency GPS devices, and higher-order ionosphere errors are relatively small (cm for second order, mm for third order) [Morton et al., 2009]. However, deep and frequent GNSS signal fading due to electron density irregularities in the ionosphere raise a concern about the operational availability of navigation system. Transionospheric radio waves interfere constructively and destructively when they pass though electron density irregularities. This phenomenon can be understood as multipath effect inside the ionosphere. As a result, a receiver experiences amplitude fading and phase jitter of the received signal. This phe-
nomenon is referred to as ionosphere scintillation [Crane, 1977; Gwal et al., 2004]. The physical conceptual of ionosphere scintillation is depicted in figure 1.1 [Morton, 2011].

Figure 1.1: Ionosphere scintillation conceptual description.

Figure 1.2 compares the carrier to noise density ratio \((C/N_0)\) of a received GPS signal during a nominal period without scintillation observed and the \((C/N_0)\) during a strong scintillation period collected at Ascension Island in 2001[Zhang et al., 2010]. The \((C/N_0)\) varies slowly and smoothly without scintillation as in Figure 1.2(top). However, if strong scintillation occurs, \((C/N_0)\) fluctuates rapidly and sometimes drops more than 25 dB as in Figure 1.2 (bottom). These deep signal fades were observed in an equatorial area during the past solar maximum (2001). Solar activity follows about an 11-year average solar cycle, and
strong scintillation with deep signal fading is frequently observed for several hours after local sunset during solar maximum.

The deep signal fading caused by scintillation may break a receivers carrier tracking lock. Since GPS receivers rely on both code and carrier measurements, the loss of carrier tracking lock of a certain satellite channel can be effectively considered as the loss of the corresponding satellite until the carrier tracking lock is reestablished. GPS positioning requires a minimum of four simultaneously tracked satellites with good geometry [Misra and Enge, 2006; Kaplan and Hegarty, 2006]. If electron density irregularities cover a large portion of the sky, there is a chance that a receiver may lose more than one satellite simultaneously. Simultaneous loss of a significant number of satellites discontinues GPS navigation or degrades the navigation results. Therefore, strong ionosphere scintillation could be hazardous in terms of continuity and availability for GPS solutions. Note that ionosphere scintillation
is not usually observed in the mid-latitude region including the US, but it is frequently observed in the equatorial region including Brazil and India during solar maximum and the high latitude area after local sunset [Basu, 1981; Aarons, 1982]. The global distribution of scintillation activity is shown in Figure 1.3.

Figure 1.3: Global depth of L-band scintillation fading [Basu, 1981].

Although the physics of the ionosphere scintillation has been studied for several decades (e.g., [Singleton et al., 1961]) and scintillation effects on generic GPS applications are summarized in [Kintner et al., 2007; Beniguel et al., 2007], the characteristics of the scintillation effects on GPS signals are still not well explained, and the current navigation system is still vulnerable to strong scintillation events. As an effort to characterize GPS signal fading under scintillation, [El-Arini et al. 2003] analyzed the depth and the duration of fading based on a strong scintillation data set collected in Naha, Japan during the past solar maximum (2002). It is essential to use high rate GPS data (20 Hz or preferably 50 Hz)
to characterize signal environment in the time-domain, but a very limited number of high rate GPS data sets under strong scintillation is available from the past solar maximum. As already mentioned, solar maxima follow an 11-year average solar cycle. Hence, high rate scintillation data of solar maximum may not be collected until the next solar maximum occurs (around 2012 to 2013) [Kintner et al., 2007]. The lack of natural scintillation data is one of the main difficulties in understanding scintillation impacts on GNSS system.

Scintillations are more intense at the equator than at high latitude areas, and the characteristics are different between these two regions. As opposed to equatorial fluctuations, the polar fluctuations exhibit more phase than intensity fluctuations [Secan et al., 1997]. The scintillation index at high latitude is usually lower than in the low latitude area, but several large scintillation events which cause loss lock of receiver tracking loops have been reported [El-Arini et al., 2009] at high latitudes. The probability of occurrence is relatively lower during summer than in winter and normally below the values obtained at equatorial regions [Basu, 1981]. Frequent phase fluctuations have been observed at high latitude areas and they may exist all the year. The magnitude of phase fluctuation is quite high and seems to be related to the magnetic activity [Basu, 1981].

A receiver may lose a few satellites simultaneously under strong scintillation, but it can still provide position solutions if it tracks at least four satellites with good geometry. Hence, it is important to know how often deep fades, which is one of the reasons for receivers to lose lock, of multiple satellites occur simultaneously. In other words, the correlation of deep fades between satellite channels under scintillation should be well understood. The impact of scintillation on GPS aviation can be mitigated by the geometric diversity of GPS satellites depending on the correlation level [Seo et al., 2011]. A high correlation of deep fades means that the deep fades of different satellite channels occur simultaneously with
a high probability. In addition to the concern for correlations between different satellites, researchers are also interested in the interval between different deep fadings, and the time delay between different frequencies channels [Seo et al., 2009b]. If a deep fading only last for very short interval, a frequency aided tracking loop can provide good tracking performance to handle scintillation effects. The time delay of scintillation between different frequencies is also quite important. If the time delay is large enough, a dual frequency receiver can maintain lock of the tracking loop by utilizing the Doppler relationship between different frequencies. As dual frequency raw RF data with natural scintillation events were recorded by the scintillation monitoring system [Peng et al., 2010], the detailed analysis of the correlation coefficients and time delay is to be discussed in subsequent works.

1.2 Prior Research

One of the major objectives of this work is to investigate the impact of ionosphere scintillations on L5 signals. The newly launched PRN25 is the first GPS satellite that carries a working L5 signal at the protected ARNS band [Van Dierendonck et al., 2000]. The L5 signal is intended to provide better assurance for safety-of-life applications such as aviation. With a relatively low carrier frequency at 1.176GHz and a higher chipping rate at 10.23MHz, L5 is more susceptible to ionosphere scintillation compared to the other civil signals at the L1 and L2 band [Fremouw et al., 1978]. It is well documented that ionosphere scintillations cause increased carrier tracking error and may lead to receiver loss of lock under severe conditions [Seo et al., 2009a; Humphreys et al., 2010a]. For aviation and other applications that require continuity and integrity, ionosphere scintillation poses a threat. This is especially true as we enter a new solar maximum period (2012-
2013) when scintillation activities will increase in both frequency and intensity. The new L5 signal also provides three major new properties that may be beneficial to improve the tracking performance against the ionosphere scintillation. First the signal is broadcasting with signal power of 3dB higher than the L1 signals. Second, a pilot dataless channel enables a pure tracking loop which can provide 6dB tracking threshold improvement. Longer coherent integration interval can also be used in the tracking loop which further improves the tracking performance. The bandwidth of the L5 signal is 10 times of the L1 signal which can provide better interference rejection. In this study, we demonstrate the impact of scintillation on L5 signal based on limited experimental data collected in Alaska.

1.3 Robust GNSS Receiver Tracking Loop Design for Ionosphere Scintillation

The performance of a GPS single frequency receiver in the presence of ionosphere scintillation has been studied in [Knight, 2000; Conker et al., 2003; Humphreys et al., 2010b; Zhang et al 2010]. The previous research to evaluate the robustness of the tracking loops during ionosphere scintillation can be divided into two categories: for the first group, a number of researchers have studied the effects of ionosphere scintillation on tracking loop performance for the GPS L1 signals [Humphreys et al., 2010b]. An excellent research effort was made in the paper [Knight, 2000] to evaluate the ionosphere scintillation effects on GPS receivers. A performance evaluation of different tracking loops under strong scintillation impact is concluded in the paper [Zhang et al., 2010]. In this paper, three carrier tracking loops have been evaluated: the conventional PLL, a FLL-assisted PLL, and a
Kalman filter-based PLL. The natural scintillation RF data from Ascension Island was processed intensively with different noise bandwidth, different coherent integration intervals. The steady state error and tracking robustness performance of these methods are obtained, which indicated that the FLL assisted PLL provided the best tracking performance. The major contribution of Knight’s research [Knight, 2000] is using a widely accepted stochastic model of scintillation activity to investigate the effects of scintillations on GPS receivers. The model is closely linked to the Wide Band Scintillation Model (WBMOD)[Secan et al., 1997]. The WBMOD can predict various statistical scintillation parameters based on empirically derived models of the global distribution and behavior of ionosphere scintillation. [Knight, 2000] also derived the expressions of carrier and code tracking errors as a function of scintillation parameters. Intensive studies by Knight have provided the fundamentals for researchers who wish to further investigate overall receiver performance in the presence of scintillation. Another excellent work has been done in [Chiou et al., 2008]. [Chiou et al., 2008] provided a linear model analysis of both the PLL and FLL by considering all of the generic tracking error sources as well as the errors due to ionosphere scintillation. This work suggests that the use of an FLL as a backup tracking loop could effectively overcome ionosphere scintillation. This work also explored the technique of Doppler-aiding for both coherent and non-coherent tracking architectures. The performance of tightly-coupled GPS/INS integration loop was also evaluated. A GPS hardware simulation was developed and implemented for operation in environments which include aircraft dynamic, and strong ionosphere scintillation.

The second group of researchers contributed to determining the tracking loop performance without considering ionosphere scintillation [Hegarty et al., 1997; Chiou et al., 2005; Irsigler et al., 2002]. In particular, most attention in the previous work was focused
on the PLL. A comprehensive FLL linear model study on the noise performance with different frequency discriminators was conducted in [Natali 1984, 1986]. More recently, in [Irsigler et al., 2002], the FLL linear model including various error sources was considered. In the work by [Ward 1998], a FLL assisted PLL (FAPLL) was first developed and the performance of the FAPLL for weak signal and high dynamic situation were compared with the PLL and FLL. A conclusion on several tracking loops performance is detailed in [Hinedi 1985].

Vector tracking loops which track the GPS signals together rather than separately are quite different from the traditional receiver tracking loops. The concept of vector-based tracking can be traced back to the early 1980s [Copps 1980; Sennott 1984]. Vector tracking has several important advantages over scalar tracking loops [Lashley 2009]. The most important advantage is the increased immunity to interference and jamming. Vector tracking loops can minimize the time to re-acquisition of blocked signals. Moreover, vector tracking loops have a larger dynamics range than scalar tracking loops. The vector tracking loop was first detailed by [Spilker 1996], but few details are given on its exact implementation. A more detailed discussion of how to implement vector tracking is given in [Lashley et al., 2009; So et al., 2010]. Specifically in [Lashley 2009], the vector tracking method is demonstrated using data from a high fidelity GPS simulator. The simulation results show the vector tracking algorithms operating at a $(C/N_0)$ of 19dB-Hz through 2 G, 4 G, and 8 G coordinated turns. The vector tracking algorithms are also shown operating through 2 G and 4 G turns at a $(C/N_0)$ of 16dB-Hz. However, there are several things not clarified in the paper by [Lashley et al., 2009]. First, the coherent integration interval is not mentioned. Second, the errors of the tracking loop (phase, frequency) are not fed into the Kalman filter for the measurement update. Third, no information is available in this paper about the
estimation accuracy and stability of the vector tracking loop. Vector tracking loops can be a very efficient method to handle the ionosphere scintillation effects. The outputs of the vector tracking loops provide an estimation of the phase and frequency of the GPS signals which can minimize the impact of the scintillation effect. The lower \((C/N_0)\) tracking threshold of the vector tracking loops makes it an ideal choice of robust signal tracking under strong ionosphere scintillation. Implementation of a vector tracking loop for ionosphere scintillation study is another contribution of this work, and intensive performance test and analysis are included in the later part of this work.
Chapter 2

Acquisition and Tracking of GNSS Signals

2.1 Overview of GNSS

We are experiencing a new era of satellite-based navigation systems with the recent GPS modernization which included L2C, L5, and the planned L1C signals, the increasing number of GLONASS satellites and reformed signals, the emergence of Galileo and Compass constellations, and a multitude of regional and spaced-based augmentation systems. Currently, there are two operational systems, the United States’ GPS [Misra et al., 2006] and Russia’s GLONASS [Revnivykh, 2010]. There are another two global satellite systems in construction: the Galileo positioning system of European Union [Hein et al., 2005] and the Compass navigation system of China [Cao et al., 2008]. At full development, the Galileo and Compass systems are intended to have about 27 and 35 satellites respectively. We are anticipating a whole family of GNSS systems which may consist of about 120 satellites...
by 2020. Moreover, The multi-constellation systems offer diverse signal structures over a wide span of frequencies and improve the spatial coverage at nearly every geographical location on Earth. Figure 2.1 shows the current transmitting and future planned GNSS signals. In addition to enhancing continuity, availability, and integrity of navigation and timing solutions, such a system will enable unprecedented scientific research of the dynamic atmosphere on a global scale. All current navigation signals are broadcasting in L-band. As more systems and signals coming in line, the limited frequency spectrum in L-band is becoming heavily occupied. In the work [Hein et al., 2007], the C-band is proposed as candidate for future news signals.

Table 2.1: Summary

<table>
<thead>
<tr>
<th>Nation</th>
<th>System</th>
<th>2012</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>GPS</td>
<td>31 satellites</td>
<td>32 satellites</td>
</tr>
<tr>
<td>Russia</td>
<td>GLONASS</td>
<td>30 satellites</td>
<td>32 satellites</td>
</tr>
<tr>
<td>EU</td>
<td>Galileo</td>
<td>2 satellites</td>
<td>27 satellites</td>
</tr>
<tr>
<td>China</td>
<td>Compass</td>
<td>13 satellites</td>
<td>35 satellites</td>
</tr>
</tbody>
</table>


2.2 A Review of GNSS Receiver

An entire satellite navigation system consists of three segments: the space segment, the control segment and the user segment. The space segment consists of the satellites, precision clocks, and the signals they transmit to the ground, including the ranging singles and navigation messages. The control segment consists of ground stations. The main function of the control segment is to monitor the performance and control the orbits of all satellites. It also determines the satellite ephemerides by monitoring the ranging signals. The
ephemerides are parameters from which the satellite position can be accurately calculated. The ephemerides are regularly updated by the control segment. The user segment consists of receivers and their applications.

This section provides a brief review of a GNSS receiver. Figure 2.2 shows a typical GNSS receiver block diagram [Akos, 1997]. The transmitted radio navigation signals are captured by the antenna firstly. A signal-conditioning process is conducted by the front-end to down-convert the signals from radio frequency (RF) to an appropriate intermediate frequency (IF) to facilitate the acquisition and tracking in the next step. After conditioning, the signal has been amplified to a level close to the range of the analog to digital (A/D) converter.

A major task of the GNSS receiver is to estimate the key triplet \( \{\tau, f_D, \phi\} \). The arrival time \( \tau \) contains the information of the code phase. We also need to estimate the \( f_D \) to demodulate the navigation messages and get the pseudorange rate information. The carrier phase \( \phi \) is also needed for high accuracy applications. The whole estimation process can be separated into two stages. This first stage is a global search for approximate values of \( \{\tau, f_D\} \). This process is also known as signal acquisition. The second stage is called as signal tracking which is continuously searching for accurate estimation of these values. A Phase Locked Loop (PLL) is normally used for coherent signal tracking, while a frequency-locked loop (FLL) is used for no-coherent signal tracking. The details of the implementation of PLL and FLL will be covered in more details in the later part of this chapter.
2.3 Signal Acquisition

After the signals pass through the RF front end, the signals are down converted, amplified and digitized. The signals are now well suited for processing. The signal from one satellite has the general form of:

\[ S(t) = \sqrt{P} D(t - \tau) C(t - \tau) \exp(j(2\pi(f_{IF} + f_D)t + \Delta \theta)) + n(t), \] (2.1)

where \( \sqrt{P} \) is the amplitude of the incoming signal, \( D(t - \tau) \) is the navigation data, \( C(t - \tau) \) is the PRN code, \( \delta \theta \) is the initial phase, \( f_{IF} \) is the intermediate frequency, \( f_D \) is the Doppler shift frequency, and \( n(t) \) is the noise. Doppler shift frequency is caused by the relative motion between the receiver and the satellite. The range of the Doppler shift is ±10 KHz for civilian applications. In order to demodulate the navigation messages from the satellite signal, a local PRN code and carrier must be generated. The purpose of the acquisition is to find out the visible satellites and the coarse values of the Doppler shift frequency and the code phase of the signals. The acquisition results are then used to initialize the tracking.
loop. A typical acquisition scheme is shown in figure 2.3 [Misra et al., 2006].

The acquisition algorithm is based on multiplication of locally generated PRN code and locally generated carrier signals. The auto-correlation of PRN code can be represented by:

\[
R(\Delta \tau) = \begin{cases} 
\frac{\tau}{T_C} + 1, & T_C < \tau < 0, \\
-\frac{\tau}{T_C} + 1, & 0 < \tau < T_C. \\
0, & \text{otherwise}
\end{cases}
\] (2.2a) (2.2b) (2.2c)

As the initial phase of the incoming signal is unknown, the in-phase and quadrature carrier are generated to mix with the input. The resulting signals are coherently integrated, leading to the in-phase and quadrature components \(S_I\) and \(S_Q\). It can be shown that [Misra et al., 2006], the \(S_I\) and \(S_Q\) have the following form:

\[
S_I(\Delta f_D, \Delta \tau) = \frac{\sqrt{P}}{2}D\text{sinc}(\pi \Delta f_D T_{CO})R(\Delta \tau) \cos(\Delta \phi) + n_I
\] (2.3)

\[
S_Q(\Delta f_D, \Delta \tau) = \frac{\sqrt{P}}{2}D\text{sinc}(\pi \Delta f_D T_{CO})R(\Delta \tau) \sin(\Delta \phi) + n_Q
\]

where

\(R(\cdot)\) is the cross-correlation between the local code and the filtered incoming code;
\[ \Delta f_D = f_D - \hat{f}_D \] is the difference between the frequency of the local carrier and of the incoming signal;

\[ \Delta \tau = \frac{\tau_0 - \tau}{T} \] is the difference between the local code delay and the delay of the incoming code, normalized by the sampling interval;

\[ \Delta \phi \] is the difference between the phases of received and local carriers;

\( D \) is a value in the set \([-1, 1]\) that represents the effect of the navigation message and of the secondary code;

\( n_I \) and \( n_Q \) are two independent Gaussian random white noise with variance:

\[ \sigma_n^2 = \sigma_{nI}^2 \frac{1}{N} = \frac{N_0 f_s}{2N} \] (2.4)

Given these premises, it is possible to show that the decision variable, obtained as

\[ S(\Delta f_D, \Delta \tau) = S_I^2(\Delta f_D, \Delta \tau) + S_Q^2(\Delta f_D, \Delta \tau) \] (2.5)

is a \( \chi^2 \) random variable with 2 degrees of freedom. When \( \Delta f_D \approx 0 \) and \( \Delta \tau \approx 0 \), that is when the local signal replica is aligned with the received signal, \( S(\Delta f_D, \Delta \tau) \) is a non-central \( \chi^2 \) random variable with non-centrality parameters equal to

\[ \lambda = \frac{P}{4} \text{sinc}(\pi \Delta f_D T_{CO})^2 R^2(\Delta \tau) \approx \frac{P}{4}. \] (2.6)

If the local and the received signal are not aligned, then, due to the orthogonality properties of the spreading codes, it is possible to assume that \( S_X(F_D, \tau) \) is a central \( \chi^2 \) random variable. Usually the presence of a satellite is declared when \( S_X(F_D, \tau) \), for a fixed value of \( F_D \) and \( \tau \), passes a decision threshold \( \beta \). If the threshold is passed and the signal is present, if it is correctly aligned, a detection occurs. On the other hand, if there is no signal present, or if it is not correctly aligned then a threshold crossing results in a false alarm. Those two conditions are the null and the alternative hypotheses:
**$H_0$:** The signal is present and correctly aligned with the local replica

**$H_1$:** The signal is absent or not correctly aligned with local replica

and the false alarm and detection probabilities are defined as

\[
P_{fa}(\beta) = P(S(\Delta f_D, \Delta \tau) > \beta | H_1); \quad (2.7)
\]

\[
P_d(\beta) = P(S(\Delta f_D, \Delta \tau) > \beta | H_0); \quad (2.8)
\]

By using properties of non-central and central $\chi^2$ random variables, those two probability results:

\[
P_{fa}^{sc}(\beta) = \exp\left\{-\frac{\beta^2}{2\sigma_n^2}\right\} \quad (2.9)
\]

\[
P_d^{sc}(\beta) = Q_1\left(\frac{\sqrt{\lambda}}{\sigma_n}, \frac{\sqrt{\beta}}{\sigma_n}\right) \approx Q_1\left(\sqrt{\frac{CN}{N_0 f_s}}, 2 \sqrt{\frac{N\beta}{N_0 f_s}}\right) \quad (2.10)
\]

where $Q_1(a, b)$ is the generalized Marcum Q-function of order 1, defined as

\[
Q_K(a, b) = \frac{1}{a^{K-1}} \int_{b}^{+\infty} x^K \exp\left\{-\frac{x^2 + a^2}{2}\right\} B_{K-1}(ax)dx
\]

and $B_{K-1}(\cdot)$ is the modified Bessel function of the first kind of order $K - 1[]$. The value $\beta$ which is also called detection threshold is chosen according to the false alarm rate in equation 2.8.

## 2.4 FFT Based Signal Acquisition

A more computation-efficient method for signal acquisition is to use the Fast Fourier Transform (FFT) to simultaneously search for all possible code offsets at a particular frequency [Nee et al., 1991]. This method is especially important to achieve high acquisition sensitivity by extending the integration interval. The FFT based convolution is proved in reference
In order to implement the FFT based acquisition algorithm, the following steps can be taken:

1. Take the DFT of the PRN code samples $c_k$ to get $C_k$

2. Select a Doppler frequency

3. Perform complex mixing of the incoming signal with local generated sinusoidal. This operation will shift the incoming signal to base-band signal

4. Compute the DFT of the complex mixing results to get $G_k$

5. Multiply $C_k$ with the complex conjugate of $G_k$; i.e., calculate $Z_k = C_k \ast G_k^*$

6. Take the inverse DFT of $Z_k$ to get the correlation sequence $z_k$

7. Find the max value of $|z_k|$, if the max value exceeds the threshold, then the satellite is visible and the index is the code phase start position

2.5 Signal Tracking

After the acquisition process is complete, the rough estimation of the Doppler shift frequency and the code phase are computed. The main purpose of the tracking loop is to refine these values, keep tracking, and demodulate the navigation data [Spilker 1996; van Dierendonck 1996; Kaplan and Hegarty, 2006]. First, the input signal is multiplied with a carrier replica. As the initial phase of the incoming signal is unknown, in-phase and quadrature replicas are generated. This multiplication is used to wipe off the carrier from
the signal. Second, the signal is multiplied with a code replica, and the output of this multiplication gives the navigation message. The theory derivation is given in the following part.

In order to obtain the navigation data from the signal, the carrier and the PRN code need to be removed. The carrier removal is done by multiplying the input signal with a replica of the carrier. The local replica has the same frequency and phase with the incoming signal. The product of the multiplication is:

\[
S(t) \times \exp(-j(2\pi(f_{IF} + \hat{f}_D)t + \hat{\phi}) = R(\Delta\tau)e^{j(\pi(\Delta f DT_{CO}))}\text{sinc}(\pi\Delta f DT_{CO})}
\] (2.11)

The derivation above shows that a local carrier replica with accurate frequency and phase and a code replica with the exact phase are essential parts of the tracking loop. The following parts describe the scalar tracking loop in the software receiver in detail. A scalar tracking loop always consists of delay lock loop (DLL), phase lock loop (PLL) or frequency lock loop (FLL) as shown in figure 2.4 [Akos 1997]. The delay lock loop (DLL) refines the initial estimated code phase by the acquisition loop. The FLL refines the initial estimate of the Doppler frequency and tracks into the future. The PLL tracks the carrier phase and the carrier frequency with high accuracy. The functions of each part of the tracking loop are detailed in next section.
2.6 Phase Lock Loop

The PLL is a basic building block for many subsystems used in the implementation of modern communication systems. PLLs are widely used in frequency synthesis, for frequency multipliers and dividers, for carrier and symbol synchronization, and in the implementation of coherent receivers [Proakis 2000]. Below is the block diagram of the phase lock loop [Best 1997]:

---

Figure 2.4: Block diagram of software receiver tracking loop.
Figure 2.5: Block diagram of the PLL

The signals of interest within the PLL circuit are defined as follows:

1. The reference or input signal \( u_1(t) \)

2. The angular frequency \( \omega_1 \) of the reference signal

3. The output signal \( u_2(t) \) of the VCO

4. The angular frequency \( \omega_2 \) of the output signal

5. \( u_d(t) \) the output signal of the phase detector

6. The output signal of the loop filter: \( u_f(t) \)

7. The phase error defined as the phase difference between input and output signals: \( \theta_e \)
The VCO oscillates at an angular frequency of $\omega_2$, which is determined by the output signal $u_f(t)$ of the loop filter. The angular frequency of VCO is given by:

$$\omega_2(t) = \omega_0 + K_0 u_f(t)$$  \hspace{1cm} (2.12)

Where $K_0$ is the VCO gain. The output signal of the Phase Detector $u_d(t)$ which is approximately proportional to the phase error $\theta_e$.

$$u_d(t) = K_d \times \theta_e$$  \hspace{1cm} (2.13)

Where $K_d$ is the gain of the Phase Detector. First we assume the angular frequency of the input signal is equal to the center frequency of the VCO $\omega_0$. The VCO then operates at its center frequency $\omega_0$. In this case, the phase error $\theta_e$ is zero. If the phase error is zero, then the output signal $u_d$ of the PD must also be zero. Consequently, the output signal of the loop filter $u_f$ will also be zero. This is the condition that permits the VCO to operate at its center frequency.

Assume now that the frequency of the input signal is changed suddenly by the amount of $\Delta \omega$. The phase of the input signal starts leading the phase of the output signal. A phase error is built up and increases with time. The PD develops an output signal $u_d(t)$ which also increases with time. The output of loop filter, $u_f(t)$, which will also increase with $u_d(t)$. This will cause the VCO to increase the output frequency. The phase error becomes smaller now. After some settling time the VCO will oscillate at a frequency that is exactly the frequency of the input signal. The transfer function which relates the phase $\theta_1$ of the input signal and the phase of the output $\theta_2$ signal is given by:

$$H(s) = \frac{\theta_2(S)}{\theta_1(S)}$$  \hspace{1cm} (2.14)
The input signal of a PLL is usually a sinusoidal wave:

\[ u_1(t) = U_{10} \sin(\omega_1 t + \theta_1) \]  \hspace{1cm} (2.15)

The output signal is usually a square wave and can therefore be written as a Walsh function [Best 1997]:

\[ u_2(t) = U_{20} W(\omega_2 t + \theta_2) \]  \hspace{1cm} (2.16)

To simplify the analysis, the Walsh function is replaced by the Fourier series:

\[ u_2(t) = U_{20} \left[ \frac{4}{\pi} \cos(\omega_2 t + \theta_2) + \frac{4}{3\pi} \cos(3\omega_2 t + \theta_2) \ldots \right] \]  \hspace{1cm} (2.17)

The output signal of the phase detector when \( \omega_1 \) equals to \( \omega_2 \) is:

\[ u_d(t) = u_1(t) \times u_2(t) = U_{10} U_{20} \left[ \frac{2}{\pi} \sin(\theta_e) + \ldots \right] \]  \hspace{1cm} (2.18)

When the value of \( \theta_e \) is small, the output can be linearized as:

\[ u_d(t) \approx K_d \sin(\theta_e) \approx K_d \theta_e \]  \hspace{1cm} (2.19)

The angular frequency of VCO is given by:

\[ \omega_2(t) = \omega_0 + K_0 u_f(t) \]  \hspace{1cm} (2.20)

The phase \( \theta_2 \) is given by the integral over the frequency variation:

\[ \theta_2(t) = K_0 \int u_f(t) dt \]  \hspace{1cm} (2.21)

The Laplace transform is given by:

\[ \theta_2(S) = \frac{K_0}{S} U_f(S) \]  \hspace{1cm} (2.22)
Figure 2.6: frequency domain model of the PLL

Figure 2.6 shows the model of the phase lock loop in frequency domain and how the preceding values related. The input of the loop can be frequency, phase and chips (Delay lock loop). The main purpose of the discriminator is to compute the error between the input and the output, and then we can compute the output through the transfer function. Let the loop gain be:

$$K = K_d \times K_0$$  \hspace{1cm} (2.23)

The constant loop gain can be put into the filter function to simplify the phase lock. So the transfer function of the system can be simplified as:

$$H(S) = F(S)/S / (1 + F(S)/S)$$  \hspace{1cm} (2.24)

For a second order loop

$$F(S) = K(S + A)/S$$  \hspace{1cm} (2.25)

$$H(S) = (K(S + A))/(S^2 + KS + KA) = (K(S + A))/(S^2 + 2\xi\omega S + \omega^2)$$  \hspace{1cm} (2.26)
The relationship of these coefficients:

\[ \omega^2 = KA, K = 2\xi\omega \]  \hspace{1cm} (2.27)

For a second order loop the noise bandwidth is computed as [Spilker 1996]:

\[ B_L = \frac{\omega}{8\xi}(4\xi^2 + 1) \]  \hspace{1cm} (2.28)

The transformation from continuous time signal to discrete time signal is given by [Oppenheim 2009]:

\[ S = (Z - 1)/T \]  \hspace{1cm} (2.29)

or

\[ S = \frac{2}{T} \frac{1 - z^{-1}}{1 + z^{-1}} \]  \hspace{1cm} (2.30)

\[ F(S) = \frac{K(S + A)}{S} \]  \hspace{1cm} (2.31)

\[ F(Z) = \frac{(K(Z - 1) + ATK)}{(Z - 1)} \]  \hspace{1cm} (2.32)

The output frequency from the carrier filter is:

\[ f = F(Z) \times \theta_e \]  \hspace{1cm} (2.33)

In software receiver, the VCO is replaced by a local sinusoid generator program. The new center frequency of the sinusoid can be computed by the equation above if the phase error \( \theta_e \) is known. The Costas loop is adopted in the GPS receiver to estimate the phase error.

Let the input signal of the Costas loop is \( \cos(\omega_{IF}t) \) [Proakis 2000]. The carrier generator generates in-phase \( \cos(\omega_{IF}t + \theta_e) \) and quadrature sinusoids \( \sin(\omega_{IF}t + \theta_e) \) to mix with the input signal where \( \omega_{IF} \) is the IF frequency and \( \theta_e \) is the phase error between in input and the local sinusoid. The in-phase arm mix result is:

\[ \cos(\omega_{IF}t) \times \cos(\omega_{IF} + \theta_e) = 1/2 \cos(\theta_e) + 1/2 \cos(2\omega_{IF}t + \theta_e) \]  \hspace{1cm} (2.34)
The quadrature arm mix result is:

\[
\cos(\omega_{IF}t) \times \sin(\omega_{IF} + \theta_e) = \frac{1}{2} \sin(\theta_e) + \frac{1}{2} \sin(2\omega_{IF}t + \theta_e) \quad (2.35)
\]

Then the mix results are integrated over time interval \(T\). The double IF frequency term is removed by the integration and the following part remains:

\[
\frac{1}{2} \cos(\theta_e) \times T
\]

(2.36)

\[
\frac{1}{2} \sin(\theta_e) \times T
\]

(2.37)

The phase error can be estimated by an \textit{arctan} discriminator:

\[
\text{arctan}\left(\frac{\frac{1}{2} \sin(\theta_e) \times T}{\frac{1}{2} \cos(\theta_e) \times T}\right) = \theta_e
\]

(2.38)

The noise bandwidth used in the software receiver is 10Hz. The choosing of the loop noise bandwidth is referenced to [Spilker 1996]. The \textit{arctan} discriminator is selected as it is sensitive to frequency error but insensitive to the unknown carrier phase and data bits.

2.7 Frequency Lock Loop

The automatic frequency control (AFC) loop which is also called the frequency lock loop (FLL) is quite similar to the PLL [Best 2003]. In contrast to PLL, the FLL has a better performance in the presence of high Doppler rates, spectrum multipath and ionospheric anomalies. As the result, a FLL is used to lock the Doppler shift frequency prior to the PLL in the software receiver. After incoming signal been tracked by the FLL, the carrier loop switches to the more accurate PLL to get the phase information of the signal. A typical discrete time FLL diagram is shown below in Figure 2.7. The integration filters are used to
limit the input noise and remove double frequency parts after the mixing of the incoming signal and the local sinusoids.

![Block Diagram of FLL](image)

Figure 2.7: Block Diagram of FLL

Figure 2.7 shows the block diagram of the FLL and the effect of noise is not taken into account for simplicity. The initial output frequency of the VCO is an estimation of the incoming signal \( f + \Delta f \). We want to keep the VCO output close to the input signal frequency \( f \). The basic operation principle of the FLL is quite similar to the PLL. An in-phase and a quadrature arm are generated to mix with the incoming signal. The mix results for in-phase and quadrature are:

\[
I(t) = A \times \cos(2\pi ft) \times \cos(2\pi (f+\Delta f)t) = \frac{1}{2} A \times \cos(2\pi \Delta ft) + \frac{1}{2} A \times \cos(2\pi (2f+\Delta f)t) \quad (2.39)
\]

\[
Q(t) = A \times \cos(2\pi ft) \times \sin(2\pi (f+\Delta f)t) = \frac{1}{2} A \times \sin(2\pi \Delta ft) + \frac{1}{2} A \times \sin(2\pi (2f+\Delta f)t) \quad (2.40)
\]
The high frequency parts are removed by the integrator. Let the integration interval be $T$.

\[
I_{k-1} = \int_0^T A \times \cos(2\pi \Delta f t) dt = \frac{A}{(2\pi \Delta f)} \times \sin(2\pi f T) \quad (2.41)
\]

\[
Q_{k-1} = \int_0^T A \times \sin(2\pi \Delta f t) dt = \frac{A}{(2\pi \Delta f)} \times (1 - \cos(2\pi f T)) \quad (2.42)
\]

\[
I_k = \int_0^T A \times \cos(2\pi(\Delta f t + \Delta f T)) dt
\]

\[
= \frac{A}{(2\pi \Delta f)} \times [\sin(2\pi f 2T) - \sin(2\pi f T)] \quad (2.43)
\]

\[
Q_k = \int_0^T A \times \sin(2\pi(\Delta f t + \Delta f T)) dt
\]

\[
= \frac{A}{(2\pi \Delta f)} \times [\cos(2\pi f T) - \cos(2\pi f 2T)] \quad (2.44)
\]

The discriminator output is represented by

\[
D = \frac{(Q_k \times I_{k-1} - I_k \times Q_{k-1})}{\text{amplitude}(I, Q)} \quad (2.45)
\]

By some computation we can simplify the discriminator output as:

\[
D = \sin(2\pi \Delta f T) \quad (2.46)
\]

So after the linearization of the cross product, the result is the difference between the input frequency and the VCO output frequency times the sample interval $T$.

In the frequency lock loop, the Jaffe-Rechtin filter is chosen as the low pass filter. A second order Jaffe-Rechtin filter is used as an example. The transfer function of the filter is given by [Spilker 1996]:

\[
F(s) = \frac{(B^2 + \sqrt{2}BS)}{AKS} \quad (2.47)
\]

Where B is the noise bandwidth, A,K are amplify coefficients. In S domain the Laplace transform of integration is:

\[
L(\int) = \frac{1}{S} \quad (2.48)
\]
The input to the frequency loop is \( f + \Delta f \). The output from the loop is \( f \). The purpose of the loop is to compute \( \Delta f \) to update the output of the tracking loop. The transfer function of this system is computed as:

\[
H(S) = \left( \frac{AKF(S)}{S + AKF(S)} \right) = \frac{(B^2 + \sqrt{2}BS)}{(S^2 + \sqrt{2}BS + B^2)} \quad (2.49)
\]

The block diagram implementation of the system is shown in Figure 2.8:

---

The output of the system is \( V \), the initial guess value of \( V \) is \( f \). The initial input value is:

\[
U = f + \Delta f \quad (2.50)
\]

The state space equations for this system are:

\[
X'_1 = B^2 \times (U - V) \quad (2.51)
\]

\[
X'_2 = X_1 + \sqrt{2}B \times (U - V) \quad (2.52)
\]

\[
V = [0 \ 1] \times \begin{bmatrix} X_1 \\ X_2 \end{bmatrix} = X_2 \quad (2.53)
\]
The Laplace transform of these equations above are:

\[ S \times X_1 = B^2 \times (U(s) - V(S)) \]  (2.54)

\[ S \times X_2 = X_1 + \sqrt{2}B \times (U(S) - V(S)) \]  (2.55)

Implementation these equations in discrete time by backward integration is:

\[ S = \frac{(1 - Z^{-1})}{T} \]  (2.56)

So replace the S in (2.53) and (2.54) we have:

\[ X_1(n + 1) = X_1(n) + T \times B^2 \times (U - V) = X_1(n) + T \times B^2 \times \Delta f \]  (2.57)

\[ X_2(n + 1) = X_2(n) + T \times X_1 + T \times \sqrt{2}B \times (U - V) = X_2(n) + T \times X_1 + T \times \sqrt{2}B \times \Delta f \]  (2.58)

The next states of the registers can be computed by the equations above if the value of \( \Delta f \) is known. From equation (2.45) we have:

\[ \theta = \frac{(Q_k I_{k-1} - I_k Q_{k-1})}{(amplitude(I, Q))} = \sin(2\pi f \Delta T) \]  (2.59)

From the equation above we can get the frequency offset between the input and output. This offset is used as the input to equation to compute the next state values.

### 2.8 Delay Lock Loop

The purpose of the code tracking loop is to refine and keep tracking the code phase of the specific ranging code in the signal. The code tracking loop used in this software receiver is the delay lock loop [Spilker 1963]. This loop consists of correlator, accumulator, DLL discriminator and loop filter as is shown in Figure 2.9. The design of DLL is based on
the autocorrelation and cross correlation property of the pseudo random code. The DLL correlates the received signal with a slightly early replica and a slightly late replica. As we know from the autocorrelation property, only when the two codes are perfectly aligned will a peak value be computed. If the two codes are shifted by more than one chip, there is almost no correlation between them. As the shift increases from zero to one chip, the correlation results decrease almost linearly.

\[ S_E = \sqrt{C} R(\Delta \tau - dT_C/2) \]  \hspace{1cm} (2.60) 

\[ S_L = \sqrt{C} R(\Delta \tau + dT_C/2) \]  \hspace{1cm} (2.61)

where \( R(\tau) \) is the autocorrelation function, \( T_C \) is the length of on chip of the pseudo random code, \( d \) is a constant value of the correlator spacing, \( \Delta \tau \) is the offset between the prompt code and the object code in the signal, \( \sqrt{C} \) is the maximum correlation value.
The time offset be computed by:

\[ \Delta \tau = \frac{T_C (S_E - S_L)}{2 \sqrt{C}} \]  

(2.62)

The DLL discriminator provides the linear relationship of the time offset to the correlation results. Several typical types of DLL discriminators are described in the table 4.1 [Akos 1997].

The normalized early minus late envelope delay lock loop is very widely used. It removes the signal amplitude sensitivity, but it is very computationally expensive. The normalized early minus late envelope discriminator is used in this software receiver to track both GPS and GLONASS L1 signals. The difference between the power of early and late is calculated and sent to the discriminator. This difference indicates which one (early or late ranging code) contains more energy. The NCO must advance or delay the locally generated code according to this difference. When the power of the early and late correlators is the same, this means the prompt code lies perfectly with the incoming code and this is the objective of code tracking loop. The result of the discriminator is filtered and sent to the code NCO to update the chip rate of the pseudo random code.
<table>
<thead>
<tr>
<th>Type</th>
<th>Discriminator</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coherent</td>
<td>$I_E - I_L$</td>
<td>Low computational load. Does not require the Q branch but require a good carrier tracking loop.</td>
</tr>
<tr>
<td>Non Coherent</td>
<td>$(I_E - I_L) \times I_P + (Q_E - Q_L) \times Q_P$</td>
<td>Dot-product power. This is the only DLL discriminator that uses all three correlators and this results is the lowest baseband computational load. For 1/2 chip early-late spacing, it produces true tracking error within 0.5 chip of input error.</td>
</tr>
<tr>
<td></td>
<td>$(I_E^2 - I_Q^2) + (Q_E^2 - Q_Q^2)$</td>
<td>Early-minus-late power. Moderate computational load. For 1/2 chip early-late spacing, it produces true tracking error within 0.5 chip of input error.</td>
</tr>
<tr>
<td></td>
<td>$\frac{(I_E^2 - I_Q^2) + (Q_E^2 - Q_Q^2)}{(I_E^2 + I_Q^2) + (Q_E^2 + Q_Q^2)}$</td>
<td>Normalized early minus late envelope. Highest computational load. For 1/2 chip early-late spacing, it produces true tracking error within 0.5 chip of input error. Becomes unstable at 1.5 chip input error.</td>
</tr>
</tbody>
</table>
Chapter 3

Multi-constellation Multi-frequency
GNSS Software Receiver Design

3.1 Chapter Overview

Existing deployment of ionosphere scintillation monitoring systems are limited to single frequency GPS receivers or at most dual frequency GPS receivers operating at the L1 and L2 bands [Groves et al., 2000; Van Direndonck et al., 1993; Skone et al., 2008]. The multi-constellation multi-frequency GNSS software receiver [Peng et al., 2011] described here offers many advantages over these systems. The first and also the most important advantage is that the software based receiver can be used to test tracking algorithms intensively as the flexibility of the software receiver. The multi-constellation systems also offer diverse signal structures over a wide span of frequencies and improve the spatial coverage at nearly every geographical location on Earth. The spacial distribution and the correlation between different frequency band can be explored by processing scintillation data on multiple frequency
bands.

The other advantage is due to the fact that GPS satellites have limited coverage at the aurora zone where scintillations frequently occur. GNSS satellites such as those in the GLONASS offer more high latitude coverage and can be used to fill the gaps left by GPS. The sheer number of combined satellites in all available constellations will increase the spatial resolution of the ionosphere tomography derived from the spaced GNSS receivers. A real-time scintillation monitoring and data collection system have been set upped at HAARP in Alaska. The software receiver is developed for the post signal processing of scintillation raw IF data and for advanced navigation algorithms development.

Currently, the software receiver is capable to process signals from GPS(L1,L2CM,L2CL, L5I, L5Q), GLONASS (L1,L2,L3) and Galileo (E1-EB, E1-EC) signals. The software receiver is able to provide PVT measurements for both GPS and GLONASS systems, as well as scintillation indices. The signal processing algorithms for Galileo E5 signals are also under further testing. An early-prompt-late Delay Lock Loop (DLL) with a adjustable chip correlator spacing is used in the software receiver for the code tracking. An advanced Vector Tracking Loop assisted Scalar Tracking Loop is also developed based on Extene Kalman filter. The detail implementation of the advanced tracking loop is to be detailed in later part of the thesis. The discriminators used for the FLL, PLL, and DLL are listed below [Peng et al., 2010]:

\[
D_{\text{FLL}} = \frac{(\text{sign}(I_{P-1}I_P + Q_{P-1}Q_P) \times (I_{P-1}Q_P - I_PQ_{P-1}))/ (2\pi T)}{(I_E^2 + Q_E^2)} (3.1)
\]

\[
D_{\text{PLL}} = a\tan(Q_P/I_P)/(2\pi T) (3.2)
\]

\[
D_{\text{DLL}} = \frac{(I_E^2 + Q_E^2) - (I_L^2 + Q_L^2)}{(I_E^2 + Q_E^2) + (I_L^2 + Q_L^2)} (3.3)
\]
3.2 Review of GPS Civilian Signal Structure

The current GPS system is broadcasting civilian signals at L1 (1575.42MHz), L2(1227.6MHz) and L5 (1176.45MHz) band. The signal structure and content for L1 and L2C are fully covered in [Van Dierendonck et.al, 2000]. A dual frequency (L1 & L2C) software receiver for scientific research has been developed on DSP in [OHanlon et.al, 2011]. This dual frequency receiver has demonstrated the potential applications of software receivers. In this work, a triple frequency (L1,L2C and L5) software based GPS receiver is implemented.

The L5 signal is part of the GPS modernization to improve GPS performance for civilian users [Gao et al., 2009b]. It consists of the two equal power components, the in-phase and data-less quadrature component. Each component is a BPSK signal with 10.23MHz chip rate and 1 millisecond (ms) code period. For the in-phase component, the PRN code is further modulated by the navigation message and a 10-bit NH sequence (NH10: 0000110101). For the quadrature component, the PRN code is modulated by a 20-bit NH sequence (NH20: 00000100110101001110). The NH code sequence length is 1 ms, therefore, NH10 and NH20 sequence length are 10 and 20 ms, respectively. The in-phase and quadrature channel are QPSK-modulated with the L5 carrier at 1176.45MHz. The 50bps navigation data bits on L5 are 1/2 encoded with a Forward Error Correction (FEC) code which results in a symbol rate of 100sp/s. The FEC technique provides better bit error rate (BER) performance by making use of redundant data bits. The PRN code generation polynomials are provided in [Van Dierendonck et.al, 2000] as well as the initial values for the registers.

The combination of registers used in the L5 FEC encoder is shown in figure 3.1. The corresponding constraint length is 7 and the code generator polynomials for the upper and
lower outputs are given by equations 3.4 and 3.5:

\[ G_1(X) = 1 + X + X_2 + X_3 + X_6 \]  
(3.4) 
\[ G_2(X) = 1 + X_2 + X_3 + X_5 + X_6 \]  
(3.5) 

The Viterbi algorithm (VA) [Viterbi et al., 1967] is the classical approach to decoding convolutional code. The VA can be simply described as an algorithm which finds the most likely path or the path with minimum bit error through a set of observations. The recommended trace back length of \( 5 \times K \) is used in the VA, where \( K = 7 \) is the constraint length. The method implemented in this paper is based on [Forney 1974]. Interested readers may find more detailed description of the method in [Heller et al., 1971].

![Figure 3.1: GPS L5 FEC convolutional encoder.](image)

The message content of L5I is similar to that of the L1 signal. The bit length of the message word is 300bits as shown in figure 3.2. The first 8 bits are the preamble bits. The 17 bits TOW contained in the navigation message provide the GPS time of the next message frame. The last 24 bits are cyclic redundancy check (CRC) data bits for parity check. The generator polynomial for the CRC parity check is provided in [GPS ICD 705] and figure 3.3 shows the logic implementation of the CRC parity check [Peterson et al., 1961].
The first 276 bits in the navigation message are used as inputs for the generator polynomial. If the final states of all registers have the same values as the last 24 bits of the navigation message, then the parity check of the data bits is verified. After extracting the time information from the navigation message, the tracking results of different channels can be synchronized with the GPS time.

The performance of the L5 has been extensively evaluated [Tran 2004]. The code tracking error of L5 due to thermal noise and wide-band interference are lower than that on L1 signals. The carrier tracking of the L5 is much more robust than L1 with a tracking threshold improvement of 3.5 dB. The L5 code also provides better performance for longer delay multipath as a smaller chip length is used in L5 than in L1. However, the real ionospheric
scintillation impact on the L5 remains unknown as scintillation data on L5 is very scarce [Seo et al., 2009a]. In the paper by [Kim et al., 2003], a frequency domain scintillation model is used to evaluate the performance of L5. But frequency correlation among L1, L2, and L5 were not discussed.

### 3.2.1 Triple Frequency GPS Software Receiver Development

The first satellite (GPS Block IIF SVN62) that transmits the operational L5 signals was successful launch on May 28, 2010. The software GNSS receiver is applied for the processing of 300 seconds of L1, L2C, and L5 signals collected on July 10, 2010 starting at 13:46:39.615 UTC time in Oxford, OH (39°31′N, 84°45′W). The satellite elevation and azimuth were centered at approximately 31.5° and 74.73° during this short time interval. The Transform-Domain Instrumentation Global Navigation Satellite System Receiver (TRIGR), a triple frequency RF front end and data collection system designed and built at the Ohio University Avionics Engineering Center, and a Novatel 703GGG antenna were used to collect the RF samples. The receiver samples the L1, L2C, and L5 signals with 8-bit resolution at 56.32MHz frequency. This article presents preliminary receiver code and carrier tracking results and analysis of the signal qualities.

FFT-based batch processing algorithms were used to acquire and track the L1 CA signal first. The code and carrier information obtained from the L1 CA signal are then used to acquire and track the L2 CL and CM, and the L5 in-phase (L5I) and quadrature (L5Q) signals. A 2nd order DLL and 3rd order PLL were used to track all of the signals. To facilitate comparisons of the signals, the dateless signals on L2 CL and L5Q are both tracked with the conventional Costas PLLs. We used a 1 ms integration time, 1 Hz code loop bandwidth,
and 15 Hz carrier tracking loop bandwidth to track each of the signals. Figure 3.4 shows the Doppler frequencies obtained for all three signals. Based on the most recent Yuma Almanac data, we computed that at Oxford, OH, SVN62 reaches the highest elevation of 31.5 degrees at near 13:49 UTC. The Doppler frequencies clearly show agreement with this calculation.

![Doppler frequency graph](image)

**Figure 3.4:** Doppler frequencies obtained from the carrier tracking loops for L1, L2C, and L5 signals.

Figure 3.5 shows the carrier to noise ratios ($C/N_0$) of the three signals over the 300 seconds interval. In computing $C/N_0$, we used a 20 ms integration time and the results are averaged over 1 second intervals for all three signals. Note that we used the conventional Costas PLL to track all three signals without taking advantage of the data-less pilot signals at the L2 CL and L5 in-phase channel as a means of comparisons. L1 CA signal $C/N_0$ is about 3dB above that of L2C, while the L5 signal appears to have less multipath-like features in its $C/N_0$. This is most likely due to the smaller chipping length or wider bandwidth of the
L5 signals.

Figure 3.5: Carrier to noise ratios for L1, L2C, and L5 signals.

Figure 3.6 shows one second of example I (solid black lines) and Q (dashed gray lines) channel accumulations for the L1 CA (top panel), L2 CM (middle panel), and L5 in-phase (bottom panel) signals. These sequences are generated one second after the initialization of the tracking loops. Figure 3.7 shows the I/Q constellation plots for the L5 signal. The measured phase quadrature angle is 89.6 degree, which is very close to the ideal value of 90 degrees for QPSK modulation.
Figure 3.6: Accumulated I and Q Channel outputs for L1 CA (top), L2 CM (middle), and L5 In-phase (bottom) signals. A total of 1 second of data accumulations is plotted here starting at 13:47:39.615.
Figure 3.7: L5 signal I-Q constellation plot using the entire 300 second accumulation results.

Figure 3.7 shows the carrier phase minus code phase results for the L1 CA, L2 CM, L5 in-phase, and L5 quadrature during the 300 second tracking interval. The L5 signal observables are much less noisy compared to the L1 and L2C signals due to its wider signal bandwidth. The standard deviation of the observables are 3.4m, 3.7m, 3.7m, 0.4m, 0.4m for the L1 CA, L2 CM, L2 CL, L5I, and L5Q respectively. Note also that both the L5I and L5Q signals show the slight downward trend during the 300 second interval. This is due to the ionosphere induced code-carrier rate divergence contribution to the L5 signal observables. To validate this argument, we computed the relative ionosphere total electron
content (TEC) using the L1 and L2 carrier phase outputs $\phi_1$ and $\phi_2$:

$$ TEC = \frac{f_{L1}^2 f_{L2}^2}{40.3(f_{L2}^2 - f_{L1}^2)}(\phi_1 - \phi_2) + TEC_0 \quad (3.6) $$

where $TEC_0$ is a constant offset due to the cycle ambiguities in carrier phase measurements. Equation (3.6) can be used to obtain the L5 signal code-carrier divergence:

$$ \Delta L_5 = 2 \times \frac{40.3TEC}{f_{L5}^2} = \frac{2f_{L1}^2 f_{L2}^2}{f_{L2}^2 - f_{L1}^2} (\phi_1 - \phi_2) + \Delta L_{50} \quad (3.7) $$

We plotted $\Delta L_5$ in Figure 3.8 to show the general agreement between the derived code-carrier divergence from the L1 and L2 measurements and the direct L5 code minus carrier observables. Note that we arbitrarily set the offset $\Delta L_{50}$ to 0 at 13:49 for the convenience of comparison. A divergence rate of approximately -5mm/s is observed on the L5 signal during the 300 second tracking period.

![Figure 3.8: Code phase minus carrier phase results based on L1, L2 CM, L5I, and L5Q code](image)
and carrier tracking loop outputs, and ionosphere code-carrier divergence at L5 computed using L1 and L2 carrier tracking loop outputs.

### 3.2.2 Signal Quality Analysis

We apply periodic averaging to the input samples prior to correlation operations for signal quality analysis. Figure 3.9 shows clearly the code structure of the received PRN25 signals after applying the pre-correlation periodic averaging technique to the baseband signals. The first 13.6 chips of the L1 C/A signal and the first 136 chips of L5 I and L5 Q signal are shown in the figure. They are in accordance with IS-GPS-200D and IS-GPS-705 specifications.

![Figure 3.9: PRN 25 L1 and L5 signal code structure as revealed by the pre-correlation periodic averaging.](image)

Figure 3.9: PRN 25 L1 and L5 signal code structure as revealed by the pre-correlation periodic averaging.
Since the pre-correlation signal power is far below that of the noise floor, we can’t observe a clear PSD of the RF/IF/baseband signals directly. Through periodic averaging, the PSD envelope of the baseband L1 and L5 signals can be clearly seen in Figure 3.10. A total of 16s of input samples were used to obtain the PSD shown in Figure 3.10.

Figure 3.10: PSD of PRN 25 L1 CA, L5 I and Q signals obtained through period averaging.

Correlation function is fundamental for signal distortion and navigation performance analysis. The normalized cross correlation function (CCF) in Figure 3.11 is calculated according to [Peng et al., 2010]:

\[
CCF(\epsilon) = \frac{\int_{0}^{T_p} S_{BB-PreProc}(t) \cdot S_{Ref}(t - \epsilon) dt}{\sqrt{\left(\int_{0}^{T_p} |S_{BB-PreProc}(t)|^2 dt\right) \cdot \left(\int_{0}^{T_p} |S_{Ref}(t)|^2 dt\right)}} \tag{3.8}
\]

where \(S_{BB-PreProc}(t)\) is the recovered baseband signal after pre-processing (including filtering by a 20MHz bandwidth front end filter, carrier and data wipe-off, with periodic
averaging to reduce the impact of noise on the results), \( S_{\text{Ref}} \) is the local reference signal with ideal binary C/A code, \( T_p \) is the integration period.

Correlation Loss refers to the power loss of the desired signal with respect to the total received signal power during the cross correlation operation with the local reference of the desired signal. It can be calculated from CCF:

\[
P_{\text{CCF}}[dB] = \max_{\epsilon} \left( 20 \cdot \log_{10}(|CCF(\epsilon)|) \right)
\] (3.9)

The results in Figure 3.11 indicate that the total correlation loss, including the loss caused by SV modulation and filter imperfections, receiver processing loss (due to limited filter bandwidth and other non-ideal processing), and propagation channel distortion. The smaller ratio of the processing bandwidth to the signal bandwidth leads to a larger correlation function distortion and larger correlation loss for L5 signals than for L1 signals.
Figure 3.11: Normalized cross correlation function (compared with the ideal auto correlation function of PRN 25 code) and correlation loss of the received PRN25 L1 C/A, L5 I and Q signals.

3.3 GLONASS Signal Processing

The GLONASS system is another fully optional navigation system which contains 30 MEO satellites currently. They orbit at an altitude of 19100 km and at an inclination angle of 64.8° [Revnivykh 2010]. In contrast to GPS, GLONASS is a Frequency Division Multiple Access (FDMA) system. There are two types of signals, a standard precision (SP) signal in L1 band and an obfuscated high precision (HP) signal in L2 band.

As mentioned previously, GLONASS uses (FDMA) modulation to provide a receiver access to each satellite signal. This means each satellite transmits its carrier signal on its own sub-band. The nominal values of transmitted L1 carrier frequencies are defined by the following equations [GLONASS ICD 2002]:

\[
f_{L1k} = f_{L10} + k \times \Delta f_{L1}, \quad f_{L10} = 1602MHz; \quad \Delta f_{L1} = 562.5KHz
\]  
\[
f_{L2k} = f_{L20} + k \times \Delta f_{L2}, \quad f_{L20} = 1246MHz; \quad \Delta f_{L2} = 437.5KHz
\]

where the channel number \( k \) ranges from -7 to 13 (0 inclusive), \( f_{L1k} \) and \( f_{L2k} \) are the transmitted carrier frequency on L1 and L2 band; \( \Delta f_{L1} \) and \( \Delta f_{L2} \) are the frequency offset between carriers. Currently, the GLONASS satellites use frequency channels with \( m = [-2, 7] \). Both L1 and L2 sub-carriers are modulated by a modulo-2 addition of a pseudorandom (PR) ranging code, the navigation data bits, and the meander code. The PR ranging code has a chipping rate of 511k chips per second and a period of 1 millisecond. The data bit rate
of the navigation data bits is 50 bps, and the meander code has a bit rate of 100 bps. This meander code is phase-locked to the navigation data bits such that the resultant received navigation message has a bit rate of 100 bps. The PR ranging code, which is the same for each satellite, is generated using the polynomial [GLONASS ICD 2002]:

\[ G(x) = 1 + x^5 + x^9 \]  

(3.12)

The acquisition and tracking GLONASS signals are quite similar to GPS signals. The same tracking loop parameters are used in this dual frequency GLONASS receiver as the GPS receiver described in the previous section.

### 3.3.1 Navigation Data Processing

The navigation message provides the user with requisite data for determining the satellite positions, satellite clock offsets, satellite health, satellite time, etc. The structure of the GLONASS navigation message consists of super-frames, sub-frames, strings, and bits. The super-frame has a duration and nominal repetition rate of 2.5 minutes. Each super-frame consists of five subframes, where each subframe has a duration of 30 seconds. Each sub-frame consists of 15 strings, each with a duration of two seconds. The first 1.7 seconds of the GLONASS message string is 85 bits of navigation data encoded by a relative code (also called a differential code), and the last 0.3 second is the 30-bit time mark, which is used to locate the start of the next string, in a fashion similar to locating the preamble in a GPS navigation message. The first four strings of the super-frame contain the immediate data. The immediate data is a GLONASS’s term for satellite position, velocity, acceleration, and timing corrections needed to compute satellite positions at any time. Figure 3.12 shows the GLONASS message structure.
The broadcast navigation message consists of data bits with bit lengths of ten ms. The navigation message is constructed via modulo-2 addition of the true data bit time history with a bit length of 20 ms and the meander code with a bit length of ten ms. The true data bits and the meander code are phase locked so that the resulting navigation message bits have a bit length of ten ms.

### 3.3.2 Computation of GLONASS Satellite Positions

Computation of the GLONASS satellite positions is a requisite component of receiver’s navigation algorithm. The computation of the GLONASS satellite positions is undertaken by using a procedure that relies on numerical integration of the first-order ordinary differen-
tial equations that define the motion of satellites. There are two necessary components for calculating the satellite positions: to set up the initial conditions and to use the numerical technique to solve the differential equations.

The initial conditions are parts of the broadcast GLONASS navigation message. The initial conditions at time $t_b$ include the satellite position at time $t_b$, the satellite velocity at time $t_b$, other parameters needed for computing the satellite acceleration at time $t_b$, the satellite lock offset and a relativistic correction. The satellite acceleration parameters contain perturbations caused by the Earth’s gravitational force and the lunar and solar force on the satellite. These initial conditions and parameters along with their units, as defined by the GLONASS ICD, are given in Table 5.1. These initial conditions are defined in the PZ-90 geodetic coordinate system, which is the primary coordinate reference frame used by GLONASS. The initial conditions and parameters are nominally updated every 30 minutes for each satellite by the GLONASS control segment. Once the initial conditions

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference time</td>
<td>$t_b$</td>
<td>minutes</td>
</tr>
<tr>
<td>Relativistic correction</td>
<td>$\gamma_n$</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Satellite clock offset</td>
<td>$\tau_n(t_b)$</td>
<td>seconds</td>
</tr>
<tr>
<td>Satellite position</td>
<td>$x_n(t_b), y_n(t_b), z_n(t_b)$</td>
<td>km</td>
</tr>
<tr>
<td>Satellite velocity</td>
<td>$\dot{x}_n(t_b), \dot{y}_n(t_b), \dot{z}_n(t_b)$</td>
<td>km/s</td>
</tr>
<tr>
<td>Lunar and solar perturbations</td>
<td>$\ddot{x}_n(t_b), \ddot{y}_n(t_b), \ddot{z}_n(t_b)$</td>
<td>km/s^2</td>
</tr>
</tbody>
</table>
and parameters are obtained via decoding the broadcast navigation message, they are used in conjunction with a set of six first-order ordinary differential equations to achieve the satellite positions for any time. The same set of equations are used to define the motion of each GLONASS satellite. As a result, only the broadcast initial conditions are satellite dependent. The set of differential equations used to compute satellite positions are as follows [GLONASS ICD 2002]:

\[
\begin{align*}
\frac{dx}{dt} &= V_x \\
\frac{dy}{dt} &= V_y \\
\frac{dz}{dt} &= V_z \\
\frac{dV_x}{dt} &= -\frac{\mu}{r^3} x - \frac{3}{2} J_2 \frac{a_e^2}{r^5} x (1 - \frac{(5z^2)}{r^2}) + \omega^2 y + 2\omega V_y + \ddot{x} \\
\frac{dV_y}{dt} &= -\frac{\mu}{r^3} y - \frac{3}{2} J_2 \frac{a_e^2}{r^5} y (1 - \frac{(5z^2)}{r^2}) + \omega^2 z + 2\omega V_z + \ddot{y} \\
\frac{dV_z}{dt} &= -\frac{\mu}{r^3} z - \frac{3}{2} J_2 \frac{a_e^2}{r^5} z (3 - \frac{(5z^2)}{r^2}) + \ddot{z} \\
r &= \sqrt{x^2 + y^2 + z^2}
\end{align*}
\]

where \(\mu\) denotes the gravitational constant, \(a_e\) represents the semi-major axis of Earth, \(J_2^2\) is the second zonal harmonic of the geopotential, \((x, y, z)\) describes the initial satellite position at time \(t_b\), \(\omega\) is the Earth rotation rate, \((V_x, V_y, V_z)\) describes the initial satellite velocity at time \(t_b\), and \((\ddot{x}, \ddot{y}, \ddot{z})\) is the initial satellite acceleration caused by the Earth’s gravitational acceleration and lunar and solar perturbations at \(t_b\). It should be noted that the GLONASS ICD Version 5.0 [GLONASS ICD 2002] incorporates two errors in the set of six differential equations. The equations provided here are corrected and are consistent with those found in [Lauri et al., 2008].

Numerical integration is used to solve the six differential equations in order to solve the
satellite position for any desired time. The 4th-order Runge-Kutta numerical integration method has been implemented in the software receiver. The method used to gain confidence in the satellite position calculations is to compare the computed satellite positions with positions from the GLONASS official website, which provides satellite positions for each satellite every 15 minutes. The reason these satellite positions can be used as a comparison to the computed satellite positions is that they are defined at a different time from $t_b$. The reported satellite positions, which are denoted true positions in Figure 3.13, are defined in GPS reference time.

![Forward and Backward Integration of X](image)

![Forward and Backward Integration of Y](image)

![Forward and Backward Integration of Z](image)

Figure 3.13: Satellite position time histories computed using backward and forward integration of the differential equations using two successive sets of initial conditions separated in time by 30 minutes for one SV

GPS reference time and GLONASS reference time are related by the equation [GLONASS
ICD 2002):

\[ T_{\text{GPS}} - T_{\text{GLO}} = \Delta T + \tau_{\text{GPS}} \]  \hspace{1cm} (3.20)

where \( \Delta T \) is a bias which is 3 hours plus the current number of leap seconds used in GPS to define the time difference between GPS time and UTC, and \( \tau_{\text{GPS}} \) is the fractional offset which is found in the GLONASS navigation message.

The exact satellite position for every functional on-orbit GLONASS satellite is available starting from GPS time equal to zero, at the beginning of the GPS week, with a cadence of 15 minutes. The residual error between the computed satellite position and the true position is 2.94 meters as shown in figure 3.13. Hence, the computed satellite positions are proving to be reasonable and the error is within the stated error budget for the GLONASS satellite position accuracy. This comparison suggests that both the GLONASS satellite parameters in the navigation message are being decoded properly and that the numerical integration technique is performing well.

### 3.4 A Review of Binary Offset Signal

Galileo is European under developing GNSS. One feature of the Galileo is that it is under civilian control. The Galileo programme has two phases: the In-Orbit Validation (IOV) phase and the Full Operational Capability (FOC) phase. Galileo is inter-operable with the Global Positioning System (GPS) and the GLONASS two other current global satellite navigation systems. The fully deployed Galileo system consist of 30 satellites (27 operational and 3 spares), positioned in three circular Medium Earth Orbit planes at a nominal average orbit semi-major axis of 29601.297 Km, and at an inclination of the orbital planes of 56 degrees with reference to the equatorial plane.
The satellites are controlled and commanded from the Galileo Ground Control Segment (GCS) via its S-Band ground stations. The Galileo Open Service (OS) comprises of signals in the E1 frequency band (centered at the GPS L1 frequency of 1575.42 MHz) and the E5 frequency band (centered at 1191.795 MHz). A recent user receiver test with simulated signals and scenarios (van den Berg et al., 2010) demonstrated a 95% accuracy of 0.8 m (horizontal) and 1.02 m (vertical) for a combination of E1 and E5 signals under specified conditions [Hein et al., 2005].

The Binary Offset Carrier (BOC) signals are the newest flavour of the GNSS signals, which are designed to modernize the military Global Positioning System (GPS) service. The Galileo and the upgraded GPS mostly adopt the BOC signals. The idea of BOC was promoted by John Betz and others from 1999 [Betz 1999, 2001]. For a typical Phase Shift Keying signal, the range code chip waveform is a rectangular pulse

\[
P(t) = \begin{cases} 
1, & -1/2 \leq t \leq 1/2, \\
0, & \text{otherwise} 
\end{cases} 
\]  

where \( T_C \) is the chip interval.

The BOC signals simply replace this rectangular pulse with the following waveform:

\[
\sum_{m=0}^{M-1} p\left(\frac{t - mT_s}{T_S}\right) 
\]

where \( T_S \) is the subcarrier symbol interval and \( T_S = T_C / M \). The representation of \( BOC(m, n) \) has the following meaning: \( n \) is the ranging code (PRN) chipping rate normalized to 1.023Mcps. \( m \) is the subcarrier frequency which is also normalized to 1.023Mcps, however, the subcarrier frequency is defined as \( 1/2T_S \).

As a result, the number of subchips per chip is \( M = 2m/n \). For example, BOC(1,1) has a chipping rate and a subcarrier rate of 1.023Mcps, so each chip contains two subchips. BOC
may offer several advantages over the Phase Shift Keying modulation: better jamming and interference resistance, less multipath error, more accurate TOA estimation, and coexist with current signals.

However, there is a noticeable problem in its practical reception caused by multi-peak. The normalized baseband PSD of BOC modulation is given by:

\[ S_{BOC_{fs,fc}}(f) = \frac{1}{nT_s} \left( \frac{\sin(\pi f T_s) \sin(\pi fnT_s)}{\pi f \cos(\pi f T_s)} \right)^2 \text{ for } n = \text{even}; \] (3.23)

\[ S_{BOC_{fs,fc}}(f) = \frac{1}{nT_s} \left( \frac{\sin(\pi f T_s) \cos(\pi fnT_s)}{\pi f \cos(\pi f T_s)} \right)^2 \text{ for } n = \text{odd}; \] (3.24)

### 3.5 The Galileo E1 Signal Processing

The Galileo E1-signal (Open Service) comprises of the signal components of E1-B and E1-C and is transmitted in the frequency band 1559 - 1610 MHz allocated to RNSS and ARNS on a worldwide co-primary basis. The signal components of E1-B and E1-C are data-component and pilot component respectively. The E1-signal provides the I/NAV message and supports Safety to Life service. The E1 signal is modulated by a CBOC(6,1,1/11) (Composite Binary Offset Carrier) at \( f_o \) and a symbol rate of 250 Sps and multiplexed with scheme shown in figure 3.14. This signal modulates with two different sub carriers: \( sc_a = f_o \) and \( sc_b = 6 f_o \). CBOC linearly combines BOC(1,1) and BOC(6,1) sub-carriers. These sub-carriers, as the balanced sum of two squared-wave sub-carriers, have four different levels [Hein et al., 2005]. The base band E-1 signal is given by:

\[ S_{E1}(t) = 1/ \sqrt{2}(e_{E1-B}(\alpha sc_a + \beta sc_b) - e_{E1-C}(\alpha sc_a - \beta sc_b)); \] (3.25)
where sub-carrier $sc_a$ is BOC(1,1) modulation and $sc_b$ is BOC(6,1) modulation, $\beta^2 = 10/11$ and $\alpha^2 = 1/11$. Figure 3.14 shows the Multiplexing scheme for E1 CBOC signals.

The auto-correlation function for the BOC signals differs significantly from those C/A code. Let $R_{BOC}(\tau)$ denote the auto-correlation function for the BOC signal. The expression of $R_{BOC}(\tau)$ can be approximated by [Misra et al., 2006]

$$R_{BOC}(\tau = mT_s) = (-1)^m\left(\frac{|M-m|}{M}\right), \text{ for } m = -M, \ldots, M - 1, M, \quad (3.26)$$

$$\approx 0 \text{ otherwise}$$

Figure 3.15 plots the auto-correlation for BOC(1,1) and BOC(15,2.5). We can clearly observe the multiple peaks corresponding to equation 3.26. The spectrum of the BOC(m,n) signal is centered at $\pm m \times 1.023\,e^\delta$ from its nominal center frequency. Figure 3.16 shows
the spectrum of BOC(1,1) signal. The normalized baseband PSD of a BOC modulation is:

![ACF L1A BOC(15,2.5)](image1)

![ACF L1C BOC(1,1)](image2)

Figure 3.15: Auto-correlation of the E1 CBOC signals.

![Galileo E1 PSD](image3)
The fundamental principle of the heritage PSK GNSS receiver systems is to cross-correlate each input signal with a matching code, and look for a peak in the resulting correlation function. However, applying the same principle of cross correlation on BOC creates a multi-peaked function as mentioned earlier. The well-known difficulty is that there are secondary peaks onto which a correlating receiver (using a discriminator from early and late gates with feed back through a loop) may easily lock. This problem has been termed false node tracking [Fineet al., 1999]. Figure 3.17 shows the acquisition peaks of a BOC signal (PRN12). We can clearly see the sub-peak in the correlation results.

Figure 3.16: Base band Spectrum of the BOC(1,1) signal.

Figure 3.17: Multiple peaks in BOC signal acquisition.

There are several methods proposed to resolve the false node tracking problem. One recently proposed method called bump-jumping method [Fineet al., 1999], where the additional very-early (VE) and very-late (VL) gates are used to monitor the amplitude of adjacent peaks in auto-correlation results. If a comparison with amplitude on the prompt gate
(P) indicates that there is wrongly a higher amplitude on either VE or VL then a condition of false lock is judged to exist and the receiver must make the appropriate jump of either $+T_S$ or $T_S$ towards the correct peak. The bump-jumping method suffers several disadvantages in practical applications.

This method is subject to the fact that the receiver is essentially blind. It must be in a false lock condition before it knows that it is in this condition. The bump-jumping method provides degraded performance for weak signal scenarios as the difference between the main peak and the side peaks is small and is difficult to differentiate. Besides, it can only move one sub-chip step at a time, and also evaluation of relative amplitudes takes time. More practical difficulties, multi-path and all kinds of group delay distortions tend to degrade the essential requirement that the amplitude of the nearest secondary peaks should be significantly less than the amplitude of the main peak. There are other more subtle difficulties [Hodgart al., 2010].

In the paper, a double DLL (or dual DLLs) were used for BOC tracking which automatically realizes the full potential capture range, without losing the potential accuracy of BOC. In this method, a code replica tracks the code component of the signal in a delay locked loop (DLL) while another DLL tracks the sub-carrier component of the signal. Two independent delay estimates are created by the two inter-dependent loops. A local sub-carrier replica is generated to match the incoming signal. After the removal of the sub-carrier, the effective correlation driving the ranging code DLL is exactly the same with PSK-GPS, risk free of false lock. The diagram double DLL tracking loop is provided in figure 3.18 below:
The operation of the DLL for sub-carrier (SDLL) is similar to the ranging code except for the chip spacing. Since the sub-carrier is cyclical and with a period equal to one sub-chip width $T_S$, a reasonable chip spacing of $T_S/2$ is chosen for the DLL. The error signal i.e. discriminator derived from the correlation drives the DLL loop to converge to an independent sub-carrier estimate.

This code phase estimation of the sub-carrier is more accurate than the ranging code estimation but contains ambiguity of $nT_S$ caused by sub peaks in the acquisition results. Fortunately, this error won’t have any impacts on the ranging code tracking loop because a separate loop is used. After removal of sub-carrier, the process of the range code is exactly the same with the C/A code. Let the real time delay of the incoming signal be $\tau$, the DLL of the range code estimation to be $\hat{\tau} \approx \tau$; the SDLL estimation to be $\tau^* = \tau + nT_S$. At last, the
SDLL estimation can be used to generate an unambiguous single estimation of $\tau^+$ whose accuracy fully exploits the benefit of sub-carrier modulation characteristic of BOC.

$$\tau^+ = \tau^* + \text{round}\left(\frac{\hat{\tau} - \tau^*}{T_s}\right) \times T_s$$ \hspace{1cm} (3.27)

A data set from the Galelio was collected at 2012-6-10, 1:26AM. Figure 3.19 shows the tracking results for this satellite for the E1-B signal. The PRN number of this satellite is number 12.

![Doppler Frequency Output](image)

![Accumulation Output](image)

Figure 3.19: Tracking results for E1 CBOC signal.

The properties of BOC(m,n) signal are summarized here:

- the PRN range code rate $f_c = n \times 1.023e^6\,cps$;

- sub chip rate per range chip $M = 2m/n$;
• spread of center frequency $\Delta f = m \times 1.023e^6$;

• the total number of sub-peaks of auto-correlation is $2M - 1$;

• the correlation chip width is $1/n$ of range code length;
Chapter 4

GNSS Scintillation Monitoring Setup

4.1 Chapter Overview

Ionosphere scintillations can cause significant phase and/or amplitude fluctuations of GNSS signals, thereby potentially degrading GNSS receiver performance [Datta-Barua et al., 2008; Humphreys et al., 2010a; Pullen et al., 2009]. Improvements of GNSS receiver robustness under these circumstances require a thorough understanding of the scintillations and their impact on GNSS signal propagation.

Commercial GNSS receivers are not designed to handle the combined amplitude fading and phase fluctuations of more severe scintillations. Therefore, these receivers have difficulty generating useful data under strong scintillations. Furthermore, proprietary tracking loop implementations can introduce artifacts in the receiver outputs, making them potentially erroneous indicators of the scintillation parameters. To circumvent these shortcomings, high quality raw RF GNSS scintillation data is needed. This will allow more accurate scintillation signal parameter estimation and characterization, and the development of ro-
bust GNSS receiver algorithms, capable to operate under more challenging scintillation conditions.

In order to accommodate the GNSS ionosphere scintillation research, a high-end GNSS receiver setup has been installed in summer 2009 at the High-Frequency Active Auroral Research Program (HAARP) in Alaska [Pelgrum et al., 2011]. This facility can locally heat-up specific layers of the ionosphere with 3.6 MW of HF radiation controlled by a 180-element phased array antenna. Next to the ability of controlled scintillation experiments by artificial heating, the high-latitude location of the HAARP facility (latitude 62.39°N, longitude 145.15°W) places it in the aurora zone, which is known to have frequent natural scintillation events.

The GNSS scintillation monitoring setup has undergone several iterations since its first installation in 2009. Reference [Pelgrum et al., 2011] describes the various iterations and the obtained results over the time frame August 2009 ~ December 2010: The initial Phase-1 installation consisted of a 4 GPS antenna array, 4 NovAtel OEM-V3 L1-L2 GPS receivers, a GPS L1-L2 22 MHz wideband RF data collection system, and a 4 channel GPS-L1 2.2 MHz narrow band RF data collection setup [Gunawardena et al., 2008]. This system was a temporary installation to support the August 2009 HAARP summer student research campaign. In October 2009, the Phase-2 setup was installed at a permanent location. This setup comprises 2 GNSS antennas on a 75m-baseline, connected to two NovAtel OEM-V3 receivers and a 2-channel GPS-L1 narrow band RF data recorder.

The setup was upgraded to Phase-3 to initially support the July 2010 Polar Aeronomy Summer Program (PARS) student campaign and has been maintained as an active data collection and monitoring facility since then. Phase-3 added an additional antenna at a 240m-baseline, a GSV4004B GPS scintillation receiver, and an L1-L2C narrow-band RF
data collection system instead of the 2-channel L1 system of Phase-2. Furthermore, an USRP2-based RF data recorder capable of recording GPS L5 and GLONASS [Peng et al., 2011] was added to the setup. Triggering algorithms based on the output of the GSV4004B enables event-driven RF data recording, resulting in a number of recorded weak to moderate scintillations.

4.2 Scintillation Monitoring System Setup

The GNSS scintillation monitoring setup has evolved four phases since 2008. This Section describes its phase of 2010: Phase-4, and details the update comparing to the Phase-3, which is described in detail in [Pelgrum et al., 2011]. Figure 4.1 shows an aerial view of the HAARP facility and the location of the GNSS monitoring antennas. The GNSS monitoring equipment is situated in a shelter on Science Pad 3. Antennas 1 and 2 are mounted to the corner fence posts of the science pad and form a 75 meter north-south baseline. Antenna 3 is situated 240m west of antenna 1. The new added antenna 4 is mounted on a private residence about 3 miles due South of antenna 1.
New to the setup is the Septentrio PolaRxS scintillation receiver which now feeds the triggering algorithm for the event-based data recording [Vikram 2011]. The PolaRxS receiver is capable of simultaneously tracking GPS (L1C/A, L1P(Y), L2P(Y), L2C, L5), GLONASS (L1C/A, L2C/A), Galileo (L1,E6,E5), and SBAS (L1C/A). The PolaRxS receiver provides 100 Hz post-correlator I and Q measurements, which can be used to quantify amplitude scintillations by calculating the $S_4$ scintillation index. Phase scintillation levels are determined by the $\Delta \phi$ parameter based on the 100 Hz de-trended carrier phase data that is available for all tracked carriers. Currently, the PolaRxS is operated in parallel with the GSV4004 scintillation receiver until the setup and associated algorithms have been proven robust. The phase-4 GNSS Ionosphere Monitoring setup is shown in figure 4.2 [Pelgrum et al., 2011]. Except for scintillation monitoring, the PolaRxS is also used to monitor the spectrum for potential interference.
High quality raw RF GNSS scintillation data recording is essential for accurate scintillation signal parameter estimation and characterization, and the development of robust GNSS receiver algorithms. In the Phase-4 setup, multi-constellation and multi-band GNSS RF data recordings are facilitated by four separate systems. First, L1 and L2C RF signals are recorded by a 16-bit narrow-band (5 MHz) data collection setup, custom built by Ohio University [Gunawardena et al., 2008].

Next, GPS L5 or GLONASS L2 are recorded by a re-configurable USRP2 software-defined radio front end. By default, this system is configured for GLONASS L2 but is automatically switched to an L5 configuration in the event of a scintillation trigger by an L5-equipped GPS satellite.
New to Phase-4 is the GLONASS L1 RF recording using a second USRP2 system. With the addition of the PolaRxS scintillation receiver and the second USRP2, the GNSS monitoring capabilities of the Phase-4 setup have been significantly enhanced. Finally, a location has been surveyed for a fourth GNSS antenna. The chosen location is about 3 miles due south from the other antennas. This provides an extended baseline which will facilitate in the tomography analysis of the ionosphere disturbances. The GSV4004B scintillation receiver will be connected to antenna 4 in next campaign.

4.3 GLONASS Data Collection

With the addition of the second USRP2 front end and the Septentrio PolaRxS multi-constellation scintillation receiver, the Phase-4 setup now has full GLONASS monitoring and event-driven RF recording capabilities. The addition of GLONASS is a significant enhancement to the overall monitoring potential. First, the total number of GNSS satellites is doubled. Furthermore, the GLONASS constellation has the benefit of a higher inclination compared to GPS (64.8° inclination for GLONASS versus 55° for GPS). As shown in Figure 4.3 [Wang et al., 2011], this higher inclination provides better coverage just north of local magnetic zenith (MZ), which is an area of great interest for ionosphere scintillation research.
4.4 Automatic Event Monitoring and Triggering

Long-duration continuous RF data recording is cumbersome because of the high data rates involved. For example, the L1-L2C narrow-band (5 MHz) RF data collection setup discussed earlier in this paper samples 2 channels at 5 MS/s, with a 16 bit resolution. This results in a data rate of 80 MB/s. Such high data rates overwhelm storage and post-processing capability for data collections of extensive periods of time. Since controlled heating experiments are relative short in duration (hours at most) and at known times, manual control of the RF recordings is feasible. Natural scintillations, however, are relatively short lasting as
well, and spatially and temporally sporadic phenomena. In order to capture natural scintillations, an event-driven data collection system is needed, see figure 4.4 [Pelgrum et al., 2011].

Figure 4.4: Event-Driven GNSS multi-band multi-constellation RF recording [Pelgrum et al., 2011].

In August 2010, an triggering algorithm was developed based on the statistics of a couple of days of recorded receiver data. The resulting algorithm only monitored potential amplitude scintillations by observing $S_4$, and an $S_4$ trigger threshold based on signal $C/N_0$ is calculated. To prevent a high false alarm rate due to multi-path, the threshold was chosen rather conservatively [Vikram 2011]. Numerous natural scintillations have been detected and analyzed in next chapter, but many more potentially interesting events remained unnoticed.
due to the limited observability (only $S_4$, no $\Delta \phi$) and the conservatism of the algorithm.

Recent efforts [Vikram 2011] have led to an improved triggering algorithm. This algorithm observes both the $S_4$ (derived from the GSV4004B 50Hz Signal Intensity or the PolaRxS 100 Hz IQ data) and the $\Delta \phi$ (derived from the GSV4004B 50 Hz or the PolaRxS 100 Hz carrier phase data.) A major challenge, especially for the signal strength-based trigger ($S_4$), is the difficulty in separating the effects of true ionosphere scintillations from that of the environment multi-path. The trigger design presented in [Vikram 2011] utilizes a sky map of $S_4$ index and $\Delta \phi$ distributions for the satellites based on an extensive set of data collected by a commercial receiver at the receiver site. The sky map is divided into grid cells, with threshold values for each grid cell based on the distributions of nominal (non-scintillation) data collected at that elevation and azimuth. This sky map will be updated automatically on a regular basis.

### 4.5 Transform-domain Instrumentation GPS Receiver (TRIGR) front end

Scintillation research capabilities are maximized when using data from instrumentation grade GNSS RF front-ends. In summary, an instrumentation grade RF front-end is characterized by the following attributes. A detailed description can be found in [Peng et al., 2011]: High dynamic range: the front-end should support the ability to capture strong in-band signals (i.e. interference and jamming) with high fidelity and without AGC, maximizing options for follow-on processing. Wide bandwidth: Ideally the front-end should have the same bandwidth as the broadcast signal (i.e. 24 MHz for GPS). At a minimum,
it should be able to process all signal modulations, i.e. C/A code, L2-C, P(Y) and L5-code. Hence, it should support at least a 20 MHz bandwidth. Exceptionally good reference clocks and low phase noise oscillators help to provide carrier phase tracking residuals that are close to the thermal noise.

Figure 4.5 shows the block diagram and frequency plan of the 4-channel front-end. The front-end follows the same overall frequency plan that was used in WBDDFE [Gunawardena et al., 2008]. Specifically, the RF signal is down-converted to a first IF of 70 MHz and then band-pass sampled at 56.32 MHz to yield base-band samples with a center frequency (digital IF) of 13.68 MHz. In order to use readily available IF filters and to simplify the signal processing of the sampled signals, the front-end uses the same down conversion and sampling plan for all GPS frequencies. The overall noise figure of the TRIGR front end is around 4dB, and a highly stable OCXO ($\leq 0.001 \text{ ppm}$) is used as common reference for all four channels [Gunawardena et al., 2008]. The TRIGR also provide a flexible data bit length of 1,2,4 and 8 options.
Figure 4.5: Block diagram and frequency plan of the 4-channel TRIGR front-end.
Chapter 5

The USRP2 Front End Performance Evaluation

5.1 Chapter Overview

A typical Global Navigation Satellite Systems (GNSS) receiver is composed of three major functional components: radio frequency (RF) front end, receiver signal processing, and navigation signal processing. The RF front end filters and amplifies the input RF signal and down-converts it to an intermediate frequency (IF) before an analog-to-digital converter (ADC) samples the signal for further processing. The RF front end is traditionally implemented in analog circuits. The receiver signal processing unit demodulates the signal to extract range and carrier phase measurements and navigation data messages which will be combined in the navigation signal processing stage to generate position, velocity, and timing solutions. A software-based GNSS receiver performs the demodulation function through software implementations on general purpose processors or FPGAs, while
the traditional hardware-based receiver processing implements its functions on application specifics integrated circuits (ASIC). Compared to the hardware-based receivers, a software-based receiver offers more flexibility and allows more complicated algorithm implementations. As a result, software-defined GNSS receivers have gained much attention from both research and development communities in recent years [Akos 1997; Tsui 2004]. The focus is the realization and performance evaluation of a flexible GNSS receiver RF front end using a general purpose universal software radio peripheral (USRP) device for ionosphere scintillation data collection [Peng et al., 2011].

USRP is a low IF architecture radio designed to allow general purpose computers or digital signal processors (DSP) to function as high bandwidth communication devices. In recent years, the low IF architecture has gained much attention due to the demand for integratable and flexible wide-band low-cost receiver platforms that enables developers to build a wide range of communication systems with minimum cost and effort. With a maximum sampling frequency of 50MHz and operating frequencies ranging from DC to 5.9GHz, a properly configured USRP2 is capable of capturing all L band GNSS signals. Additionally, the device is equipped with a flexible data and control interface through a gigabit Ethernet port, making it ideal for field data collection and remote monitoring applications.

The USRP2-based GNSS RF front end is a very attractive option as we enter a new era of satellite-based navigation with the recent GPS modernization that includes L2C, L5, and the planned L1C signals [Braschak et al. 2010], the increasing number of Russians GLONASS satellites and reformed signals [Revnivykh et al. 2010], the emergence of Europeans Galileo [Hein et al. 2005] and Chinas Compass constellations [Cao et al. 2008], and a multitude of regional and spaced-based augmentation systems. The multi-constellation systems offer diverse signal structures over a wide span of frequencies and improve the
spatial coverage at nearly every geographical location on the surface and in the near space of the Earth. In addition to enhanced continuity, availability, and integrity of navigation and timing solutions, the system will enable unprecedented scientific research of the dynamic atmosphere on a global scale.

The USRP2-based software receiver presented is for the latter purpose. Specifically, we aim to establish an array of GNSS receivers at locations where GNSS signals traversing the ionosphere frequently experience scintillation. Existing deployment of ionosphere scintillation monitoring systems are limited to single frequency GPS receivers or at most dual frequency GPS receivers operating at the L1 and L2 bands [Groves et al. 2000; van Dierendonck et al. 1993; van Dierendonck et al. 2004; Skone et al. 2008; O Hanlon et al. 2011]. The USRP2-based software receiver offers many advantages over these systems. First, GPS satellites have limited coverage at the high latitude regions where scintillations frequently occur. GNSS satellites such as those in the GLONASS offer more high latitude coverage and can be used to fill the GPS void [Wang et al. 2011]. Second, the sheer number of combined satellites in all available constellations will increase the spatial resolution of the ionosphere tomography derived from a fixed size ground-based GNSS receiver array. Third, no field study has been conducted on the effect of ionosphere scintillation on the new GPS L5, GLONASS, Galileo, and Compass satellite signals. There is an urgent need to gain an understanding of the spatial correlation among the satellites and the frequency correlation among different signals under ionosphere scintillations [Seo et al. 2009; Seo et al. 2011; El-Arini et al. 2009]. The USRP2 offers a flexible and re-configurable platform for these studies. In our first phase of investigation, we have successfully developed and implemented software that controls the data collection system [Peng et al. 2010]. A user can specify the USRP2 front end center frequency, receiver sampling frequency, and output
data format through a software user interface. A First In First Out (FIFO) buffer is allocated to store the incoming IF data. The data collection system and control software have been successfully tested and collected GPS L1, L2, and L5 and GLONASS L1 and L2 signals [Peng et al. 2010].

5.2 RF Front End Architecture

5.2.1 The Superheterodyne Receiver

The superheterodyne receiver is a popular receiver design architecture because of its high selectivity and sensitivity. Figure 5.1 shows a typical one-stage superheterodyne receiver signal processing block diagram. The incoming signal is first filtered by a channel selective band pass filter (BPF1), amplified by a low noise amplifier (LNA), and then further filtered by an image rejection filter (BPF2). The resulting signal is down converted to intermediate frequency (IF) by mixing with the output of a local oscillator (LO). A third band pass filter (BPF3) or a low pass filter is used to remove the high frequency portion of the mixer outputs. The combined processes as described above comprise a single stage of a superheterodyne receiver. Multiple stages maybe used to step the input signal from a high RF frequency to a low IF frequency. At the very last stage, the filtered outputs are sampled by an analog-to-digital (ADC) converter for further digital receiver signal processing.
Figure 5.1: Block diagram of a one-stage superheterodyne receiver front end.

The image rejection filter (BPF2) plays a key role in the superheterodyne receiver. Figure 5.2 illustrates the effect of image rejection filter on the signal spectrum. Assuming the incoming signal of at the BPF2 can be modeled as:

\[ x_1(t) = S(t)\cos((\omega_{IF} + \omega_{LO})t) + I(t)\cos((\omega_{IF} - \omega_{LO})t) + N(t) \quad (5.1) \]

where \( f_{RF} = f_{IF} - f_{LO} \) is the center frequency of the incoming signal, \( f_{LO} \) is the local oscillator frequency, \( S(t)\cos((\omega_{IF} + \omega_{LO})t) \) is the incoming signal, \( N(t) \) is the noise. We also assumed that there is an interference source \( I(t)\cos((\omega_{IF} - \omega_{LO})t) \). The interference source is located at the mirror frequency of the input signal with the mirror located at \( \omega_{LO} \) as shown in figure 5.2. For such mirror interference, the mixing operation down converts the signal and the interference spectrum to the same IF frequency:

\[ x_2(t) = x_1(1)\cos((\omega_{LO})t) = \frac{1}{2}[S(t) + I(t)]\cos((\omega_{IF})t) \]

\[ + \frac{1}{2}[S(t)\cos((2\omega_{LO} + \omega_{IF})t) + I(t)\cos((2\omega_{LO} - \omega_{IF})t)] + N(t)\cos((\omega_{LO})t) \quad (5.2) \]
In order to make sure the interference does not overlap with the input signal spectrum at the output of the mixer, BPF2 must be used to suppress the interference before the signal enters the mixer.

Figure 5.2: Illustration of mixing operation on signal and its mirror image interference spectrum folding.

The second term in equation 5.2 includes high frequency components which can be eliminated by the channel selective filter BPF3. The choice of BPF3 is a trade off between the image rejection and the adjacent channel selection. For a given Q factor of BPF2, if the IF is relatively high, the interference will be effectively suppressed as its spectrum may be far away from the wanted signal. However, larger IF means more costly design for the BPF3. If a low IF is used, then the BPF3 bandwidth can be reduced. More out-of-band interference can be rejected by BPF3. On the other hand, the mirror interference will be lo-
cated closer to the $f_{LO}$ and filtering by BPF2 will be less effective. As a result, more mirror interference will be folded over the signal spectrum after the mixing. One solution for this problem is to use multiple down-conversion stages with succeeding decreasing $f_{IF}$ values. At the first stage, a large $f_{IF}$ value will lead to effective suppressing of potential mirror interference. Succeeding stages with smaller $f_{IF}$ can be implemented with narrower BPF2 and BPF3 bandwidth, further reducing in-band interference and noise. Typical multi-stage low-IF receiver consists of 3 stages [Razavi 1997]. The disadvantages of the superheterodyne implementation are the increased cost, RF front end size, and power consumption. Another important drawback of the superheterodyne receiver is that the image rejection filter is too complicated and impractical to be implemented by an integrated circuit (IC). The normal solution is to use a bulky and expensive surface acoustic wave (SAW) filter [Abidi,1995].

5.2.2 Direct Complex Down-Conversion Architecture

In the direct complex down-conversion architecture, the signal is directly down converted to zero base-band frequency as show in figure 5.3.
Figure 5.3: Direct complex down-conversion architecture.

The low pass filters suppress the out-of-band noise and the high frequency components of the mixer outputs. Since the in-phase and quadrature components are orthogonal to each other, we use complex signal processing to describe the direct complex down-conversion. Let the incoming signal be \( x(t) \) and the output of the complex mixer be \( y(t) \), and the local oscillator frequency is \( f_{RF} \):

\[
y(t) = x(t)e^{j\omega_{RF}t}
\]

\[
Y(\omega) = X(\omega - \omega_{RF})
\]

Where, \( X(\omega) \) and \( Y(\omega) \) are the frequency domain representation of \( x(t) \) and \( y(t) \). Unlike the real down-conversion in the superheterodyne receiver architecture described in the previous sub-section where the signal spectrum shifts towards both high and low frequencies, the complex mixer shift the incoming signal spectrum in one direction only as shown in figure 5.4. There is no image folding occurring. The LPF can easily reject the down-converted interference. No image rejection filter is needed. The expensive SAW filter used
in the superheterodyne architecture is replaced by a low cost LPF which can provide better integration.

![Diagram of image rejection in the superheterodyne architecture](image)

**Figure 5.4:** Image rejection of the direct complex down-conversion architecture.

Although the direct complex down-conversion architecture is superior to the superheterodyne architecture in image rejection, but it suffers several drawbacks such as DC offset, I/Q mismatch, even order distortion etc [Razavi 1997]. Among these issues, the DC offset is the most serious one because it may lead to saturation of the subsequent circuits. Figure 5.5 shows the three main sources of the DC offset, all of them are results of leakage from the LO itself. The first source is due to the leakage from circuit components between the antenna and the mixer. The signal reflected from these circuit component will enter the mixer itself, leading to self-mixing as shown in path A. The second source is contribution from the antenna. In the direct complex down-conversion scheme, the LO has the same center frequency as the incoming signal. When any LO leakage reached the antenna, the antenna pass-band will allow the leakage to pass back to the circuit and the returned leak-
age will be further amplified by the LNA as shown in path B. The third source includes the LO leakage of the circuit to the environment. Reflection by all other potential objects in the environment may be intercepted by the antenna and feedback to the circuit as shown in path C. This scenario is similar to that of multipath effects [Abidi 1995]. Methods have been developed to improve performance by lowering the DC offset to an acceptable level [Yoshida et al., 2008; Sampei et al., 1997]. For example, [Yoshida et al., 2008] developed a feedback loop to decrease the DC offset digitally. This method, however, increases the complexity of the circuit and may cause other problems when the DC offset is not constant [Sampei et al., 1997].

Figure 5.5: Self mixing of the local oscillator.

5.2.3 Low IF Receiver

The low IF receiver combines the advantages of the direct complex down-conversion receiver and the superheterodyne receiver. A typical low IF receiver has two stages as shown
in figure 5.6. The first stage is the traditional complex mixer similar to that of the complex direct down-conversion scheme. It translates the RF signal to a low IF which is less than half of ADC sampling frequency. The BPFs after the mixer are centered at the IF to filter out unwanted signals. The second stage is used to further down covert the low IF signal to zero center frequency in the digital domain and suppresses the image interference. Similar to the complex direct down-conversion, filtering of the unwanted interferes can be implemented at a low IF frequency. As a result, the structures of the filter components are simplified. In the mean time, the signal is down-converted to low IF instead of zero frequency as in the direct down-conversion receiver, so the problem of DC offset is avoided in the low IF receiver. This architecture, however, still suffers the I/Q mismatch problem and extra computation is demanded in the digital complex mixer [Crols et al., 1998]. The performance of the low IF receiver is still not as good as that of the superheterodyne receiver, but the high flexibility, high integration rate, and low cost RF systems make it an attractive option in research communities [Crols et al., 1995, Rudell et al., 1997].
5.3 USRP2 RF Front End

The RF front end used in this software receiver system is the second generation of Universal Software Radio Peripheral (USRP) which is developed based on the low IF architecture. The USRP functions as a hardware radio platform that provides RF signal reception and conditioning over a broad range of radio frequencies. Additionally, it also allows developers to implement and test software radio systems at a low price. The latest product USRP2 offers higher speed and better performance as well as increased flexibility compared to the first generation USRP [Peng et al., 2012]. At the heart of the USRP2 is a FPGA which allows for processing of complex waveforms at high sampling rates. The USRP2 is also equipped with high speed and high precision ADCs and DACs for wide band signal processing and conditioning. With a maximum sampling frequency of 25MHz for both in-phase and quadrature components and a gigabit Ethernet interface, the USRP2 is suitable for collecting raw data for wide band GNSS signals. A Multiple-Input-Multiple-Output (MIMO) system can be built by synchronizing several USRP2 boards with a common pulse per second (PPS) timing control. The Universal Hardware Driver (UHD) which is supported on both Linux and Windows operating systems shall become the official driver for the USRP2. Currently, the GNU Radio is still the most popular software for the USRP family. For this project, both UHD and GNU Radio were successfully installed and working properly on the Ubuntu 10.4 Linux operating system. Table 5.1 highlights some comparisons between the USRP2 and USRP.

Several daughter boards are available to perform signal conditioning and tuning of the
Table 5.1: Key components for USRP2 and USRP.

<table>
<thead>
<tr>
<th>Component</th>
<th>USRP2</th>
<th>USRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF Range</td>
<td>0~5.9GHz</td>
<td></td>
</tr>
<tr>
<td>FPGA</td>
<td>Altera Cyclone</td>
<td>Xilinx Spartan-3 XC3S</td>
</tr>
<tr>
<td>DACs</td>
<td>Two 400MS/s 16-bit</td>
<td>Four 128 MS/s 14-bit</td>
</tr>
<tr>
<td>ADCs</td>
<td>Two 100MS/s 14-bit</td>
<td>Four 64MS/s 12-bit</td>
</tr>
<tr>
<td>Max Sampling Freq.</td>
<td>50MHz</td>
<td>16MHz</td>
</tr>
<tr>
<td>PC Connection</td>
<td>Gigabit Ethernet</td>
<td>USB 2.0</td>
</tr>
</tbody>
</table>

Table 5.2: Daughter boards for GNSS receivers

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Freq.Range (GHz)</th>
<th>IF BW(MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBSRX</td>
<td>RX</td>
<td>0.8-2.4</td>
<td>4-33</td>
</tr>
<tr>
<td>RFX1200</td>
<td>TX/RX</td>
<td>1.15-1.4</td>
<td>20</td>
</tr>
<tr>
<td>RFX1800</td>
<td>TX/RX</td>
<td>1.5-2.1</td>
<td>20</td>
</tr>
<tr>
<td>WBX</td>
<td>TX/RX</td>
<td>0.05-2.2</td>
<td>40</td>
</tr>
</tbody>
</table>

RF inputs to a desired base-band frequency before the processed signal is fed to the USRP2 motherboard. With appropriately selected daughter boards, the USRP2 is capable of processing signals from DC to 5.9GHz. Table 5.2 lists the available daughter boards that can be used for satellite navigation signal processing. The DBSRX covers the full range of the L band navigation signals. It also provides an adjustable RF bandwidth between 4 and 33MHz, thus making it suitable for processing both the narrow band GPS L1 and
L2C signals and the new wide-band GPS L5 signals. The RFX1200 covers the L2 and L5 band, while RFX1800 covers the L1 band. The schematics of the all daughter boards and the USRP2 main board are available from the Ettus website. It should be noted that the DBSRX daughter board need to be modified before it can work properly with the USRP2 [Peng et al., 2011].

Figure 5.7: GNSS signal path schematics on the RF front end circuit.

Figure 5.7 shows the RF front end setup by using the DBSRX daughter board as an example. A GPS-703-GGG triple frequency antenna manufactured by NovAtel allows for combined GPS L1, L2, L5, GLONASS, and Galileo signal reception. The antenna is connected to the DBSRX daughter board through a SMA connector. The DBSRX consists of three major components: the MGA8263 amplifier, the MAX2118 chip, and the AD8132 chip. The analog signals from the antenna are first amplified by the MGA8263 wideband amplifier with a 17dB fixed gain. The MAX2118 which provides an operational frequency range between 925MHz and 2175MHz [Peng et al., 2012] converts the incoming L-band
signals to low IF or baseband using a broadband I/Q down converter. The I and Q channel each include a linear amplifier with variable gain control, a down conversion mixer, and a low pass filter with both gain and cutoff frequency controls. The RF and baseband variable gain amplifiers together provide 79dB flexible gain control range. The low pass filters have adjustable bandwidth between 4 to 33MHz.

The RFX boards have similar block diagrams as that of the DBSRX. The main difference is that the MAX2118 in the DBSRX is replaced with the AD8347 chip from ANALOG DEVICES in the RFX boards. The AD8347 chip performs similar signal processing tasks as that of the MAX2118. The AD8347 has a maximum noise figure of 11dB while the MAX2118 noise figure is between 10 to 11.5dB, depending on the environment temperature. Both AD8347 and MAX2118 provide adjustable pass band bandwidth. The AD8347 is driven by an external oscillator while the MAX2118 has an integrated local oscillator.

The filtered signals are further amplified by the AD8132 differential amplifier before being digitized by the high speed ADCs at 100M samples/s on the USRP2 main board. The center part of the USRP2 board is the FPGA which performs the high sampling rate data processing. The standard FPGA configuration in the receiver signal path includes complex mixing which down converts the baseband signal to zero center frequency, decimators that down-samples the signals by a factor of K, and half-bandwidth low-pass filters that further reduce the signal spectral bandwidth by half. The mixer or the complex multiplier multiplies the input signal by a locally generated sinusoid to shift the spectrum of the signal to be centered near zero frequency. A typical implementation uses two multipliers, one each for the I and Q channels. The on board numerically controlled oscillator (NCO) is responsible for generating the sampled digital sinusoid. The decimators are implemented using a four-stage cascaded integrator-comb (CIC) filter. Figure 5.8 shows the schematics of the
CIC implementation. The CIC filter is highly computationally efficient by only using adds and delays and is widely used in decimation and interpolation [Hogenauer 22]. A 31-tap half-bandwidth filter for spectral shaping and out of band signal rejection is cascaded with the CIC decimator to form a complete multi-rate digital down conversion stage. The overall decimation rate is between 4 to 512. With the main ADC on the USRP2 sampling rate at 100\(MS/s\), the maximum output sample frequency that can be achieved is 25\(MHz\) for both in-phase and quadrature channels. The transmit circuit of the USRP2 is the reverse of that of the receiver. A digital up-converter which consists of a CIC interpolator, mixer, and NCO is implemented in the FPGA.

![Cascaded Integrator Comb (CIC) filters](image)

Figure 5.8: Four-stage cascaded integrator-comb (CIC) filter implementation architecture.

A major problem with the USRP2 is that its onboard oscillator is not stable in terms of frequency and phase. The temperature stability of the TCXO on the RFX board is about 2.5 ppm which would cause a frequency offset about 4,000\(Hz(2.5e^{-6} \times 1.57e^9)\) at GPS L1 band. This large frequency offset cannot be differentiated from the scintillation impacts. The frequency offset also changes rapidly which results in loss lock of the carrier tracking.
loop. One solution to this problem is to use a high-quality external oscillator. A small Wenzel 10-MHz OCXO oscillator is used as an external clock in our experiments. This oscillator has a specified temperature stability of 0.0015-0.005 ppm and a reasonably low phase noise at 10 MHz. The OCXO can reduce the frequency offset of the carrier to the level of few hertz. In the following section, we describe the detailed data collection system setup and receiver signal processing algorithms used to track the GNSS signals for USRP2 performance evaluations.

5.4 Data Collection System Setup

A common antenna and local oscillator are shared among several receivers in two configurations, as shown in Figure 5.9, to evaluate the USRP2 front end performance for GPS (switch position 1) and GLONASS (switch position 2) signals, respectively. In switch position 1 configuration, a custom instrumentation quality three-frequency GPS receiver RF front end data collection system TRIGR [Gunawardena et al. 2008], a NovAtel Propak dual frequency (GPS L1 and legacy L2 signal) receiver, and two USRP2 front ends split inputs from the same Novatel GPS-703-GGG wide-band antenna. A low noise OCXO clock is used to drive the TRIGR and two USRP2 RF front ends. The same receiver processing algorithms are applied to the collected GPS L1, L2C, and L5 data by the USRP2 and TRIGR front end. The NovAtel receiver is used to verify the GPS L1 signal processing results as it is not capable of processing the new L2C and L5 signals and the GLONASS signals. In switch position 2 configuration, a Septentrio PolaRxS receiver and two USRP2 front ends are tuned to collect GLONASS L1 and L2 signals, respectively. Our custom developed receiver signal processing algorithms are used to process the USRP2 IF samples, while
the Septentrio PolaRxS receiver tracking outputs for GLONASS L1 and L2 are generated using proprietary software.

Figure 5.9: RF data collection setup at Miami University for USRP2 performance evaluation of GPS L1, L2, and L5 (switch position 1) GLONASS L1 and L2 (switch position 2) processing.

Two experimental setup configurations as shown in Figure 5.9 are used to collect data to evaluate the performance of the USRP2 as a flexible GNSS RF front end. The first configuration aims to collect GPS L1, L2, and L5 data while the second configuration is used to collect GLONASS L1 and L2 signals. In both configurations, a NovAtel GPS-703-GGG wide-band antenna is used to intercept signals for all of the receivers in each setup, and a common low noise OCXO oscillator provides timing signal to drive the three RF front ends. In the first configuration (switch at position 1), the antenna output passes a 4-way splitter to a TRIGR front end, a NovAtel OEM4 dual frequency receiver, and two USRP2 front ends. The TRIGR is a wideband instrumentation quality RF front end built at the Ohio Univer-
sity Avionics Engineering Center [Gunawardena et al. 2008]. It has four channels: two GPS L1s, one L2, and one L5. Each of the TRIGR front end channel has a fixed sampling frequency of 56.32MHz and IF frequency at 13.68MHz with configurable bit resolution at 2, 4, 8, and 16. In our experiment, we select the 8-bit resolution option. The NovAtel receiver is used as an additional reference to verify the acquisition and tracking results of GPS L1 signals generated by the USRP2 front end. The USRP2 sampling frequency is set to 5MHz and bit resolution is 16 bits for the narrowband GPS L1 and L2C signals. For the wide-band GPS L5 and GLONASS L1 and L2 signals, the USRP2 sampling frequency is 20MHz and bit resolution is 1 bit.

In the second configuration, the same antenna is connected through a 2-way splitter to two USRP front ends and a Septentrio PolaRxS receiver. This configuration is used to validate the GLONASS data collection and signal quality from the USRP2 front end against the commercial receiver outputs. Two daughter boards were used in the USRP2 data collection experiments: RFX1200 for GPS L2 and L5 and GLONASS L2, and RFX1800 for GPS L1 and GLONASS L1. Although the DBSRX board offers coverage of all GNSS signal spectrum, it has sub-optimal performance compared to the RFX series [Peng et al. 2010]. Therefore, it is not used in this study.

The ultimate performance evaluation for the USRP2 front end as an ionosphere scintillation monitoring device is the GNSS signal observables, such as the carrier to noise ratio $C/N_0$ and carrier phase noise [van Dierendonck 2005]. A complete suite of C++ based post processing algorithms has been developed to acquire and track GPS L1, L2C, L5, and GLONASS L1 and L2 signals. Acquisition of GPS signals are initiated with a FFT-based two dimensional search of the L1 signal CA code phase and carrier Doppler frequencies [Tsui 2004]. As three GPS channels (L1, L2C and L5) are synchronized in the TRIGR
front end, the L1 C/A code phase is used to initialize tracking for L2C (CM, CL) and L5(I, Q). The initial Doppler shift frequencies for L2C and L5 are derived from the Doppler shift frequency of L1. The acquisitions of GPS L1, L2C, and L5 signals from the IF data collected by USRP2 are done separately with 10ms of coherent integration as signals from two USRP2 boards are not synchronized in the experiments.

5.5 Ionosphere Scintillation Receiver Performance Requirements

The purpose of this work is to examine whether the USRP2 front end is suitable for collecting GPS and GLONASS data for ionosphere scintillation studies. Ionosphere scintillations cause carrier phase fluctuation and signal amplitude fading. A suitable receiver for ionosphere scintillation studies need to be able to minimize or limit thermal noise, local oscillator phase noise, and out-of-band interference contributions to the carrier phase and signal intensity measurements. Failure to understand the limitation of the instrument may lead to misleading scintillation results [van Dierendonck 2005]. The important qualities of a typical receiver for scintillation studies are: (1) the clock phase noise of the RF front end, (2) the receiver noise figure, and (3) the performance of the carrier tracking loop.

It is difficult to separate the clock phase noise caused by the RF front from the fluctuations caused by phase scintillation. The clock phase noise of a RF front end mainly consists of contributions from the reference oscillator, the voltage-controlled oscillator (VCO), and frequency synthesizers. The magnitude of the phase noise of a TCXO is much larger than typical weak phase scintillation effects, while the phase noise of an OCXO can be smaller
than the scintillation effects. A practical way to estimate the GPS carrier phase fluctuation caused by the oscillator and the VCO is to measure the detrended phase output of the receiver. [Fremouw et al. 1978] reported weak phase scintillations with magnitude around 0.086 radians. Recent studies of high-latitude scintillations have shown many scintillation activities with phase scintillations with magnitude in similar or even smaller values [Vikram 2011]. In order to detect weak scintillation events, the reference oscillator, the VCO, and associated frequency synthesizer generated phase noise needs to be minimized.

The noise figure of the receiver is another important quality of a scintillation receiver. A large noise figure will result in degraded $C/N_0$ performance and less accuracy in signal intensity measurements. At the L band, strong scintillations may cause deep amplitude fading ($>20$ dB) associated with rapid phase changes [Humphreys et al. 2010a; Zhang et al. 2010]. Such signal dynamics causes cycle slips or even loss lock of the carrier tracking loop [Humphreys et al. 2010b]. A GPS receiver with low-noise figure can help to improve the tracking loop stability during strong scintillation events and reduce the phase error caused by the carrier tracking loop since the phase noise standard deviation caused by a PLL is related to $C/N_0$ by [Kaplan et al. 2005]:

$$\delta_{PLL} = \frac{360}{2\pi} \sqrt{\frac{B_N}{C/N_0}} \left(1 + \frac{1}{2TC/N_0}\right)$$

where $B_N$ is the PLL loop noise bandwidth, $T$ is the coherent integration time, and $C/N_0$ is the carrier-to-noise ratio. Quantitative analysis of USRP2 front end noise figure and the phase noise is presented in a later section.

Robust tracking loop design is needed to maintain tracking of the signal during deep amplitude fading. Several methods can be used to achieve this purpose: extended integration time, adaptive approaches with adjustable tracking loop parameters, and pure
PLL/FLL. A pure PLL/FLL can track the signals with an additional 6-dB gain compared to the conventional PLL/FLL [Kaplan et al. 2005]. For dataless pilot signals such as L2CL and L5Q signals, the pure PLL/FLL approach can be implemented for real-time applications. For applications only requiring post processing, navigation messages can be decoded in advance and removed from the data-modulated signals before a pure PLL/FLL can be applied. Vector-based tracking loops make use of information from healthy satellites to assist the tracking of satellite signals experiencing scintillation, significantly improve the tracking loop performance. An extended Kalman filter-based vector tracking loop has been developed [Peng et al. 2012] and tested with strong scintillation data collected during last solar maximum [Zhang et al. 2010].

5.6 USRP2 Performance Analysis

A quick time series analysis of the USRP2 outputs is presented here to demonstrate the basic validity of its measurements. It is commonly accepted that the output of a properly designed and constructed RF front with antenna disconnected should be normally distributed. Figure 5.10 shows the sample distribution of USRP2 output is well fitted with an ideal zero mean Gaussian distribution.
To further verify the randomness of the RF data, the collected data sample auto-correlation coefficients are calculated:

\[
 r_k = \frac{\sum_{t=1}^{N-k} (x_t - \bar{x})(x_{t+k} - \bar{x})}{\sum_{t=1}^{N} (x_t - \bar{x})^2}
\]

(5.6)

where \( x_t \) represents the output samples, \( k \) is the lag between samples, and \( N = 10^6 \) is the total number of samples. Figure 5.11 shows the plot of the first 100 correlation coefficients. Small correlations exist at various lags which indicate that the RF data are not completely random.
The GPS L1 signal spectrum from outputs of the USRP2 and the TRIGR front end collected using the setup in Fig. 5.9 are shown in Figure 5.12. The small peak at the center is the result of all combined visible satellite GPS L1 C/A code energy. The spectrum of the USRP2 is not as clean as that of the TRIGR front end. The spectral spikes contained in the USRP2 outputs may result in degraded performance. Performance comparisons will be presented at a later section.
Figure 5.12: IF spectrum of the USRP2 (left) and TRIGR (right) outputs of the GPS L1 signals.

For this study, our performance evaluations are focused on the $C/N_0$ and carrier phase measurements. As only two USRP2 boards were available during the data collection experiments, the triple frequency GPS RF data were collected at two different time intervals, each lasting 6 min. The L2C and L5 data were simultaneously collected by the two USRP2 boards and the TRIGR front end on 1/13/2011, 20:22:00 EST. The GPS L1 data were collected on 3/31/2011 at 11:37:42 EST by one USRP2, the TRIGR front end, and the NovAtel receiver. For GLONASS data collection, two USRP2s and a Septentrio PolaRxS receiver collected GLONASS L1 and L2 on 1/15/2011 at 22:07:39 EST. Figure 5.13 shows the satellite sky plots during the GPS L1 and GLONASS L1 and L2 data collection. The following subsections discuss the performance evaluations based on these measurements.
Figure 5.13: Satellite path sky plots at Oxford, Ohio during data collection experiments. 
(a) GPS Sky plot (1/13/2011, 20:22 EST)  
(b) GLONASS Sky plot (1/15/2011, 22:07:39 EST).

5.6.1 $C/N_0$ Measurement Performance

The following equations are used to compute the $C/N_0$ using the I and Q channel correlator 
outputs for the USRP2 and TRIGR front end [van Dierendonck et al. 1996]:

$$WBP_j = \left( \sum_{i=1}^{M} (I_i^2 + Q_i^2) \right)_j$$  \hspace{1cm} (5.7)

$$NBP_j = \left( \sum_{i=1}^{M} (P_i) \right)_j^2 + \left( \sum_{i=1}^{M} (Q_i) \right)_j^2$$  \hspace{1cm} (5.8)

$$NP_j = \frac{WBP_j}{NBP_j}, \hat{\mu}_{UP} = \frac{1}{j} \sum_{i=1}^{M} (NP_j)$$  \hspace{1cm} (5.9)

$$C/N_0 = 10 \log \left( \frac{1}{T} \frac{\hat{\mu} - 1}{M - \hat{\mu}} \right)$$  \hspace{1cm} (5.10)
where WBP and NBP are the so-called wide-band and narrow-band signal power measurements, respectively, and $T$ is the correlator integration time. In this work, we used $T = 1ms$, $M = 20$, and $K = 50$ in our calculations. We compared the performance of the USRP2 for all eleven satellites in view with the NovAtel receiver outputs and the TRIGR front end during the same experiment time period. The average and standard deviations of the L1 signal $C/N_0$ values for the eleven satellites during the 6-min data collection period are plotted in figure 5.14. The results show that USRP2 $C/N_0$ is typically about 1 $\sim$ 2 and 1 $\sim$ 3$dB$ lower than that of the NovAtel receiver and the TRIGR front end, respectively. The $C/N_0$ standard deviations from USRP2, TRIGR, and NovAtel are comparable within a fraction of a dB. The standard deviations of the NovAtel receiver are slightly less than the two RF front end outputs as different tracking algorithms and filter parameters may be used in the NovAtel receiver. We can also see that satellites with low elevation angles, such as PRN 3 and 5, have larger amplitude fluctuations, while satellites with high elevations, such as PRN 15 and 21, have larger $C/N_0$ and smaller standard deviation, as expected. The software receiver processing results of GPS L2CM and L5I from USRP2 and TRIGR front end are plotted in figure 5.15. PRN 25 was the only satellite broadcasting L5 signals during the data collection time. We can also see that USRP2 $C/N_0$ is typically about 1 $\sim$ 3$dB$ lower than that of the TRIGR front end.
Figure 5.14: Average and standard deviations of GPS L1 signal C/N0 from USRP2, TRIGR front end, and NovAtel receiver for all GPS satellites in view during a 6-min experiment.

Figure 5.16 compares the average GLONASS L1 and L2 $C/N_0$ values obtained using the USRP2 and Septentrio PolaRxS over 6 min taken on January 15, 2011, starting at 22:07:39EST. With the exception of channel-4 that is ruled as unhealthy during the data collection experiment and hence was not tracked by the PolaRxS, both receivers show comparable measures at both L1 and L2 for all remaining 9 SVs. The results also show that the $C/N_0$ standard deviations are also of comparable values for both receivers.
5.6.2 Carrier Phase Measurements

Carrier phase fluctuation is another important measure of ionosphere scintillation. When there is no scintillation, the output of the carrier phase tracking loop for a receiver with a low-phase-noise OCXO clock on a stationary platform is dominated by the satellite-receiver Doppler frequency and Doppler rate [Razavi et al. 2008], which can be adequately represented by a fourth-order polynomial [Peng et al. 2010]. The remaining high-frequency components of the phase variations are due to RF front end noise and possible RF interference. These components are the limiting factors in the receivers ability to detect ionosphere scintillations, if the low-frequency components can be effectively removed. The conventional approaches include a fourth-order polynomial fitting and a sixth-order Butterworth filter to remove the satellite-receiver dynamics and other slowly changing errors. Differ-
encing between two signals from different band (such as L1 and L2) of the same satellite can also remove satellite-receiver dynamics and oscillator effects [Wang et al. 2012], if the same front end is used to collect and process both signals. In our experiment, two separate USRP2s are used to collect L1 and L2 signals, and the L5 signal is collected at a different time. Therefore, this option is not applicable. A sixth-order Butterworth high pass filter with 0.1-Hz cutoff frequency has been used in [van Dierendonck et al. 1996] for detrending of the 50-Hz phase outputs, while a fifteenth-order Butterworth filter with 0.1-Hz cutoff frequency has been used in [Zhang et al. 2010] for 1,000-Hz phase outputs. The filter used in [Zhang et al. 2010] takes a few minutes before convergence occurs, so a fourth-order polynomial fitting is used in this work for de-trending the 1,000-Hz carrier phase outputs of the software receiver. The detrended outputs from both USRP2 and TRIGR for the L1, L2CM, and L5I on PRN 25 are shown in Figure 5.17. The figure shows that USRP2’s carrier phase noise is slightly higher than that of the TRIGR for this satellite on all three bands.
Figure 5.16: Average and standard deviation of $C/N_0$ generated from USRP2 and Septentrio PolaRxS for GLONASS L1 and L2.

Figure 5.18 shows the carrier phase standard deviations for all GPS satellites in view during the experiments. At L1, the USRP2 and TRIGR carrier phase standard deviations are comparable to within 0.1 degrees. At L2CM, USRP2 carrier phase standard deviation is consistently larger than that of the TRIGR. The difference may exceed 1 degree. At L5, we only have one SV signal which shows that USRP2 underperforms TRIGR by a fraction of a degree.

The more useful signals for ionosphere scintillation studies are the L2CL and L5Q, as they do not have data modulation on them. As a result, a longer coherent integration interval can be applied and a pure PLL based tracking loop can be used to improve the signal tracking threshold. More importantly, strong ionosphere scintillations may be accompanied by sudden 180 degree phase changes that may be difficult to distinguish from data bit transitions [Humphreys et al. 2010a]. Our results show that the performance of L2CL and L5Q signals under the benign condition of the test data presented are very similar to L2CM and L5I, respectively. Therefore, in the analysis presented so far, only L2CM and L5I signals are presented.
Figure 5.17: Detrended PRN25 carrier phase measurement comparison between USRP2 and TRIGR front end.

Figure 5.19 shows the detrended carrier phase standard deviations for GLONASS L1 and L2 satellites signals captured during the experiment using the USRP2 and the Septentrio receiver. While the USRP2 carrier standard deviation appears to be slightly lower than that of the Septentrio for GLONASS L1, the opposite is true for GLONASS L2. Overall, the two receivers yield similar performances with the differences being limited to less than a small fraction of a degree. By comparing Figs. 16 and 17, we can see that the GLONASS satellite signals carrier phase measurements are much noisier than those of GPS satellite signals. The relatively large phase fluctuations on both the USRP2 front end and the Septentrio receiver appear to indicate that these fluctuations are intrinsic to the signals themselves. These fluctuations make the GLONASS signals less suitable for ionosphere scintillation studies because it will be difficult to separate true scintillation events from these non-scintillation effects.
Figure 5.18: Detrended carrier phase standard deviation comparison between USRP2 and TRIGR front end for GPS L1, L2CM, and L5I.
5.6.3 Analysis of The Front End Performances

Possible causes of the $C/N_0$ difference between the TRIGR front end and the USRP2 board are the receiver front end noise figures, VCO and frequency synthesizer quality, and ADC bit resolutions. The noise figure of the USRP RFX daughter board is estimated using a GPS simulator with known input signal power levels. The noise figure is defined by:

$$F = \frac{S_i/N_i}{S_0/N_0} = \frac{N_0}{GkTB}$$

where $B = 2MHz$ at GPS L1 signal bandwidth, $G$ is the receiver front end gain, $T$ is the effective receiver input temperature $290K$, $k$ is the Boltzmanns constant, and $N_0$ is the output noise power. From (5.11), we obtain the reference noise $N_{0i}$ dependency on the noise figure $F$:

$$N_{0i} = \frac{N_0}{G} = FkTB$$

(5.12)

The reference noise can be computed with known input power $S_i$ and estimated output $SNR_{out}$:

$$\frac{S_i/N_{0i}}{SNR_{out}}$$

(5.13)

Equation (5.12) and (5.13) are used to compute the noise figure $F$. A GPS simulator is used to generate a $−130dBm$ input and a $−140dBm$ input, respectively. Their corresponding output SNRs are estimated to be $−10$ and $−21dB$, respectively. So the noise figure for the RFX board used in the front end is around $−10dB$. A combined processing of the complex outputs of USRP2 would provide 3dB additional SNR improvement over using the real output only as is in the case of the TRIGR front end. The noise figure of the TRIGR front
end is around 4dB [Gunawardena et al. 2008]. So we expect the SNR or $C/N_0$ of the USRP2 is about 3 dB less than that of the TRIGR front end for the same L1 or L2 signal source. It should be noted that the measurement of one individual board may not be a good representation of noise figure of the all RFX series boards. The 1-bit re-quantization of the wideband GPS L5 and GLONASS signal may result in 1 ∼ 2dB further signal power loss. A FPGA-based real-time raw RF data collection system is currently under development to increase the bit resolution of the wideband samples for the USRP2. The 5 6dB $C/N_0$ difference between the L5I and L2CM tracking results in Fig. 13 is caused by the GPS satellite broadcasting power difference. The L2C is broadcasting at 2-dB power lower than L5I (GPS ICD- 705). Another 3-dB loss is expected with L2CM or L2CL tracking loop as the signal is time-multiplexed. So the total $C/N_0$ output for L2CM is about 5 dB less than for L5. The sub-optimal noise performance of the USRP2 can be compensated by better tracking loop design. For example, increasing the coherent integration time from 1 ms to 10 ms will result in a gain of 10 dB in SNR. The vector tracking loop developed for the USRP2 data processing can maintain lock of the GPS signal during canonical fade with signal intensity fading of more than 20 dB.

As shown in Fig. 15, the phase noise of the USRP2 is slightly larger than the TRIGR front end even with a common reference used. There are two major reasons that may cause this difference. The first reason is the lower $C/N_0$ output of the USRP2 that would cause larger phase noise by Eq. (5.5). The second cause is the integrated VCO/ synthesizer on board the RFX daughter board. A two-stage PLL frequency synthesizer is used to generate the reference carrier to down-convert the RF signal to IF in the TRIGR front end, while a one-stage synthesizer is used in the USRP RFX daughter board. The ADF4360-3 chip is used in the RFX1800 daughter board. These reference synthesizers introduce their own
phase noise to the IF samples. The phase noise of the synthesizer or the PLL is measured in terms of single-sideband (SSB) power density relative to the carrier in units of dBc/Hz. Table 2 summarizes the specifications of the synthesizers for the TRIGR and the RFX1800 daughter board. We can see that the synthesizer of the USRP2 board causes slightly larger phase noise than the TRIGR. For the GPS L1 signal with 2-MHz bandwidth, the noise caused by the VCO in the USRP2 board is about $-70\text{dBc}(133 + 10 \times \log_{10}(2M))$, while the TRIGR is about $-79\text{dBc}(133 + 10 \times \log_{10}(2M))$, both are insignificant. The differences in the carrier phase noise performance between the two front ends are also unsubstantial. Even though the phase stability of the USRP2 board is not as good as that of the TRIGR front end, the standard deviation of the USRP2 phase noise is quite adequate for scintillation researches.

Table 5.3: Daughter boards for GNSS receivers

<table>
<thead>
<tr>
<th>Front end Type</th>
<th>TRIGR</th>
<th>USRP2(RFX1800)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>PLL1</td>
<td>PLL2</td>
</tr>
<tr>
<td>SSB Phase Noise Density</td>
<td>-115dBc/Hz@1kHz</td>
<td>-111dBc/Hz@1 kHz</td>
</tr>
<tr>
<td></td>
<td>-142dBc/Hz@1 MHz</td>
<td>-142dBc/Hz@1 MHz</td>
</tr>
</tbody>
</table>

### 5.7 Conclusions

With appropriate daughter board configurations, the USRP2 front end can capture the entire GNSS family of signals. Our objective is to evaluate the performance of the USRP2 front end as an ionosphere scintillation monitoring device. For this purpose, we established
experimental setups that allow simultaneous data collection of the USRP2 front ends, an instrumentation quality custom GPS front end TRIGR, and two high end commercial GNSS receivers from the same antenna and driven by the same local oscillators. GPS L1, L2C, and L5 and GLONASS L1 and L2 raw IF samples were collected using the RF front ends, while the commercial receivers generated processed signal observables. The IF samples collected by the USRP2 front ends and the TRIGR front end were processed using the same software acquisition and tracking algorithms. The results show that USRP2 typically generates GPS $C/N_0$ at about $1 \sim 3$ dB below that of the TRIGR and $1 \sim 2$ dB less than that averaged output of NovAtel receiver. The carrier phase fluctuations generated by the two front ends are comparable, with the exception of one particular GPS L2C signal for which the USRP2 front end appears to have larger phase fluctuations (by no more than 1.5 degrees) compared to TRIGR. We do not have direct GLONASS signal IF processing results comparison between the USRP2 and the TRIGR front end as the latter is a dedicated GPS front end. The USRP2 GLONASS processing results are compared with the outputs generated by the Septentrio PolaRxS receiver, and their performances appear to be comparable. The results show that GLONASS signals have relatively large $C/N_0$ and carrier phase fluctuation which appear to be unrelated to the signal propagation environment. While the additional GLONASS satellite signals have great added benefits in applications, such as ionosphere tomography studies, these signal fluctuations make them less desirable.
Chapter 6

High Latitude Ionosphere Scintillations
at L5 Band

6.1 Chapter Overview

The GPS L5 signal is transmitted at the protected ARNS and intended to provide better assurance for safety-of-life applications such as aviation. With a relatively low carrier frequency at 1.176GHz and a higher chipping rate at 10.23MHz, L5 is more susceptible to ionospheric scintillation compared to the other civilian signals in the L1 and L2 band. It is well documented that ionospheric scintillations cause increased carrier tracking error and may lead to receiver loss of lock under severe conditions [Zhang et al., 2010; Humphreys et al., 2010]. For aviation and other applications that require continuity and integrity, ionospheric scintillation poses a safety hazard. This is especially true as we enter a new solar maximum period when scintillation activities will increase in both frequency and intensity. The objective of this work is to investigate the impact of ionospheric scintillations on L5
signals. To achieve this objective and support ionospheric scintillation studies in general, an array of commercial GPS receivers and RF front ends GNSS data collection devices have been setup in Gokona, Alaska to collect ionospheric scintillation data as described in the previous chapter.

In this chapter, the scintillation impacts on GNSS signals are studied with available theoretical model and verified with real scintillation data. Specifically, the scintillation impact on GPS L5 is analyzed in details. Some preliminary results of the scintillation correlation among different frequency channels are provided. Further discussion about the problem of the current scintillation study methods are also considered and temporary solution is also suggested.

6.2 Channel Synchronization

The new L5 signal is part of the GPS modernization to improve GPS performance for civilian users. The performance of the L5 has been extensively evaluated [Tran 2004]. The code tracking error of L5 due to thermal noise and wide-band interference are lower than that on L1 signals. The carrier tracking of the L5 is much more robust than L1 with a tracking threshold improvement of 3.5 dB [Tran 2004]. The L5 code also provides better performance for longer delay multi-path as a smaller chip length is used in L5 than in L1. However, the real ionospheric scintillation impact on the L5 remains unknown as scintillation data on L5 is very scarce [Seo et al., 2011]. In the paper by [Kim et al., 2003], a frequency domain scintillation model is used to evaluate the performance of L5. But frequency correlation among L1, L2, and L5 were not discussed.

This work will analyze in detail the scintillation correlation on different bands using
triple frequency data collected at HAARP. As mentioned earlier, the wide-band L5 scintillation data is collected by the USRP2 while the narrow band (L1 and L2) RF data is collected by the TRIGR front end. Although the two front ends data collection processes are triggered by the same software and are driven by the same oscillator, they have different starting times and sampling frequencies as illustrated in figure 6.1.

Figure 6.1: Synchronization between different front ends.

Since a major objective of this work is to determine the relative impact of scintillation on different bands, the scintillation data collected by different RF front ends must be aligned accurately. GPS signals are synchronized with message epochs when transmitted from GPS satellites. We can extract the messages and align data from different front ends based on decoded GPS time. Since the message on L1 is not encoded with an error correction code, it is quite straightforward to obtain the GPS time on L1. The message content and decoding
6.3 Scintillation Effects on GNSS Receiver

The scintillation effects on GPS receivers has been studied and well documented in number of studies [Humphreys et al. 2010a; Zhang et al. 2010]. [Rino 1979] shows that the scintillation effects can be modeled by inverse power law PSD for the amplitude and phase. [Fremouw et al., 1978] shows that the L-band scintillation can be modeled by zero mean Gaussian PDF for phase and Nakagami-m distribution for amplitude. The phase scintillation spectrum can be represents by the equation below [Rino 1979]:

$$S_\phi(f) = \frac{T}{(f_0^2 + f^2)^{p/2}} \quad (6.1)$$

Where $T$ is the spectrum strength at 1Hz and $f_0$ is the outer scale frequency which is also corresponding to the maximum irregularity size, and $p$ is the spectral index. When $f \gg f_0$, the PSD of phase can be simplified by:

$$S_\phi(f) = Tf^{-p} \quad (6.2)$$

The phase scintillation index which is also the de-trended phase standard deviation is related to the phase PSD as:

$$\sigma_\phi^2 = \int_{-\infty}^{+\infty} S_\phi df \approx 2 \int_{f_c}^{+\infty} S_\phi df = 2 \int_{f_c}^{+\infty} \frac{T}{(f_0^2 + f^2)} df \quad (6.3)$$

The amplitude scintillation follows the similar relationship except that the amplitude spectrum is attenuated after a cut-off frequency which is also called the Fresnel frequency given by equation below.

$$f_F = \frac{V_{rel}}{d_F} = \frac{V_{rel}}{\sqrt{2\lambda z}} \quad (6.4)$$
Where \( V_{rel} \) is the relative velocity between the satellite and the irregularity, \( \lambda \) is the wavelength and \( z \) is the distance between the irregularity to the receiver. The \( S_4 \) index is generally used as the amplitude scintillation index. The \( S_4 \) index is derived by the normalized signal intensity as shown in equation:

\[
S_4^2 = \frac{<I^2> - <I>^2}{<I>^2}
\]  

(6.5)

where \( I \) is the received signal intensity. The received power is normally detrended by filtering the intensity measurements with a low-pass filter (sixth-order Butterworth with 0.1Hz cutoff frequency) and then the normalization is accomplished by dividing the raw signal intensity by the output of the low-pass filter [Van Dierendonck et al., 1997]. The correlation between the phase scintillation and the amplitude scintillation is still not well modeled as lack of real scintillation data. [Fremouw 1980] suggests a correlation value of -0.6 based on the early data processing results. The scintillation indices on GPS L2 and L5 can be derived on GPS L1 through equation [Van Dierendonck et al., 1996],

\[
S_4(L_2) = S_4(L_1) \left( \frac{f_{L1}}{f_{L2}} \right)^{1.5} = 1.45S_4(L_1)
\]  

(6.6)

\[
S_4(L_5) = S_4(L_1) \left( \frac{f_{L1}}{f_{L5}} \right)^{1.5} = 1.55S_4(L_1)
\]  

(6.7)

\[
\sigma_\phi(L_2) = \sigma_\phi(L_1) \left( \frac{f_{L1}}{f_{L2}} \right) = 1.28\sigma_\phi(L_1)
\]  

(6.8)

\[
\sigma_\phi(L_5) = \sigma_\phi(L_1) \left( \frac{f_{L1}}{f_{L5}} \right) = 1.34\sigma_\phi(L_1)
\]  

(6.9)

\[
S_I = Tf^{-p}
\]  

(6.10)

Where \( f_{L1} = 1575.42 MHZ, f_{L2} = 1227.6 MHZ, f_{L5} = 1176.45 MHZ \). Clearly, ionosphere scintillation has stronger impacts on the GPS L2 and L5 channels. However the scintillation indices only represent the severity of the scintillation, the rate of the fluctuation and the
fading interval are also have strong impact on the performance of receiver tracking loop.
A frequent phase fluctuation will results in the loss lock of the phase lock loop and long interval amplitude fading will also result in the failure of the code lock loop. The future dual frequency receiver (L1 and L5) can provide better estimation of the ionosphere delay and results in better PVT solutions. The correlation of scintillation impacts on GPS L1 and L5 play an important role for the availability of future dual frequency applications. A high correlation coefficient means loss lock of one frequency might loss lock of the other one. The later part of the paper presents of the software receiver processing results of several recorded scintillation events observed on L5. The correlation coefficients of L1 and L5 are also computed.

6.4 Scintillation Events Observed

Since August 2010, 20 scintillation event IF samples have been recorded at HAARP. Table 6.1 lists scintillation events recorded by the RF front ends from July 2010 to May 2011. Only 4 scintillation events are associated with PRN 25 which carries all three GPS signals (shown in red color). The event on 2010-07-19 is an artificially controlled scintillation, while the three events on 2011-03-01 are natural events associated with a geomagnetic storm. Figure 6.2 shows the magnetometer outputs at HAARP on 2011-03-01. The three scintillation events occurred near the peak magnetic variations. Figure 6.3 plots the azimuth and elevation angles of the satellite experiencing scintillations. Note that nearly all scintillation events are close to the local magnetic zenith, which verifies that scintillations at high latitude are associated with geomagnetic activities.
Figure 6.2: Magnetic variation on 03/01/2011.

Figure 6.3: Sky plot of scintillation events.

The two commonly used indicators for amplitude and phase scintillations are the $S_4$ index and the de-trended carrier phase standard deviations. The peak L1 signal $S_4$ and $\sigma_\phi$ values
for each of the identified scintillation events are also listed in Table 6.1. Equations (6.6)-(6.9) were used to distinguish true scintillation events from other abnormal signal behavior caused by multi-path, interference, etc. For example, figure 6.4 plots the $S_4$ values and detrended phase of L1, L2, and L5 signals at 14:08 UTC on 03/01/2011. As we expected, the $S_4$ values on L2 and L5 are approximately 1.4 times of that on L1. Table 6.2 lists detailed parameter values for this event at all three bands. Clearly, scintillation has stronger impacts on the GPS L5 and L2 bands. The next section will provide further analysis based all recorded events to explore the characteristics of scintillation impacts on L5 and correlations between different frequency channels.

![Graph of S4 and std phase](image_url)

*Figure 6.4: $S_4$ and detrended phase of a scintillation event on 03/01/2011, 14:08:48 UTC.*
6.5 High Latitude Scintillation Events Analysis

The data-less GPS L5I and L2CL signals can be tracked using the four-quadrant arctan discriminator to provide more robust carrier tracking performance when deep fading and abrupt phase reversal occur during strong scintillations [Kaplan et al., 2005]. When the scintillation is weak to moderate, the atan discriminator will work and we expect the two L2C signals to have similar performances and the two L5 signals also have similar performances. This conclusion is validated by figures 6.5 and 6.6 which show the nearly identical normalized signal intensity and detrended carrier phase for L2CM and L2CL, and for L5I and L5Q respectively at 14:08:48 UTC on 03/01/2011. Although it is more beneficial to track L2CL and L5Q during scintillations, we will focus our analysis on the L2CM and L5I signals in this paper because of the near identical performance under weak to moderate scintillation scenarios for the data modulated and data-less signals, and because the messages on these the L2CM and L5I provide timing information.
Figure 6.5: Amplitude and phase scintillation similarity on L2CM and L2CL.
Figure 6.6: Amplitude and phase scintillation on L5I and L5Q.

Figure 6.7 shows the normalized signal intensity time history plot of the four scintillation events on PRN 25. The first three subplots are the results of natural scintillation events while the last subplot shows the artificial scintillation event. Figure 6.8 shows a zoomed in plot of the scintillation event at 14:08:48 on 03/01/2011. From figure 6.8 we can see that the amplitude fluctuation on GPS L2 and L5 are larger than L1 while the trend on all channels is very similar. Strong correlations among different frequency channels can be observed in all four scintillation events. The detrended carrier phase results are plotted in figure 6.9. A fourth order polynomial fitting is used for the carrier detrending [Peng et al.,
The similarity of phase scintillation among different channels is also evident in the first three natural scintillation events. The fourth subplot is the detrending results for the artificial scintillation which results in small phase scintillation, so the similarity is not clear in this case.

Figure 6.7: Amplitude scintillation on PRN 25.
The correlation of scintillation among different frequencies is of great importance for future dual frequency (L1 and L5) GPS applications [Seo et al., 2009, 2011]. [Seo et al. 2011; El-Arini et al., 2009] showed that deep fading on GPS L1 and L2 was observed by a hardware receiver on three events with a correlation coefficient around 0.7 but the phase scintillation correlation between different channels is unavailable. Highly correlated scintillation between different frequency channels means that the loss of L1 would certainly preceded by the loss of L2 and L5. We computed the correlation coefficient between different channels using the equation:

$$\rho(X, Y) = \frac{E(XY) - E(X)E(Y)}{\sigma_X \sigma_Y}$$  \hspace{1cm} (6.11)

where X and Y are time series (could be signal intensity or detrended carrier phase) from two channels, E is the averaging operation, and \( \sigma \) represents the standard deviation of a time series. The correlation coefficients of the three natural scintillation events on PRN
25 captured on 03/01/2011 together with an additional three dual frequency scintillation events are computed and listed in Tables 3 and 4. The amplitude correlation coefficients for those events are near or above 0.7, while the phase scintillation correlation coefficient are above 0.9, indicating highly correlated responses among the three bands.

Figure 6.9: Phase scintillation on PRN 25.

The rate of fluctuation is another important scintillation parameter. A higher rate of phase fluctuation indicates larger signal dynamics and imposes a greater challenge on the
carrier phase tracking loop design. The rate of fluctuation can be characterized by the channel de-correlation time $\tau_0$ as defined by the equation [Humphreys et al., 2010a]:

$$\frac{R(\tau_0)}{R(0)} = \frac{1}{e}$$

where $R$ is the auto-correlation of $x(t)$ which can be the signal intensity or the de-trended carrier phase.

Figure 6.10 shows the auto-correlation function for all three bands of PRN25 on 03/01/2011 at 14:08:48UTC. The function is computed using 200 seconds of data. The de-correlation times of the three signals for the three natural events are listed in Table 6.6. Smaller amplitude de-correlation time which indicates a faster fluctuation rate appear to be associated with a larger $S_4$ index. Although the amplitude de-correlation times on three bands are close to each other, the de-correlation time of L5 is slightly larger than L1 and L2 in all three events.
Figure 6.10: Amplitude auto-correlation on PRN 25 on 03/01/2011, 14:08:48 UTC.

Figure 6.11 shows the auto-correlation of the phase scintillation results. 200 seconds of data is used to compute the auto-correlation. Table 6.7 provides the de-correlation times for the three natural scintillation events. The de-correlation times of the three signals are quite close in all three events.

In order to explore the scintillation time delay between different channels, the cross correlation between different channels are also computed for both phase and amplitude scintillations. Figure 6.12 shows the amplitude cross correlation between L1 and L2 and between L1 and L5. Figure 6.13 shows the cross correlation of phase scintillation between L1 and L2 and between L1 and L5. The peak values for both amplitude and phase scintillation
and among all channels occur near zero displacement time which means there is a nearly simultaneous amplitude and phase scintillation among L1, L2 and L5.

![Amplitude Cross-Correlation](image)

Figure 6.12: Amplitude cross-correlation on PRN 25 on 03/01/2011 at 14:08:48UTC.
6.6 Consideration on Phase and Amplitude De-trend

The process of de-trending used in estimation of scintillation indices is to separate scintillation from noise, multi-path and other impacts. In recent years, researchers have discovered several significant problems in de-trending phase and amplitude data for GPS signals.

Forte [Forte et al., 2008] has shown the problem of using fix cut-off frequency filter in data de-trending can result in high phase scintillation with low intensity scintillation as the cut-off frequency is not appropriate to the actual plasma dynamics. He also shows a large decrease in the phase scintillation index by increasing the cut-off frequency from 0.1 to 0.3 Hz for a particular data set. In the paper by [Zhang et al., 2012], the effect of the
tracking loop to the phase scintillation is also analyzed which confirms that the filter used in the PLL may change the pattern of the phase scintillation. In the paper by [AJ], a phase compensation method is proposed to cancel out the impact of the PLL by combine the loops phase error with the carrier NCO output as shown in figure 6.14. However, the phase error of the tracking loop contains both scintillation information and the thermal noise. So this method would work for strong scintillation events, but the effect on the de-trending results is not clear for our data with median scintillation.

De-trending problems with signal intensity or the $S_4$ index have been detailed in [Materassi et al., 2007]. They point out that the current method to estimation $S_4$ index is valid only when the signal is stationary. In our case, a stationary antenna is used for the data collection. A high stability OCXO is also used as the reference for the USRP2 RF front end. The impact of the filter in the tracking loop is also minimized by using a wide-band filter with 15Hz noise bandwidth in the PLL. The satellite (PRN 25) was at high elevation angle during the data collection, so the impact of multi-path are also minimized in the analysis. As far as the current method is concerned, it is thought that there is not a problem with the method finding $T$ and $p$. 

Figure 6.14: Phase compensation method for the PLL loop.
Table 6.1: Scintillation events with IF sample records Date UTC

<table>
<thead>
<tr>
<th>Date</th>
<th>UTC</th>
<th>PRN</th>
<th>S4(L1)</th>
<th>C/No(dB-Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010-07-19</td>
<td>23:25:30</td>
<td>25</td>
<td>0.2</td>
<td>52</td>
</tr>
<tr>
<td>2011-02-14</td>
<td>23:10:16</td>
<td>32</td>
<td>0.3</td>
<td>52</td>
</tr>
<tr>
<td>2011-02-15</td>
<td>12:18:37</td>
<td>12</td>
<td>0.4</td>
<td>53</td>
</tr>
<tr>
<td>2011-02-05</td>
<td>01:25:58</td>
<td>20</td>
<td>0.4</td>
<td>50</td>
</tr>
<tr>
<td>2011-02-18</td>
<td>14:37:46</td>
<td>29</td>
<td>0.2</td>
<td>50</td>
</tr>
<tr>
<td>2011-02-18</td>
<td>09:55:52</td>
<td>27</td>
<td>0.3</td>
<td>52</td>
</tr>
<tr>
<td>2011-03-01</td>
<td>13:57:28</td>
<td>29</td>
<td>0.2</td>
<td>52</td>
</tr>
<tr>
<td>2011-03-01</td>
<td>14:08:48</td>
<td>25</td>
<td>0.5</td>
<td>50</td>
</tr>
<tr>
<td>2011-03-01</td>
<td>13:06:56</td>
<td>25</td>
<td>0.2</td>
<td>54</td>
</tr>
<tr>
<td>2011-03-01</td>
<td>12:42:29</td>
<td>25</td>
<td>0.2</td>
<td>55</td>
</tr>
<tr>
<td>2011-04-06</td>
<td>13:22:50</td>
<td>21</td>
<td>0.3</td>
<td>50</td>
</tr>
<tr>
<td>2011-04-06</td>
<td>13:35:46</td>
<td>21</td>
<td>0.3</td>
<td>50</td>
</tr>
<tr>
<td>2011-04-06</td>
<td>13:47:31</td>
<td>21</td>
<td>0.2</td>
<td>50</td>
</tr>
<tr>
<td>2011-04-06</td>
<td>15:24:38</td>
<td>21</td>
<td>0.5</td>
<td>49</td>
</tr>
<tr>
<td>2011-04-06</td>
<td>15:24:38</td>
<td>19</td>
<td>0.5</td>
<td>48</td>
</tr>
<tr>
<td>2011-04-12</td>
<td>10:07:40</td>
<td>25</td>
<td>0.5</td>
<td>55</td>
</tr>
<tr>
<td>2011-05-28</td>
<td>07:50:51</td>
<td>29</td>
<td>0.2</td>
<td>52</td>
</tr>
<tr>
<td>2011-05-28</td>
<td>08:07:47</td>
<td>29</td>
<td>0.3</td>
<td>52</td>
</tr>
<tr>
<td>2011-05-10</td>
<td>08:57:10</td>
<td>29</td>
<td>0.2</td>
<td>52</td>
</tr>
<tr>
<td>2011-05-10</td>
<td>11:18:52</td>
<td>21</td>
<td>0.2</td>
<td>50</td>
</tr>
</tbody>
</table>
Table 6.2: Scintillation at 14:08:48 UTC on 03/01/2011

<table>
<thead>
<tr>
<th>Carrier</th>
<th>L1</th>
<th>L2</th>
<th>L5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Max(signal fading)(dB)</td>
<td>4</td>
<td>6.8</td>
<td>7.1</td>
</tr>
<tr>
<td>Max(σφ)(degree)</td>
<td>26</td>
<td>33</td>
<td>30</td>
</tr>
<tr>
<td>5dB fading interval(s)</td>
<td>N/A</td>
<td>0.26</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 6.3: Scintillation at 14:08:48 UTC on 03/01/2011

<table>
<thead>
<tr>
<th>Carrier</th>
<th>L1</th>
<th>L2</th>
<th>L5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td>0.5</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Max(signal fading)(dB)</td>
<td>4</td>
<td>6.8</td>
<td>7.1</td>
</tr>
<tr>
<td>Max(σφ)(degree)</td>
<td>26</td>
<td>33</td>
<td>30</td>
</tr>
<tr>
<td>5dB fading interval(s)</td>
<td>N/A</td>
<td>0.26</td>
<td>0.32</td>
</tr>
<tr>
<td>Time (UTC)</td>
<td>PRN</td>
<td>S4(L1)</td>
<td>$\rho$(L1,L2)</td>
</tr>
<tr>
<td>-----------</td>
<td>-----</td>
<td>--------</td>
<td>---------------</td>
</tr>
<tr>
<td>2011-03-01</td>
<td>25</td>
<td>0.5</td>
<td>0.74</td>
</tr>
<tr>
<td>14:08:48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-03-01</td>
<td>25</td>
<td>0.2</td>
<td>0.67</td>
</tr>
<tr>
<td>12:42:29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-03-01</td>
<td>25</td>
<td>0.2</td>
<td>0.72</td>
</tr>
<tr>
<td>13:06:56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-11-30</td>
<td>25</td>
<td>0.2</td>
<td>0.64</td>
</tr>
<tr>
<td>17:40:41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-02-18</td>
<td>29</td>
<td>0.2</td>
<td>0.83</td>
</tr>
<tr>
<td>14:37:46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-02-15</td>
<td>12</td>
<td>0.4</td>
<td>0.74</td>
</tr>
<tr>
<td>12:18:37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-4-12</td>
<td>25</td>
<td>0.5</td>
<td>0.79</td>
</tr>
<tr>
<td>10:07:40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2011-4-6</td>
<td>15</td>
<td>0.3</td>
<td>0.63</td>
</tr>
<tr>
<td>15:24:38</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6.5: Phase scintillation correlation coefficients

<table>
<thead>
<tr>
<th>Time (UTC)</th>
<th>PRN</th>
<th>S4(L1)</th>
<th>$\rho$(L1,L2)</th>
<th>$\rho$(L1,L5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011-03-01 14:08:48</td>
<td>25</td>
<td>0.5</td>
<td>0.99</td>
<td>0.90</td>
</tr>
<tr>
<td>2011-03-01 12:42:29</td>
<td>25</td>
<td>0.2</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>2011-03-01 13:06:56</td>
<td>25</td>
<td>0.2</td>
<td>0.99</td>
<td>0.82</td>
</tr>
<tr>
<td>2011-11-30 17:40:41</td>
<td>25</td>
<td>0.2</td>
<td>0.80</td>
<td>0.78</td>
</tr>
<tr>
<td>2011-02-18 14:37:46</td>
<td>29</td>
<td>0.2</td>
<td>0.96</td>
<td>N/A</td>
</tr>
<tr>
<td>2011-02-15 12:18:37</td>
<td>12</td>
<td>0.4</td>
<td>0.91</td>
<td>N/A</td>
</tr>
<tr>
<td>2011-4-12 10:07:40</td>
<td>25</td>
<td>0.5</td>
<td>0.98</td>
<td>N/A</td>
</tr>
<tr>
<td>2011-4-6 15:24:38</td>
<td>15</td>
<td>0.3</td>
<td>0.99</td>
<td>N/A</td>
</tr>
</tbody>
</table>
### Table 6.6: Amplitude de-correlation time

<table>
<thead>
<tr>
<th>UTC</th>
<th>S4(L5)</th>
<th>$\tau_0$(L1)(s)</th>
<th>$\tau_0$(L2)(s)</th>
<th>$\tau_0$(L5)(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:08:48</td>
<td>0.7</td>
<td>0.31</td>
<td>0.34</td>
<td>0.38</td>
</tr>
<tr>
<td>12:42:29</td>
<td>0.2</td>
<td>0.36</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td>13:06:56</td>
<td>0.17</td>
<td>0.52</td>
<td>0.54</td>
<td>0.60</td>
</tr>
</tbody>
</table>

### Table 6.7: Phase de-correlation time

<table>
<thead>
<tr>
<th>UTC</th>
<th>S4(L5)</th>
<th>$\tau_0$(L1)(s)</th>
<th>$\tau_0$(L2)(s)</th>
<th>$\tau_0$(L5)(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:08:48</td>
<td>0.7</td>
<td>0.62</td>
<td>0.64</td>
<td>0.57</td>
</tr>
<tr>
<td>12:42:29</td>
<td>0.2</td>
<td>0.61</td>
<td>0.60</td>
<td>0.57</td>
</tr>
<tr>
<td>13:06:56</td>
<td>0.17</td>
<td>0.69</td>
<td>0.70</td>
<td>0.69</td>
</tr>
</tbody>
</table>
Chapter 7

Robust GNSS Receiver Tracking Loop Design

7.1 Chapter Overview

The newly added GPS L5 and L2C civilian signals are parts of the modernization of the GPS system in order to satisfy the increasing demands for improved performance for civilian users. The new signals are designed to provide better interference protection, ionosphere delay correction, multi-access noise, multi-path performance, etc. However those new signals are broadcasting at lower center frequencies which result in stronger ionosphere scintillation impacts than on the L1 signals. It is well known that ionosphere scintillations cause increased carrier tracking error and may lead to receiver loss of lock under severe conditions [Zhang et al., 2010]. The demand for more robust tracking algorithms that mitigate the effects of scintillation is especially important as we enter a new solar maximum period. In addition to the naturally occurring interfering phenomena, the rapid
advancement of digital radio technologies and applications continuously push for spectrum resource competitions and lead to increased man made interference. Furthermore, the performance of GNSS degrades in physically challenged environments, such as urban areas and indoors, where only limited satellites maybe in direct view of a receiver. Collectively, these factors have motivated the development of a multiple-frequency, multi-constellation GNSS receiver with a robust vector-based tracking mechanism discussed in this paper.

GPS receiver and they are also the most vulnerable parts of a receiver. The traditional scalar tracking loop (STL) processes signals from each satellite separately. Specifically, a Delay Lock Loop (DLL) is used to track the code phase of the incoming pseudorandom code and a carrier tracking loop, such as a Frequency Lock Loop (FLL) or a Phase Lock Loop (PLL), is used to track the carrier frequency or phase. The tracking results from different channels are then combined to estimate the navigation solutions. The performance of a STL is limited by the filter coefficients, such as the orders and the noise bandwidths of the filters. A filter with wider noise bandwidth can provide better dynamic performance, but perform poorly with weak signals, while a narrow band filter works well for weak signals, but loses the dynamics and requires a reference clock with high stability. Another drawback of the STL is that it neglects the inherent relationship between the navigation solutions and the tracking loop status. In that sense, a STL is more like an open loop system and provides poor performance when scintillation, interference, or signal outages occur.

The vector tracking loop (VTL) provides a deep level of integration between signal tracking and navigation solutions in a GNSS receiver [Spilker 1996] and results in several important improvements over the traditional STL. The most notable advantage of the VTL is the increased interference immunity, and there are some other benefits, such as robust dynamic performance, the ability to operate at low signal power and bridge short
signal outages [Spilker 1996]. Several different implementation architectures of the VTL are given in [Lashley et al., 2009; So et al., 2010; Won et al., 2011]. In [Lashley et al., 2009], extensive testing has been done to verify that the VTL performs better than STL in environments with high dynamics and low signal power. In [So et al., 2010], another architecture of VTL is presented, and the results confirm improved performance for urban applications and the ability of VTL to bridge short time signal outages. Although the current VTL architectures provide several important advantages, they suffer some fundamental drawbacks. The most significant drawback is that failure of tracking in one channel may affect the entire system and lead to loss of lock on all satellites. The other drawback is that errors in the navigation solutions may degrade the accuracy of the tracking loop results.

The VTL implemented in this work contains a vector frequency lock loop (VFLl) and vector delay lock loop (VDLL). The VTL has several important differences compared to the architectures proposed in [Lashley et al., 2009; So et al., 2010; Won et al., 2011]. The first modification is that the VTL is used to assist the STL instead of completely replacing the STL, as in [So et al., 2010; Won et al., 2011]. The VTL is similar to the tightly coupled GPS/INS system, as the estimated platform dynamics are fed back to the tracking loop. The second modification is that a robust adaptive Kalman filter is used to improve the stability of the VTL. The third improvement of the VTL is that a real-time receiver autonomous integrity monitoring (RAIM) algorithm has been developed to prevent the error of one channel from spreading into the VTL. In this software based receiver, the RAIM is used to check the possible fault in the pseudorange, the pseudorange rate, and the signal amplitude. As a result, the VTL can prevent the failure of one channel from spreading into the entire tracking loop. In the meantime, fault channels can make use of information from all healthy channels. Therefore, this architecture combines the advantages of both VTL and STL.
The chapter presents the implementation of the new VTL algorithms in detail. Three different data sets are used to compare the performance of the VTL with STL: real GPS raw RF data with the signal of one satellite being masked for a long interval, 45 minutes of strong scintillation RF data collected at Ascension Island during the last solar maximum, and high dynamic data collected from the GPS simulator with long intervals of signal outage. The results confirm that the new VTL provides an improved tracking performance over the STL under strong scintillation and signal outages. The VTL can keep lock on the signal within a maximum of two hours of signal outage if the position of the receiver can be estimated with an accuracy of less than 300 meters (one C/A code chip).

7.2 STL Based Tracking Loop

The down converted GPS signal from a satellite can be represented by the following equation:

$$s(t) = \sqrt{2} P_s C(t - \tau) D(t - \tau) \cos[2\pi \times (f_{IF} + f_D)t + \phi_0]$$  \hspace{1cm} (7.1)

where $P_s$ is the signal power, $C(t)$ is the pseudorandom code, $D(t)$ is the navigation message data bits, $\tau$ is the propagation time from the satellite to the receiver, $f_{IF}$ is the nominal intermediate frequency, $f_D$ is the Doppler frequency, and $\phi_0$ is the initial carrier phase.

The main task of the receiver is to demodulate the navigation messages from the signal and compute the position, velocity, and time (PVT) solutions of the receiver. To achieve this objective, a typical GNSS receiver makes use of a DLL to estimate the code phase of the incoming signal in order to generate a locate replica to remove the pseudorandom code. Carrier tracking loops are implemented to keep tracking the carrier of the incoming signal.
The measurement from the code tracking loop provides the pseudorange information, while the measurement from the carrier tracking loop provides the pseudorange rate information or the change of pseudorange. The tracking results of all satellites are then combined to estimate the user PVT solutions. A typical STL receiver structure is shown in figure 7.1.

Traditionally, the tracking loops of all satellites are working separately and the navigation solutions are only based on current measurements. So the traditional STL acts more like an open loop system as the navigation results are not fed back to the input of the tracking loop. The information from other satellites is not taken into account in the tracking loop. As a result, the STL provides poor performance because of interference and signal outages. The GPS civilian signals are vulnerable because of its low signal power, short wavelength and open signal structure. A robust receiver architecture is of practical importance to the wider application of GPS system, especially in regard to life-saving applications.

\[
s(t) = \sqrt{2P_S C(t-\tau) D(t-\tau) \cos[2\pi(f_0^S + f_1^S)t + \phi_0^S]}
\]
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Figure 7.1: STL based receiver architecture.
7.3 VTL Architecture

The VTL differs from the traditional STL in that the task of navigation solutions, code tracking and carrier tracking loops for all satellites are combined into one loop. The center part of a VTL is the Kalman filter which provides an optimal estimation of signal parameters for all satellites in view and user PVT solutions based on both current and previous measurements from all satellites.

The concept of VTL was first described in [Spilker 1996], where a vector DLL algorithm is proposed which combines channel tracking and navigation solutions. Theoretical derivation of the noise performance and improvements and other advantages are also addressed. A more detailed implementation of the VTL can be found in [Lashley et al., 2009] which further verified that VTL provides better performance for weak signals and improves the dynamic performance of GPS receivers. [Won et al., 2011] verified the VTL implementation benefits in the interference environment over that of a traditional architecture. [So et al., 2011] details the implementation of VTL in a pseudolite system. Another implementation for the VTL is described in [Won et al., 2011]. All current results show that VTL can improve the performance of GPS receivers.
The implementation of the VTL presented in this paper is different from the VTL implemented in [Lashley et al., 2009; So et al., 2010; Won et al., 2011] in several aspects. In this work, the VTL is used to assist the STL, similar to a tightly coupled GPS/INS system, while in the work [Lashley et al., 2009], the VTL is fully responsible for the code phase and Doppler estimation. The state vector of this VTL is different from the VTL [Lashley et al., 2009] as well. The PVT states of the receiver are used as the state vector of the Kalman filter, while in [Lashley et al., 2009], the error of the PVT states are used. The gist of the VTL is an extended Kalman filter (EKF) which estimates the PVT of the receiver. The Doppler frequency can be estimated by the relative motion between the receiver and user, while the code phase can be estimated by the distance between the receiver and user. The error in the pseudorange measurement can be modeled as a Gaussian distribution with a mean between -5m and 5m [Parkinson et al., 1988]. So small time varying errors exist in the estimated Doppler frequency and code phase of the VTL. The STL is then used to track
the small residual errors between the outputs of the VTL and the incoming signal. Because
the dominant dynamic component of the receiver is estimated by the VTL, the STL can
provide an improved performance compared to that of the STL. When one channel experi-
ences interference or signal outages in the VTL, the information from other satellites can be
used estimate the status of this channel. The integrity check algorithms are used to detect
the possible error in each channel to prevent the spreading of the error into the rest of the
VTL. Figure 7.2 shows the structure of the VTL assisted STL.

7.3.1 Summary of Kalman Filter Based PVT Solutions

The VTL is implemented in a multi-frequency software based receiver [Peng et al., 2010].
All satellites are tracked in parallel and the results from all satellites in view are processed
together with the EKF filter. However, in the work by [Lashley et al., 2009], the results from
different satellites are processed sequentially. The PVT estimations of the receiver are used
as the states of the Kalman filter. The position and velocities are in a ECEF coordinate
frame.

The discrete time Kalman filter provides estimation of the states of a linear system based
on both current and previously observed measurements. Given a system dynamic equation,
the state space equation of the system is modelled as:

\[ X_{k+1} = \Phi X_k + w_k \]  
(7.2)

\[ Z_{k+1} = H X_k + v_k \]  
(7.3)
where $k$: is the current step; $X_k \in \mathbb{R}^n$; $w_k \in \mathbb{R}^n$; $Z_k \in \mathbb{R}^m$; $v_k \in \mathbb{R}^m$;

A nonlinear system defined below can be linearized around the current estimation:

\begin{align*}
X_{k+1} &= f(X_k) + w_k \quad (7.4) \\
Z_{k+1} &= h(X_{k+1}) + v_k \quad (7.5)
\end{align*}

The transformation matrix can be computed based on the Jacobian matrix:

\begin{align*}
\Phi(i, j) &= \frac{\partial f_i}{\partial x_j} \quad (7.6) \\
H(i, j) &= \frac{\partial h_i}{\partial x_j} \quad (7.7)
\end{align*}

The Kalman filter algorithms used in the linear system can be extended to the nonlinear system via the extended Kalman filter (EKF) approach [Brown et al., 1997].

The GPS receiver system is a nonlinear system and can be represented by equations (7.4) and (7.5). A linearized second order system is used in this paper. We define the states of the GPS receiver measurements as:

\begin{equation}
X = [x \quad \dot{x} \quad y \quad \dot{y} \quad z \quad \dot{z} \quad \tau \quad \dot{\tau}]^T \quad (7.8)
\end{equation}

$[x, y, z]$: receiver position in ECEF;

$[\dot{x}, \dot{y}, \dot{z}]$: receiver velocity in ECEF;

$[\tau, \dot{\tau}]$: receiver clock bias and drift;

The state transformation matrix is defined as:

\begin{equation}
\begin{pmatrix}
\Gamma & 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} \\
0_{2 \times 2} & \Gamma & 0_{2 \times 2} & 0_{2 \times 2} \\
0_{2 \times 2} & 0_{2 \times 2} & \Gamma & 0_{2 \times 2} \\
0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} & \Gamma
\end{pmatrix}_{8 \times 8}, \quad \Gamma = \begin{bmatrix} 1 & T \\ 0 & 1 \end{bmatrix} \quad (7.9)
\end{equation}
where $T$ is the time interval between two adjacent navigation solutions. The receiver state values are initialized using reasonable estimates. The measurement states of the EKF are the pseudoranges and pseudorange rates of all satellites in view:

$$Z = [\rho^1 \dot{\rho}^1 \ldots \rho^N \dot{\rho}^N]^T$$

(7.10)

where $N$ is the total number of satellites in view. The pseudorange between the user and the $k$th satellite is:

$$\rho^k(t) = \sqrt{(x^k(t) - x_u(t)) + (y^k(t) - y_u(t)) + (z^k(t) - z_u(t))} + C(\delta_u(t) - \delta^k(t)) + I^k(t) + T^k(t) + \varepsilon^k(t)$$

(7.11)

where: $\delta_u(t)$ is the user clock, $\delta^k(t)$ is the satellite clock error, $I^k(t)$ is ionosphere error, $T^k(t)$ is the troposphere error, and $\varepsilon^k(t)$ is the error of all other factors.

The pseudorange rate can be obtained by taking the derivative of the pseudorange equation. We can get:

$$\dot{\rho}^k(t) = (V^k - V_u) \cdot G + C \times (\dot{\delta}_u(t) - \dot{\delta}^k(t)) + \dot{I}^k(t) + \dot{T}^k(t) + \dot{\varepsilon}^k(t)$$

(7.12)

where

$V^k$ : is the speed vector if $k$th satellite in ECEF frame;

$V_u$ : is the user speed vector in ECEF frame;

$G$ : is the satellite geometry vector;

The observation matrix is obtained by linearizing equations (7.11) and (7.12). The
The measurement equation is then given by

\[ Z = \bar{Z} + H \times (X - \bar{X}) \]  

(7.13)

\[ H_{2N \times 8} = \begin{bmatrix} h^x_1 & 0 & h^y_1 & 0 & h^z_1 & 0 & -1 & 0 \\ 0 & h^x_1 & 0 & h^y_1 & 0 & h^z_1 & 0 & -1 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ h^x_N & h^y_N & h^z_N & 0 & -1 \end{bmatrix} \]  

(7.14)

where

\[ \bar{Z}: \text{is the estimation of } Z \text{ and } \bar{Z} = h(\bar{X}); \]

\[ \bar{X}: \text{is the estimation of } X; \]

\[ h^x_k = -(x^k - x_u)/r, \quad h^y_k = -(y^k - y_u)/r, \quad h^z_k = -(z^k - z_u)/r, \]

and \( r = \sqrt{(x^k(t) - x_u(t))^2 + (y^k(t) - y_u(t))^2 + (z^k(t) - z_u(t))^2} \), which is the real range between the satellites and user.

Equation (7.13) provides the relationship between the measurement errors of \( Z \) with the estimation errors of \( X \). The measurement errors are used in the measurement update step of the EKF to refine the estimation of \( X \) [Bar-Shalom et al., 2001]. Assuming measurement errors for signals from different satellites are uncorrelated, the measurement error covariance matrix is then given by:

\[ R = \begin{bmatrix} \delta_1 & 0 & 0 \\ 0 & \vdots & 0 \\ 0 & 0 & \delta_n \end{bmatrix}_{2n \times 2n} \]

(7.15)

where

\[ \delta_n = \begin{bmatrix} \delta \rho^2_n & 0 \\ 0 & \delta \dot{\rho}^2_n \end{bmatrix} \]

\( N \): is the number of satellites in view;

\( \delta \rho^2_n \): is the variance of pseudorange;

\( \delta \dot{\rho}^2_n \): is the variance of pseudorange rate;
\[
Q = \begin{bmatrix}
    u & 0_{2\times2} & 0_{2\times2} & 0_{2\times2} \\
    0_{2\times2} & u & 0_{2\times2} & 0_{2\times2} \\
    0_{2\times2} & 0_{2\times2} & u & 0_{2\times2} \\
    0_{2\times2} & 0_{2\times2} & 0_{2\times2} & \beta
\end{bmatrix}_{8\times8}
\]  

(7.16)

\[
u = \begin{bmatrix}
    S_p^{T_3} & S_p^{T_2} \\
    S_p^{T_2} & S_p^T
\end{bmatrix}, \quad \beta = \begin{bmatrix}
    S_c^{T_3} & S_c^{T_2} \\
    S_c^{T_2} & S_c^T
\end{bmatrix}
\]

where

\[S_p: \text{ is the position noise spectrum density;}\]

\[S_c: \text{ is the clock noise spectrum density;}\]

The initial estimation error matrix is defined:

\[
\bar{P}_0 = \begin{bmatrix}
    \delta X & 0_{2\times2} & 0_{2\times2} & 0_{2\times2} \\
    0_{2\times2} & \delta Y & 0_{2\times2} & 0_{2\times2} \\
    0_{2\times2} & 0_{2\times2} & \delta Z & 0_{2\times2} \\
    0_{2\times2} & 0_{2\times2} & 0_{2\times2} & \delta \tau
\end{bmatrix}_{8\times8}
\]

(7.17)

\[
\delta X = \begin{bmatrix}
    \delta X^2 & 0 \\
    0 & \delta \dot{X}^2
\end{bmatrix}, \quad \delta Y = \begin{bmatrix}
    \delta Y^2 & 0 \\
    0 & \delta \dot{Y}^2
\end{bmatrix}, \quad \delta Z = \begin{bmatrix}
    \delta Z^2 & 0 \\
    0 & \delta \dot{Z}^2
\end{bmatrix}, \quad \delta t = \begin{bmatrix}
    \delta t^2 & 0 \\
    0 & \delta \dot{t}^2
\end{bmatrix}
\]

where

\[\delta X, \delta Y, \delta Z: \text{ standard deviation of initial position error;}\]

\[\delta \dot{X}, \delta \dot{Y}, \delta \dot{Z}: \text{ standard deviation of initial speed error;}\]

\[\delta t, \delta \dot{t}: \text{ standard deviation of initial clock and clock drift error.}\]

A flowchart of the implementation of the EKF-based vector tracking algorithms is also included in appendix. The loop starts by an initial estimation of the user PVT solutions.
The PVT states are updated by the pseudorange and pseudorange rate measurements. The EKF estimates navigation solutions based on both the previous and current measurements.

### 7.3.2 Adaptive Kalman Filter Based VTL

The limitation in applying the Kalman filter for practical problems is that the prior statistics [LaViola 2003; Hide et al., 2003; Jwo et al., 2008] of the dynamic system and measurement model are assumed to be available. However, this assumption is not always the case as the GPS navigation system is a dynamic system. The accuracy of navigation solutions are affected by the ionosphere, interference, multipath, satellite geometry, etc. If the initial values of the system do not reflect the real model, the Kalman filter estimation results may not be reliable and divergence may occur. So it is desirable to estimate the covariance matrices adaptively. Both unscented Kalman filter (UKF) [LaViola 2003] and the adaptive Kalman filter (AKF) [Hide et al., 2003; Jwo et al., 2008] are variations of EKF filters which estimate the covariance matrices adaptively during run time.

One of the most important advantages of the UKF is that the computation of Jacobian matrix is avoided. However, the parameters in the UKF still require the prior knowledge of the system [LaViola 2003]. For that reason, we will focus on adaptive KF approach in this paper.

The adaptive Kalman filter is another promising method for dynamically adjusting the parameters of the Kalman filter. The basic idea of the AKF is that the expected covariance and the measured covariance of the system parameters should be equal when the Kalman filter estimates are optimal. So the AKF is used to dynamically adjust the covariance matrices of the EKF filter and the covariance matrices are estimated by averaging the real
Defining the residual of the measurement:

\[ r_k = Z_k - H\hat{X}_k = H(X_k - \hat{X}_k) + v_k \] (7.18)

\[ E(r_k r_k^T) = HP_k H^T + R \] (7.19)

\[ \bar{r} = \frac{1}{N} \sum_{k=1}^{N} r_k \] (7.20)

the measurement noise can be estimated by:

\[ \hat{R} = \frac{1}{N-1} \sum_{k=1}^{N} (r_k - \bar{r})(r_k - \bar{r})^T - \frac{N-1}{N} HP_{k+1} H^T \] (7.21)

The estimation of disturbance bias is conducted similarly:

\[ X_{k+1} = \Phi X_k + w_k, \quad E(w_k) = 0 \] (7.22)

In defining:

\[ q_k = X_{k+1} - \Phi \hat{X}_k = \Phi(X_k - \hat{X}_k) + w_k \] (7.23)

\[ \bar{q} = \frac{1}{N} \sum_{k=1}^{N} q_k, \] (7.24)

the estimation of disturbance covariance matrix is:

\[ \hat{Q} = \frac{1}{N-1} \sum_{k=1}^{N} (q_k - \bar{q})(q_k - \bar{q})^T - \frac{N-1}{N} \Phi \bar{P}_{k+1} \Phi^T \] (7.25)

In the EKF, the estimation covariance P matrix is initialized with heuristic estimations. The propagation of the P matrix is independent of the dynamics of the system. The performance of the EKF is significantly dependent on the accuracy of the a posteriori estimation covariance P matrix. As the GPS receiver system is a dynamic system, an adaptive estimation of the P matrix would be preferable to the heuristic approach. In the AKF, the P matrix
is dynamically adjusted based on the measurement outputs. Defining:

\[
E(r_k r_k^T) = HP_k H^T + R = C_r
\]  
(7.26)

\[
\hat{C}_R = \frac{1}{N} \sum_{k=1}^{N} (r_k r_k^T)
\]  
(7.27)

If \(P_k\) provides a good estimation of current covariance, then we should get \(\hat{C}_R\) close to \(C_R\).

A scale factor for the \(P_k\) matrix is defined by (7.28):

\[
P_k = \lambda_p \times P_k,
\]  
(7.28)

where \(\lambda_p = \text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_{2N}]\).

The scale factor of the \(P_k\) matrix can be computed by:

\[
(\lambda_p)_{ii} = \max \left(1, \frac{tr(\hat{C}_R)}{tr(C_R)} \right)
\]  
(7.29)

\[
\bar{P}_{k+1} = \lambda_p (\Phi P_k \Phi + \hat{Q})
\]  
(7.30)

When \(\lambda_p > 1\), which means the current state error covariance is larger than the expected values, so the values of \(P\) matrix need to be increased. When \(\lambda_p = 1\), the adaptive Kalman filter deteriorates to the Kalman filter.

The AKF combines the task of navigation solutions and signal tracking. The predicted PVT solutions for the next step can be computed by the time update equation based on current state estimations. The tracking loop parameters (Doppler frequency, code phase, and code rate) can be computed based on the relative motion between the satellites and the user and their relative geometric relationships. The user PVT solutions can be computed from equations (7.12)(7.13). The predict user PVT solution is estimated by equation (7.2). In the meantime, the positions of satellites are computed accurately by the broadcasted ephemerides, and the velocity of a satellite is computed by the first order derivatives of
their ephemerides [Zhang et al., 2006]. With all this available information (Doppler frequency, code phase, and code rate), the expected pseudorange and pseudorange rate can be estimated. The pseudorange estimation has a standard deviation of a few meters, so a Hatch filter is used to smooth the pseudorange measurements by incorporating the carrier phase measurement.

Figure 7.3 shows the comparison of the AKF Doppler frequency results with a FLL tracking loop for a nominal satellite during a scintillation event occurring at Ascension Island during the last solar max [Zhang et al., 2010]. This satellite was not affected by scintillation, while several other satellites were affected. We can see that the results of the AKF tracking loop are noisy compared to the scalar FLL tracking loop for this channel. For GPS L1 only receivers, the PVT solutions may contain a large ionosphere delay error and a troposphere error. The error from one satellite will spread into other channels in the VTL loop. The traditional STL provides higher accuracy than the VTL when there is no signal outage. This is because a VTL utilizes information from other satellites to correct the error caused by interference or signal outage in one satellite. In the case shown in Figure 7.3, the majority of the channels are under sub-optimal signal conditions due to the occurrence of a severe scintillation event. These sub-optimal channels lead to larger errors in the overall system estimations, which spilled over to individual channel estimations. Therefore, in order for a VTL to outperform a traditional STL under these types of circumstance, integrity check algorithms are necessary to detect the possible error in a scalar channel. Once an error is detected in a scalar loop, the Doppler and code information from VTL are be used to correct the error in this scalar loop. For other health channels, only the results from the scalar loop are used.
Figure 7.3: AKF-based Doppler frequency estimation from a VTL underperforms a traditional FLL because errors from poor quality channels will affect the signal tracking in an otherwise well-conditioned channel.

7.4 Real-time Receiver Autonomous Integrity Monitoring (RAIM)

The integrity monitoring algorithms implemented in this work deals with the integrity of the tracking loops. The purpose of this work is to handle issues related to interference or GPS signal outage instead of satellite failure or ephemerides error. Here we make the assumption that all satellites are healthy and ephemerides are accurate.

The performance of the VTL strongly depends on the (RAIM) algorithms. When a failure or error is detected in a certain channel, the VTL outputs are used to assist the STL. If the VTL estimation results are in the pull-in range of the STL, the STL can lock the
signal again after the outage and the most computationally expensive re-acquisition can be avoided. Available RAIM approaches can be mainly categorized into two types: the range comparison method (RCM) and the position comparison method (PCM) [Brown et al., 1997]. RCM compares the measured pseudorange with predicted pseudorange, while PCM method compares the position solution based on measurements from all satellites with the solutions obtained from subsets of satellites. In our case, we are focusing on the status of the tracking loop outputs, which are directly related to the pseudorange measurements. Therefore, RCM is selected in this work.

In the RCM method, the range residual is computed by the difference between the pseudorange and the range computed from the user position and the satellite position. The range residual parameter $r_p$ is defined as [Parkinson et al., 1988]:

$$ r_p = \frac{s \sigma}{\sqrt{N - 4}} $$

(7.31)

where

$s$: the sum of squared pseudorange errors (SSE);

$\sigma$: the standard deviation of the pseudorange errors;

$N$: the number of satellites in view;

The suggested threshold based on Monte Carlo simulation for the error detection is $r_D = 8m$, while the isolation threshold is $r_I = 10m$ [Parkinson et al., 1988]. In addition to the pseudorange measurements, the pseudorange rates also contain valuable information for integrity monitoring. As the number of GPS satellites in view is normally around 8 to 10, and $\sigma = 0.4$ is suggested in the work for the GPS system [Parkinson et al., 1988]. So we can assume that the pseudorange error $s$ is around 50 meters when the isolation
threshold $r_I = 10m$ by equation (7.31). A fixed value 50m is used as the isolation threshold for pseudorange error.

The second index for the integrity check is the pseudorange rate residual, which is defined by the equation:

$$\Delta \dot{\rho}^k(t) = (V^k - V_u) \cdot G - \hat{f}_D \lambda,$$  \hspace{1cm} (7.32)

where

$\hat{f}_D$ : is the estimated Doppler frequency;

$\lambda$ : is the wavelength;

$V^k$ : is the speed vector if $k$th satellite in ECEF frame;

$V_u$ : is the user speed vector in ECEF frame;

$G$ : is the normalized direction vector between the user and the satellite;

The receiver tracking loop provides very accurate estimation of Doppler frequency, but it is vulnerable and sensitive to signal outages or interference. So the pseudorange rate residual information can also be useful for receiver integrity monitoring. The analysis of the pseudorange rate residual can be derived from the pseudorange residual analysis directly [Parkinson et al., 1988]. The distribution of the pseudorange rate residuals can be modeled as a distribution with $N - 4$ degrees of freedom, where $N$ is the number of satellites in view. The pseudorange rate residuals thresholds are computed from the pseudorange thresholds divided by the carrier wavelength.

$$f_D = r_D/\lambda = 40Hz$$ \hspace{1cm} (7.33)

$$f_I = r_I/\lambda = 50Hz$$

In addition to pseudorange and pseudorange rate measurements, a $C/N_0$ based integrity monitoring method is implemented as well to detect sudden signal outages. The amplitude
of the incoming signal can be estimated by the accumulated results of the tracking loop as the carrier and code are removed. The accumulation of noise results in large variations or standard deviation of the amplitude estimation. So the $C/N_0$ estimation would be more stable than the amplitude estimation. The algorithms used to compute the $C/N_0$ is the same as in [Peng et al., 2010]. Based on experience, a value of 25dB-Hz is used as the isolation threshold. If the $C/N_0$ of a channel is below this value, this channel is then excluded from navigation solution estimation. The results from the VTL are used assist the tracking of this channel.

The VTL(VFLL/VDLL) implemented here is designed to deal with a long interval signal anomaly within the time interval of two hours, which is equal to the ephemerides effective period. As mentioned before, the major drawback of the VTL is that the carrier phase and code phase are dependent on the accuracy of navigation solution. For a GPS L1 only receiver, the magnitude of position estimation error can be as much as tens meters. The accumulation of the estimation error can be molded as a Brownian-motion process [Brown et al., 1997]. The standard deviation of the accumulated error increases linearly with the accumulation time. The accumulation of 50Hz data rate outputs in one second may result in an error in the range of hundred of meters. A large accumulated phase error would not impact the performance of the VFLL as VFLL only tracks the frequency of the signal and neglects the initial phase error. However, the VDLL is very sensitive to the accumulated error. A code phase error of more than one chip would result in no correlation between the local reference PRN code and the incoming signals. The equivalent range error of one chip is around 300 meters for GPS L1 signals. In order to develop a VTL which has the capability to deal with long interval signal outages, code phase estimation within the range of less than one chip code phase error is required.
Fortunately, the error in the accumulated code phase can be corrected by the geometric relationship between the satellites and the receiver if accurate ephemerides are available. Figure 7.4 illustrates the scenario where the signal from one satellite is blocked during time $T$ to $T + \Delta T$, where $\Delta T$ is a large time interval but less than two hours. Assuming at time $T$, the receiver received a signal from the satellite at time $T - \Delta t_1$, where $\Delta t_1$ is the signal propagation time delay and it is computed accurately by the code tracking loop. After time $\Delta T$, the user should receive a signal from the satellite with time delay $\Delta t_2$ as shown in figure 7.4.

Figure 7.4: Code phase estimation for the VTL.

We should note here that $\Delta t_1$ and $\Delta t_2$ are not equal because the pseudorange between the user and the satellite has changed during this large time interval. The accurate position
of the satellite during this time interval can be computed accurately by the ephemerides. If the user position during this time can be estimated by other satellites or by an inertial system with an accuracy within one \( C/A \) code chip (300 meters), then the time delay \( \Delta t_2 \) can also be estimated to the same level of accuracy. This time delay then can be used to correct the possible accumulated error in the VDLL. The time delay \( \Delta t_2 \) is computed by solving the nonlinear equation:

\[
(S_{[T+\Delta T-\Delta t_2]} - U_{[T+\Delta T]}) \cdot G = C \times \Delta t_2
\]  

(7.34)

where

\( S_{[T+\Delta T-\Delta t_2]} \): satellite position at time \( T + \Delta T - \Delta t_2 \);

\( U_{[T+\Delta T]} \): estimated receiver position at time \( T + \Delta T \);

\( G \): is the satellite geometry vector;

\( C \): speed of light;

With accurate estimation of code phase, Doppler frequency and code frequency from the VTL, the tracking loop of the receiver can re-lock onto the incoming signal automatically when the signal outage is over. The remaining part of the paper presents the VTL performance.

### 7.5 VTL Performance Test

#### 7.5.1 Stationary Receiver With Signal Outages

The first test data set is a GPS L1 data collected with 5MHz sampling frequency using a USRP2 board [Peng et al., 2010]. The data is first processed by the software-based GPS receiver to estimate the signal amplitude, \( C/A \) code and carrier information of each satellite
in view. The sudden block of one channel of GPS signal can be achieved by subtracting
the tracked signal from the input. In this test, a data set of a 400s interval is collected. The
signal on PRN2 is removed during time 100s to 180s and 200s to 250s and 280s to 300s,
as shown in the top panel of the figure 7.5.

![Figure 7.5: Comparisons between VTL and STL performance during multiple signal outages in real data experiment.](image)

The FLL and DLL implemented in the STL have noise bandwidths of 5Hz and 0.1Hz respectively. The coherent integration time is 1ms and the FLL and DLL are updated at a 1000Hz rate. Figure 7.5 plots the corresponding phase and Doppler error. From the
results, we can see that the scalar FLL lost lock of the incoming signal after about 15 seconds of signal outage, while the DLL lost lock in about two seconds. The VTL is used to assist the STL when this satellite is isolated from navigation solution by the integrity check algorithms. As the error of the VTL for both code phase and Doppler frequency are within the pull-in range, the signal is re-locked again automatically when the outages are over, as shown in the figure 7.5. So no signal re-acquisition is needed in the VTL.

7.5.2 Strong Scintillation Data

Ionosphere scintillation has strong impacts on GPS navigation signals propagating through the disturbed medium. The rapid fluctuation of the carrier phase and deep fading of signal amplitude stress the tracking loop of the GPS receiver. Events of receiver loss of lock of GPS signals have been reported in many publications during strong scintillation events [Humphreys et al., 2010].

The raw intermediate frequency (IF) data was collected using a NAVSYS DSR-100 receiver with a Rubidium frequency reference at Ascension Island in the South Atlantic Ocean from 8:45PM to 9:30PM on March 18, 2001 [Zhang et al., 2010]. This 45 minutes of data contains a strong scintillation event with S4 index higher than 1 and signal fading of more than 20 dB. The performance of STL of these signals has be thoroughly studied in the work by [Zhang et al., 2010], which shows loss lock of signals for PRN 4 and PRN 11 which were affected by strong scintillation impacts at low elevation angles.
Figure 7.6: Scintillation tracking results of PRN4 using VTL and STL.
Figures 7.6 and 7.7 show the $C/N_0$ and Doppler frequency for both satellites using STL and VTL. PRN4 experienced about 15 dB amplitude fading for about 300s, while PRN11 amplitude fading is about half. The fading of signal amplitude together with the fluctuation of the carrier phase results in loss lock of the tracking loop. Signal re-acquisition is also difficult because of the low $C/N_0$. The VTL make use of information from other healthy satellites to provide an optimal estimation of the states of satellites with scintillation impacts. The VTL maintains the locking of signals smoothly during the strong scintillation
event. Because of the sparse distribution of the GPS constellation, the scintillation on different satellites is often different in time and level, the VTL provides an excellent solution to withstand scintillation impacts by making use of redundant information.

7.5.3 High Dynamic Scenario With Signal Outages

The previous performance test are based on data collected by stationary receivers. The dynamic performance of the VTL is tested using data generated by a GPS simulator. The GPS simulator simulates a scenario of aircraft which performs an 8g turn together with signal outage on one satellite. The sampling frequency of the raw RF data is set at 5MHz. Figure 7.8 plots the VTL tracking results of the Doppler frequency on all eight satellites in view with one satellite experiencing signal outage (PRN6). The first 100 seconds shows a highly dynamic scenario which results in a rapid change in the Doppler frequency. A STL-based on narrow noise bandwidth loses lock of the signal quickly. A wide band noise filter provides good tracking performance, but the tracking results are contaminated by noise. The VTL provides a good choice for highly dynamic receivers. The dynamic of the platform can be estimated by the VTL; the STL only needs to estimate the residual Doppler frequency.

Figure 7.9 shows signal outages of more than 200s on one satellite. During the signal outage, the STL is assisted by the VTL, so the frequency error is maintained in a small range even when the aircraft is still moving quickly. The VTL tracking loop locked the signal again when the outages have passed.
Figure 7.8: Doppler frequency outputs of VTL for high dynamic data tracking.
Figure 7.9: VTL tracking results for high dynamic data with signal outages.

7.6 Performance Analysis for Vector Tracking Loop and Scalar Tracking Loops

The Vector tracking loop (VTL) estimates the carrier status of GNSS signals based on robust estimation methods (Kalman filtering) instead of the signal processing methods used in FLL/PLL. To be more specifically, the VTL estimates the Doppler frequency and code phase based on the relative motion between satellites and the user. However, the scalar tracking loop estimates the signal status by processing the digitized incoming signals. So
the advantage of the VTL is that the carrier parameters can be estimated without receiving or processing the incoming signals. The performance of the VTL is depending on the accuracy of the dynamic estimation of both satellite and user positions. The total range error between one satellite and the user can be represented by:

\[
\Delta \rho = \delta \rho_{eph} + \Delta \rho_{clk} + \Delta \rho_{ion} + \Delta \rho_{top} + \Delta \rho_{mul} + \xi
\]  

(7.35)

Where: \(\Delta \rho_{eph}\) is the ephemerides error, \(\Delta \rho_{clk}\) is the clock error of both satellite and user, \(\Delta \rho_{ion}\) is the ionosphere error, \(\Delta \rho_{top}\) is the troposphere error, \(\Delta \rho_{mul}\) is the multipath error, \(\xi\) is the error caused by all other factors. Based on the discussion above, the pseudorange budget is given below [Kaplan et al., 2006]:

<table>
<thead>
<tr>
<th>Segment Source</th>
<th>Error Source</th>
<th>1σ Error(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space/control</td>
<td>Broadcast clock</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>L1 P(Y)-L1 C/A group delay</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Broadcast ephemeris</td>
<td>0.8</td>
</tr>
<tr>
<td>User</td>
<td>Ionospheric delay</td>
<td>7.0</td>
</tr>
<tr>
<td></td>
<td>Tropospheric delay</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Receiver noise and resolution</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Multipath</td>
<td>0.2</td>
</tr>
<tr>
<td>System UERE</td>
<td>Total(RSS)</td>
<td>7.1</td>
</tr>
</tbody>
</table>

The user position offset is related to the pseudorange error by the equation:

\[
G\Delta P = \Delta \rho
\]  

(7.36)
Where \( G \) is the satellite geometry coefficient matrix and \( \Delta P \) is the user position error vector. The position error can be computed by:

\[
\Delta P = (G^T G)^{-1} G^T \Delta \rho; \quad (7.37)
\]

\[
\text{cov}(\Delta P) = (G^T G)^{-1} \sigma_{UERE}^2 \quad (7.38)
\]

where \( \sigma_{UERE}^2 \) is the pseudorange error std.

The geometry dilution of presision is defined by:

\[
GDOP = \sqrt{\frac{\sigma_u^2 + \sigma_v^2 + \sigma_w^2 + \sigma_b^2}{\sigma_{UERE}}} \quad (7.39)
\]

The GDOP casts the pseudorange error to user position error. As the VTL estimates the signal code phase based on the user position estimation, so the error in the user position would result in code phase estimation errors. The code tracking loop fails when the code phase estimation contains error is larger than one C/A code chip (300 meters) for GPS L1 signals. The pseudorange error is modeled as Gaussian distribution with standard deviation given by table 7.1. So the user position error can be modeled as Gaussian as well. The standard deviation of the user position error is: \( GDOP \times \sigma_{UERE} \).

During signal outages, the VTL is used to assist the scalar tracking loop. After the signal outages, the estimation results of the VTL are used to initialize the scalar loops. So the probability of failure the receiver tracking loop is depending on the accuracy of VTL code phase estimation. The Q-function or error function of Gaussian distribution is then used to estimate the PDF of code error. The probability of loss lock of the VTL with different GDOP values are listed in table 7.2.

The tracking loop used in the scalar tracking loop is second order PLL with noise band width 15Hz and coherent integration time 1ms. The 1-sigma rule threshold of the PLL
Table 7.2: Probability of loss lock of VTL

<table>
<thead>
<tr>
<th>GDOP</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of loss lock</td>
<td>$10^{-13}%$</td>
<td>$10^{-6}%$</td>
<td>$0.7%$</td>
<td>$18%$</td>
</tr>
</tbody>
</table>

The tracking loop is given by:

$$\sigma_{PLL} = \sqrt{\sigma_{tPLL}^2 + \sigma_v^2 + \theta_A^2 + \frac{\theta_e}{3}} \leq 15^\circ$$  \hspace{1cm} (7.40)

In the meantime, the noise jitter of the PLL is related to the tracking loop parameters by the equation:

$$\sigma_{ PLLt} = \frac{360}{2\pi} \sqrt{\frac{B_n}{C/N_0} \left(1 + \frac{1}{2TC/N_0}\right)} \text{ (degrees)}$$  \hspace{1cm} (7.41)

The $C/N_0$ threshold of the tracking loop can be computed (27dB-Hz) by setting $\sigma_{PLL} = 15^\circ$, $T = 1ms$ and $B_n = 15Hz$. The signal processing results further verified this tracking threshold. For satellites PRN4 and PRN11, the $C/N_0$ can be below 25dB-Hz during the scintillation events. The traditional PLL tracking loop loses lock the signals from PRN4 and PRN11 as shown in the processing results. The STL with optimized parameters (narrow filter bandwidth, longer coherent integration interval) can tracking all satellite in the Ascension Island data[Zhang et al., 2010]. However, the improved tracking performance is gained on the cost of degrade performance system dynamics. Even through the VTL can keep tracking all satellite during the strong scintillation event, the position errors caused by the ionosphere scintillation is still quite large. Figure 7.10 shows the altitude solution of the VTL tracking loop. The position error caused by the scintillation is around 100 meters.
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7.7 Summary

A new VTL-assisted STL is proposed and the implementation is detailed in this chapter. The VTL combines the task of signal tracking and providing position solutions into one loop. The tracking performance of the new tracking loop structure is explored in details. The limitation of the extended Kalman filter is overcome by adjusting the covariance matrices adaptively. The results show that the VTL tracking the GPS satellite smoothly during a long period of strong scintillation events by making use of information from other heath satellites when the scalar tracking loop fails. The dynamic of the VTL is also significantly improved by prediction of the receiver platform dynamics. The receiver maintains lock of the signal during long time signal outages by making use available ephemerides and
position estimation. The theory deviation and processing results confirm that with valid ephemerides and pseudorange estimation accuracy within one chip offset, the most time-consuming signal re-acquisition can be avoided. The VTL is of practical importance as more navigation satellites would become available in the near future. The VTL can make use of the redundancy measurements to improve the performance of the receiver. The performance of the VTL can be further improved by making use of inertial system outputs. The inertial system can provide better short time position accuracy, so the code phase estimation of the VTL can be further improved as a result.
Chapter 8

Conclusion and Future Works

8.1 Conclusions

The work in this dissertation demonstrated that a general superpose software defined radio front end can be used to study ionosphere scintillation. A new robust tracking architecture is also proposed and evaluated with strong scintillation data and high dynamic data with signal outages. The results confirm that the new tracking loop can maintain lock of GNSS signals during strong scintillation event with signal fading of more than 20dB. Receiver integrity algorithms are integrated in the tracking loop to detect possible errors in a scalar channel. Once a possible error is detected, the vector tracking loop is used to assist the tracking of this channel. The re-acquisition of GNSS signal is avoided by the vector tracking loop. The contribution of this research is summarized in this chapter.
8.1.1 Multi-constellation Multi-frequency GNSS Software Receiver Development

A multi-constellation software receiver is developed and described in details in this work. The software contains algorithms for acquiring and tracking GNSS signals, computes navigation solutions, and generates ionosphere measurements. Currently, the software is able to process the following signals:

- GPS L1 C/A, L2C and L5 signals
- GLONASS L1 and L2 civil signals
- Galileo E1B, E1C

The algorithms to process E5A and E5B have been developed and tested. The USRP2 board is used as a flexible GNSS signal RF front end. Our objective is to evaluate the performance of the USRP2 front end as an ionosphere scintillation monitoring device. We established experimental setups that allow simultaneous data collection of the USRP2 front ends, an instrumentation quality custom GPS front end TRIGR, and two high end commercial GNSS receivers from the same antenna and driven by the same local oscillators. GPS L1, L2C, and L5 and GLONASS L1 and L2 raw IF samples were collected using the RF front ends, while the commercial receivers generated processed signal observables. The IF samples collected by the USRP2 front ends and the TRIGR front end were processed using the same software acquisition and tracking algorithms. The results show that USRP2 typically generates GPS \((C/N_0)\) at about 1-3 dB below that of the TRIGR and 1-2dB less than that averaged output of NovAtel receiver. The carrier phase fluctuations generated by the two front ends are comparable to TRIGR as well. We do not have direct GLONASS signal
IF processing results comparison between the USRP2 and the TRIGR front end as the latter is a dedicated GPS front end. The USRP2 GLONASS processing results are compared with the outputs generated by the Septentrio PolaRxS receiver and their performances appear to be comparable. The results show that GLONASS signals have relatively large \((C/N_0)\) and carrier phase fluctuation which appear to be unrelated to the signal propagation environment. The performance of the USRP2 board matches the Septentrio PolaRxS receiver.

### 8.1.2 Scintillation Events Analysis

During the past four years, Miami University and Ohio University has jointly deployed a real-time scintillation monitoring and raw RF data collection system at HAARP, Alaska. The setup is able to collect narrow band GPS L1, L2 and wideband GPS L5 and GLONASS L1 and L2 signals. The reconfigurable RF front end USRP2 is used to collect the wideband GNSS signals.

Several natural scintillation events and an artificial scintillation event on PRN 25 with S4 index ranging from 0.2 to 0.5 and carrier phase standard deviation ranging from 13 to 24 degrees on L1 signal and several dual frequency scintillation events are analyzed in detail. The results confirm that scintillation has stronger impacts on L2 and L5 than on L1. Our preliminary results also show that the scintillation on all three frequencies is highly correlated. A similar rate of fluctuations is observed on L1, L2 and L5 for both phase and amplitude. The amplitude correlation coefficients between L1, L2, and L5 are around 0.7 while the phase correlation coefficients are around 0.9. The scintillation time delay between different channels is close to zero.
8.1.3 Robust Tracking Loop Design

A new VTL-assisted STL is proposed and the implementation is detailed in this thesis. The VTL combines the task of signal tracking and providing position solutions into one loop. The tracking performance of the new tracking loop structure is explored in details. The limitation of the extended Kalman filter is overcome by adjusting the co-variance matrices adaptively. The results show that the VTL tracks the GPS satellite smoothly during a long period of strong scintillation events by making use of information from other heath satellites when the scalar tracking loop fails. The dynamic performance of the VTL is also significantly improved by incorporating prediction of the receiver platform dynamics. The receiver maintains lock of the signal during long time signal outages by making use of available ephemerides and position estimation. Theory and processing results confirm that with valid ephemerides and pseudorange estimation accuracy within one chip offset, the most time-consuming signal reacquisition can be avoided. The VTL is of practical importance as more navigation satellites become available in the near future. The VTL can make use of the redundancy measurements to improve the performance of the receiver. The performance of the VTL can be further improved by making use of inertial system outputs. An inertial system can provide better short time position accuracy, so the code phase estimation of the VTL can be further improved as a result.

8.2 Future Work

This dissertation focuses on the robust tracking loop design for strong scintillation conditions and signal outages. The new VTL assisted STL tracking loop has been tested with strong scintillation data collected during last solar maximum. The tracking performance
for the new GPS L5 signals is not evaluated due to lack of strong scintillation data on L5 channel. There are only two GPS satellite broadcasting signals on L5 (till June, 2012), so it is quite difficult to capture a strong scintillation event on L5. The new VTL assisted STL tracking loop has been tested with only one data set from GPS simulator. So the performance of the tracking loop cannot be quantified. The probability of loss lock of the tracking loop under different scenarios is of particular interest for further investigation. As mentioned in the previous part of the thesis that the error in both Doppler frequency and code phase estimation increase with time during signal outages, so the probability of loss lock with different time interval also needs to be studied. In order for further performance evaluation of the tracking loop, field data with signal outages can be collected in dense foliage and urban canyon. The integrity check algorithm plays an essential role in detecting the possible errors of the STL. The current threshold used in the tracking loop is selected based on experiential values. The false alarm rate corresponding to different thresholds is another focus of future work.

Another effort should be focused on the ionosphere scintillation modeling. The correlation of scintillations between signals at different frequencies is of vital importance for predicting the operational availability of future GPS system as the newly added GPS L2C and L5 signals which can provide accurate ionosphere delay estimation. Researchers also interested in the possibility that the GPS receiver may be able to rely on one frequency when it briefly loses other frequencies under scintillation. A previous study reported scintillation correlation coefficients of about 0.7 among signal intensities of L1 and L2 channels based on early GPS data collected at Thule, Greenland during 1989-1991 [El-Arini et al., 2009]. The similar results are also observed in our results. However, extensive scintillation data processing is still needed in order to model and characterize scintillation impacts.
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