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Abstract
The electronic structure of clean pyrite {100} and covellite {001} surfaces have been

investigated in ultra-high vacuum (UHV) for the purpose of understanding the nature of

sulfide surface reactivity.  Using primarily scanning tunneling microscopy and spectroscopy

(STM/STS), the electronic structure at atomic sites on these surfaces was directly probed, and

chemical insight into the results was provided by ab-initio calculations.  Pyrite is the most

abundant sulfide at the earth’s near surface.  Its oxidation influences a wide variety of natural

and industrial chemical process, but very little is known about the stepwise oxidation reactions

involved.  For this reason, the first two chapters are directed at understanding the surface

electronic structure and fundamental reactivity of pyrite surfaces at the atomic scale.  UPS

spectra show a characteristic peak at ~ 1 eV forming the top of the valence band for the near

surface.  Ab-initio calculated densities of states for the bulk crystal suggest that this band is

comprised primarily of non-bonding Fe 3d t2g and lesser S 3p and Fe 3d eg states.  Ab-initio slab

calculations predict that the broken bonding symmetry at the surface displaces a Fe 3dz2

dangling bond state into the bulk band gap.  Evidence confirming the presence of this surface

state is found in low bias STM imaging and normalized single-point tunneling spectra, which

are in remarkable agreement with calculations of the LDOS at surface Fe and S sites.  The

results predict that due to the dangling bond surface states, Fe sites are energetically favored

for redox interaction with electron donors or acceptor species.  STM/STS observations of



iii

O2/H2O exposed surfaces are consistent with this assertion, as are ab-initio cluster calculations

of adsorption reactions between O2/H2O derived species and the {100} surface.  Furthermore,

an enhancement in the “rate” of oxidation was discovered using UPS on pyrite surfaces

exposed to a mixture of O2/H2O.  Cluster calculations of adsorption energies reveal a similar

result for the case where both O2 and H2O are dissociated on the surface and sorbed to Fe sites.

Covellite, similar to pyrite, is a natural semiconducting metal sulfide.  In contrast,

however, precious metal bearing solutions have a curiously lower affinity for covellite surfaces

than for pyrite.  At the same time, its unique combination of low resistivity and perfect basal

cleavage represented a unique opportunity to improve our ability to interrogate metal sulfide

surfaces using STM/STS at the atomic scale.  Ab-initio calculations predict that cleaving

covellite exposes two slightly different surfaces, one is expected to have dangling bonds, the

other is not.  Atomic-scale STM images and LEED patterns indicate that the surface structure is

laterally unreconstructed.  The STM images are predicted to show Cu sites as high tunneling

current sites on the dangling bond covered surface, and S sites on the other.  Based on

tunneling spectra and tip-induced effects therein, reasonable arguments are presented which

allow one to uniquely differentiate between the two possible surfaces.

For both pyrite and covellite, the combination of experiment and theoretical calculations

afforded much more insightful conclusions than either would have alone.  The calculations

provided the necessary chemical framework with which to make interpretations of the

experimental data and, in this sense, contribute information obtainable by no other means.

This point is further developed in an investigation of Si-O interactions and the electron density

distribution in the model silicate coesite, which is presented in the appendix.  In addition, it

breaks new ground by delving into differences and similarities between periodic vs. cluster

calculations of minerals.
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Chapter One

Introduction

OVERVIEW

Transition metal sulfides form an important class of minerals that are found in many

geologic settings, from ore deposits to anoxic sedimentary environments to contact

metamorphic zones.  Pyrite (FeS2) is undoubtedly the most common and interesting of all the

sulfides as it occurs in all the above environments as well as many others.  It is unique among

its related counterparts in that it naturally crystallizes in a variety of crystal forms, in both high

and low temperature environments.  When pyrite is exposed, either naturally or artificially, to

aqueous solutions at atmospheric conditions, it oxidatively decomposes, and in the process

releases dissolved ferrous iron and sulfuric acid into the environment primarily by the

following reactions:

FeS 14Fe 8H O 15Fe 2SO 16H2
3

2
2

4
2+ + → + ++ + − +

FeS 3.5O H O Fe 2SO 2H2 2 2
2

4
2+ + → + ++ − +

These reactions are now well-known due to the many years of research summarized in reviews

by Lowson (1982), Hiskey and Schlitt (1982), and Nordstrom (1982), and also due to the

environmental problems that result from them.  However, the details of these reactions are just

now being revealed.  In this regard, it can be seen from the above reactions that the individual

subreactions must involve the removal of 7 electrons from each sulfur in pyrite, whereas the

oxidation state of iron remains unchanged overall.  A key piece of information was provided

by the isotopic tracer studies of Taylor and Wheeler (1984) and Reedy et al. (1991), which

showed that where either of the above reactions is prevailing, oxygen in the end-product
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sulfate is primarily derived from dissociated water.  This means that water participates more as

a reactant and less as a spectator species.

Elucidating more detail about these subreactions has been the topic of more recent

studies, many of which have ensued from a surface science perspective.  Using primarily X-ray

photoelectron spectroscopy on pyrite surfaces that had been exposed to air or solution, it has

been shown that oxidation products appear on reacted surfaces in the general order:  Iron

oxides and/or hydroxides, iron sulfate, and an iron-deficient sulfide layer (e.g. Buckley and

Woods, 1987; Mycroft et al., 1990; Karthe et al., 1993; Nesbitt and Muir, 1994; Knipe et al., 1995).

Collectively, the aqueous and surface analytical investigations have led to several models for

the stepwise oxidation process, although they lacked the spatial resolution required to make

unambiguous conclusions on the specific surface sites involved in the reactions.  The first study

to address this problem using STM was a watershed event.  Direct observation of the growth of

oxidation patches on pyrite surfaces in air showed that there is much to be learned about pyrite

oxidation by visiting the atomic scale (Eggleston et al, 1996).  In many respects, our knowledge

stops here, although additional relevant facts have been contributed in other studies that have

not mentioned in this brief overview.

In a sense, the work presented in this dissertation was performed with the same goal of

attempting to understand the fundamental oxidation mechanisms.  However, it is unique in

that is the first to approach the problem with atomic spatial resolution on pristine pyrite

surfaces in the chemical isolation of ultra-high vacuum.  Chapter 2 addresses the surface

electronic structure of pyrite, which is the basis of surface reactivity, and Chapter 3 involves the

surface chemistry of pyrite exposed to O2/H2O mixtures in vacuum.  The primary contribution

is in our understanding of the surface sites involved in electron transfers, the complementary

roles of the oxidant and water, and chemical basis for reactivity at the initial stages of pyrite

oxidation.  The results can be tied back in with previous surface analytical observations in that
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dissociated gas species on the surface interact with Fe sites, forming Fe-O bonds and incipient

iron oxide/oxyhydroxide phases.  Furthermore, a mechanism is presented by which surface S

sites may become susceptible to hydrophyllic attack, consistent with the idea that dissociated

water species combine with oxidized S to form sulfate eventually.

At the same time, on the broader canvas, this dissertation is an attempt to advance our

science even more by utilizing tunneling spectroscopy.  This work is the first in geologic circles

to endevour to collect atomically resolved tunneling spectra, following in the tradition of the

seminal studies on silicon surfaces (Hamers et al., 1987; Hamers, 1988).  This technique is not

without its difficulties, however, and it met with varying degrees of success depending on

many factors, most of which are extremely difficult to control like the atomic structure at the

end of the tip.  Moreover, the particular tunneling conditions necessary for atomically resolved

images on pyrite are very different than those for optimal spectral data collection.  Although

there is a method to circumvent this problem (Mårtensson and Feenstra, 1989; Feenstra, 1994),

it is not compatible with the electronics of our instrument.  This precluded the collection of

atomically resolved images and spectra simultaneously.  However, single-point spectra

collected on pyrite could be understood when compared to what was predicted using ab-initio

calculations of the local density of states of the sample over surface sites (Chapter 2).  This

remarkable result in itself is probably the foremost achievement herein in that demonstrates the

underexploited potential of combining tunneling spectroscopy with theory to unambigously

characterize the local electronic structure.

Covellite (CuS) is another important transition metal sulfide with unique electrical and

structural characteristics that lead to its interesting behavior in the geochemistry of ore

deposits.  As opposed to pyrite, precious metals are known to have a much lower affinity for

covellite surfaces (Guilbert and Park, 1986), and in that respect, this makes the study of this

material at the atomic-scale potentially rewarding.  In contrast to pyrite, this mineral lended
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itself to atomically resolved simultaneous STM/STS.  This, combined with the unique surface

characteristics of covellite (CuS), became the impetus for the work presented in Chapter 4.  It is

hoped that the tunneling spectra and the related discussions therein contribute insight into the

complexities of using tunneling spectroscopy on geologic materials and thereby continue to

advance our science.

A final thread that is prevalent in this dissertation is the mutual dependence of

experimental and theoretical results.  Interpretations of the STM/STS data, for both pyrite and

covellite, were only made possible by using theoretical electronic structure calculations. Yet, at

the same time, the calculations do not stand unchecked against verifiable experimentation.

This symbiosis should perhaps be our key scientific creed when our experimental

investigations take us to the atomic scale.  This theme is continuous into the appendix where

work is presented that directly compares experimental and theoretical determinations of

electron density distributions in the model silicate, coesite.  Using the theory of Atoms-in-

Molecules developed recently (see Bader, 1990), properties of Si-O bonds such as bond strength

and covalency are uniquely understood in terms of the electron density distribution.  In

contrast to the other chapters, the results in this study show poorer agreement between

experiment and theory owing to the difficulties in the determination of experimental electron

density distribution.  It thereby demonstrates that some studies can only be convened from

theory.

LOOKING AHEAD

Since its inception, the use of scanning tunneling microscopy in the geologic sciences has

increased slowly and perhaps steadily, but apparently it is still in a phase where it is proving

its worth.  In that regard, and including the work presented here, it has given us "first looks" at

the atomic structures on surfaces of many important natural materials including galena,
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hematite, pyrite, pyrrhotite, molybdenite, and covellite.  Images collected at this scale also give

us rare glimpses at a variety of structural defects such as dislocations, point vacancies, and can

even capture dynamic surface processes such as surface energy minimization (Rosso et al., in

preparation).  Studies such as these reveal not only the atomic structure of the surface, but

implicitly address a more important property with respect to reactivity - the surface electronic

structure.  STM has also been successfully used to document adsorption and surface chemical

processes on some of these minerals.  For example, the adsorption of sulfate at step edges on

hematite has been recently investigated using atomic scale STM imaging (Eggleston et al.,

1998), and in this dissertation, the mechanism of the oxidation of pyrite surfaces by O2/H2O is

investigated.  However, studies such as these are few and far between and they are being

performed by only a handful of groups in the geologic sciences.  The lackluster popularity is

perhaps due to the fact that it can only be used on semiconducting or electrically conducting

minerals.  Even if this is widely held as the foremost drawback of STM, it seems to me that

there is still a tremendous number of important questions on STM-compatible minerals that

can be answered best by obtaining atomic-scale observations.  For example, a variety of

manganese oxides appear to be sufficiently conductive such that cleavage or more likely in-

vacuum prepared surfaces could be imaged successfully.  In doing so, one might be able to

address their surface chemical properties that lead to their well known affinity for heavy

metals.  The same approach would be valuable for the common suite of natural iron oxides as

well.  This point can easily be expanded to include a wide range of interesting problems in

geochemistry in the areas of photo-redox surface reactions and the reductive precipitation of

precious metals on surfaces.

I believe that many of these problems can and eventually will be effectively addressed

from a combined tunneling microscopic, spectroscopic, and theoretical strategy.  And in the

years to follow, we can probably expect to see the arrival of newer atomically resolved SPMs,
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like chemical SPM, which will open new doors into the atomic-scale on a whole new suite of

minerals and problems.
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Chapter Two

Atomically Resolved Electronic Structure of Pyrite {100}
Surfaces:  An Experimental and Theoretical Investigation with

Implications for Reactivity

INTRODUCTION

Pyrite (FeS2) plays an important chemical role in many natural processes such as the

redox cycling of metals (e.g. Moore and Luoma, 1990; Calmano et al., 1994; Nimick and Moore,

1994), precious metal ore deposit formation (e.g. Nash et al., 1981; Jean and Bancroft, 1985;

Bakken et al., 1989; Hyland and Bancroft, 1989; Starling et al., 1989), and the generation of

environmentally hazardous acid mine drainage (e.g. Jambor and Blowes, 1994).  It is also a

photovoltaic semiconductor with potential applications in solar energy conversion (e.g. Bronold

et al., 1994a).  As such, there has been much interest in understanding the nature of its

reactivity, particularly its oxidation.  Most of the groundbreaking research to that end was

conducted prior to the early 1980s (see references in Hiskey and Schlitt, 1981; Lowson, 1982;

and Nordstrom, 1982).  However, our understanding of its surface chemistry and the

fundamental oxidation reactions, a topic of more recent studies, remained predominantly

unaddressed at that time.  A likely reason for this arose from the former lack of experimental

techniques where surface-sensitive microscopic and spectroscopic observations could be

applied with a suitable level of chemical isolation (Hochella et al., in press).  A recent ambient

STM study of pyrite by Eggleston et al. (1996) has provided the best picture yet of the atomic

scale reactivity of pyrite fracture surfaces.  Beyond this, surfaces must be investigated in a

controlled environment where the surface properties can be considered pristine.  Furthermore,

the site-specific electronic structure of the surface has not been studied, the basis upon which a

better understanding of reactivity should be built.  In this paper, we investigate pristine pyrite

surfaces in ultra-high vacuum (UHV) using scanning tunneling microscopy and spectroscopy
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(STM/STS), ultra-violet photoelectron spectroscopy (UPS), low energy electron diffraction

(LEED), and theoretical calculations with a goal of understanding the atomic-scale electronic

structure of the surface.  Herein the first atomically resolved tunneling spectra on a

geochemically significant natural material are presented.  The experimental results are

interpreted using ab-initio calculations.  This investigation is meant to elucidate the site-specific

variables of primary importance and to aid in future investigations of fundamental pyrite

surface reactivity.

METHODS

Principal Instrumentation

All the experimental techniques were performed in a OMICRON compact UHV lab

operating at a base pressure of 1 × 10
-10

 mbar.  The main chamber is equipped with a dual

anode (Al,Mg) x-ray source, UV lamp, ion gun, a reverse view LEED with a 1 keV electron gun,

cylindrical sector electron energy analyzer, and a sample heater capable of heating to 750 
o
C.

The system is also equipped with an in-house built gas leak manifold for controlled gas bleeds

to various parts of the main chamber.  A side chamber contains an STM stage, its vibration

isolation and eddy current damping system, and the tunneling in-vacuum electronics.

Samples

Natural pyrite single crystal cubes from Logroño, Spain were obtained from the Museum

of Geological Sciences at Virginia Tech.  The samples were cut into approximately 5 × 5 × 10

mm oriented prisms with faces perpendicular to the principal crystallographic.  The resistivity

of one of the samples was measured to be 3 × 10
-4

 Ω⋅m and Hall voltage measurements on the

same sample indicated that it was n-type.  Since it has been shown that the semiconducting

properties of pyrite are consistent for samples derived from similar geologic environments

(Pridmore and Shuey, 1976), it is assumed that all the samples used in this study were n-type.
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Samples showing any visible inclusions were discarded.  The samples were mechanically

mounted in custom stainless steel stubs and cleaved using an in-house built cleavage stage in

the load-lock chamber which is turbo-pumped to better than 1 × 10
-7

 mbar.  The prisms were

slightly notched to control fracture propagation.  Pyrite cleaved in the load-lock chamber was

quickly transferred to the lower base pressure of the main chamber in less than 30 seconds.

Low Energy Electron Diffraction

LEED patterns were acquired using 4-grid reverse view LEED optics (OMICRON) at

beam energies between 70 - 300 eV.  The electron gun has a beam diameter of approximately 1

mm.  Diffraction patterns were photographically recorded.  The data were collected

immediately after turning up the beam energy because the intensity and sharpness of the

diffraction spots were found to degrade within a few minutes.  The surface cell dimension was

determined using the measured separation between diffraction spots arising from the

reciprocal face-centered cubic lattice.

Ultra-violet Photoelectron Spectroscopy

UPS spectra were collected using He I (21.2 eV) radiation and a pass energy of 10 eV.  The

sample stubs and the notches in the pyrite prisms used in the UPS experiments were sputter

coated with a visible layer of Au to isolate the Fe spectral data to that coming from the cleaved

surface.  Ten spectral scans were collected over a period of 10 minutes to average out noise.

The absolute binding energy scale of the UPS spectra was referenced to the sample Fermi level,

which was determined by subtracting 21.2 eV from the low kinetic energy photoelectron cutoff

energy and adding the workfunction of the spectrometer.  The low kinetic energy edge was

designated at the energy half way between the 16% and 84% count rate levels at the cutoff.  The

workfunction of the spectrometer is based on the measured position of the Ag 3d5/2 photo

peak.
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Scanning Tunneling Microscopy and Spectroscopy

The STM tip is rastered using a tripod piezo scanner with a 1.2 µm lateral scan range.  The

bias voltage is applied to the sample while the tip is held at ground potential.  Tips were

prepared by electrochemically etching W wire in 1 M KOH, except for the spectral data

presented in Figure 17, which were pre-cut commercial Pt-Ir tips (Digital Instruments).

Surfaces with large, flat terraces were targeted for atomic-scale imaging.  It turned out that the

most ideal tunneling conditions for atomically resolved images were at low negative bias

voltages, between -0.40 to -0.02 V, using a 1 nA setpoint current.  For larger scale topographic

imaging, 1 V and 1 nA were used.  Larger scale images were processed by fitting and

subtracting a planar background.  Atomically resolved images that required processing to

remove noise were band pass FFT filtered by passing the frequencies pertaining to

"topographic" features (low frequency) and atomic periodicity.  Samples and tips were stored

under base pressure in a carousel attached to the main chamber.  Samples were shielded from

light during all STM imaging, and images were collected at room temperature.

I(V) tunneling spectra were collected over 1 nm2 imaging areas on a well developed {100}

terrace.  At each spectroscopy point, the tip raster was paused, the feedback loop was turned

off, the voltage ramp was applied, the loop was re-engaged, and imaging resumed.  Spectra

were collected at room temperature, which has been estimated to have a maximum energy

resolution of ~ 100 mV taking into account thermal broadening effects (Hansma, 1982; Chen,

1993).  All spectra were collected in the dark unless otherwise noted.  Because the most

successful imaging conditions were at very low bias for atomically resolved images, the tip-

sample distance was relatively small.  During the voltage ramp at a spectral point, the

exponentially increasing tunneling current would quickly saturate the current-to-voltage

converter.  Because of an instrumental control limitation, the tip-sample separation could not

be adjusted simultaneously during the voltage ramp, a technique known as the varying-gap

method (Mårtensson and Feenstra, 1989; Feenstra, 1994).  In order to collect wide dynamic
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range spectra, tunneling conditions were re-optimized for a larger tip-sample separation for

spectral data collection.  Using 4 V and 7 nA allowed a -4 to +4 V dynamic range in the voltage

ramp.  The raw I(V) curves were converted to (dI/dV)/(I/V) using a least-squares moving

window fit.  This form removes the tip-sample separation dependence of the tunneling

conductance under certain conditions (Feenstra et al., 1987) and can provide information that is

related to the density of states of the sample under the assumption that the tip density of states

is constant.  The mathematical spike at low bias was suppressed by adding a small constant to

I/V across the entire voltage range before the conversion.

Ab-initio Calculations

Ab-initio calculations were performed using GAUSSIAN94 (Frisch et al., 1995) for cluster

calculations, and CRYSTAL95 (Dovesi et al., 1996) and TOPOND (Gatti, 1997) for periodic

structure calculations.  The TOPOND code is the implementation of the theory of atoms-in-

molecules (see Bader, 1990) for CRYSTAL95.  The computer platforms utilized were two DEC

Alpha stations and an IBM SP2 at Virginia Tech.  For the GAUSSIAN94 calculations, after

investigating various cluster sizes and basis sets and weighing in the factor of computational

expense, a 27-atom stoichiometric cluster was chosen to model the pyrite {100} surface.  It is a

charge neutral section of the bulk face-centered cubic crystal structure:  9 atomic layers by 9

atomic layers by 6 atomic layers thick.  The basis set used was a standard 6-311G.  Polarization

functions were not added to the basis set.  The wavefunction was calculated at the density

functional level of theory using the Becke3LYP hybrid method.  For the CRYSTAL95 and

TOPOND calculations, an electron core pseudopotential (ECP) basis set was used.  Specifically,

a LANL2DZ (REFS) set was used in which the net core charges attributed to the Fe (1s,2s,2p)

and the S (1s,2s,2p) orbitals are mimicked by pseudopotential functions.  This is justified

because these orbitals are not expected to play a significant role in molecular orbital states near

the Fermi level.  The basis set was modified by removing diffuse functions with gaussian

exponents < 0.1, which are usually not appropriate for the crystalline case (see Pisani, 1996),
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and energy optimized the exponent of the most diffuse function on Fe.  The sensitivity of the

calculated DOS and projected DOS to changes in this exponent was tested and it was found

that the basis set effects were negligible.  The wavefunctions were calculated at the DFT level of

theory using the Lee-Yang-Parr (Lee et al., 1988) correlation potential and the Becke (Becke,

1988) exchange potential in the Kohn-Sham computational approach.  45 k-points (Monkhorst

net) were sampled in the irreducible part of the Brillouin zone.  Fock matrix mixing and Fermi-

level shifting techniques were implemented to overcome slow SCF convergence.

Local densities of states (LDOS) were calculated for comparison with experimental

normalized tunneling spectra using the methods similar to those described in Becker and

Hochella (1996).  The comparison can only be made under the assumption that the effect of the

tip electronic structure is negligible.  The LDOS of the sample at locations of the tip was

computed by summation of the contributions of the atomic orbitals to the molecular orbitals

that fall within a specified energy range (the bias voltage).  Because the basis sets are gaussian

functions which tail-off relatively quickly, they poorly describe the decay of wavefunctions

normal to the surface.  This means that the calculated LDOS at the location of the tip at normal

tunneling distances of 3-10 Å from the surface is nil.  Although there are more sophisticated

ways to attack this problem (Becker and Hochella, 1996), a reduced tip-sample distance of 1 Å

was used to obtain an approximation of the LDOS of surface sites.  Also, because the cluster is

treated from a molecular orbital theory approach and not a periodic approach, the state

densities were convoluted with gaussian functions (FWHM = 0.5), with unity areas and

centered at eigenvalues, in order to mimic the dispersion of states into bands and account for

the resolution of the experimental spectra.
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RESULTS AND DISCUSSION

Surface Microtopography and Atomic Structure

Bulk pyrite is face-centered cubic with a structure that is reminiscent of the rocksalt

structure type (Fig. 1).  A unique aspect of the pyrite structure is the S2 anion pair which is

oriented along body diagonals of the cubic cell.  Prediction of the surface structure largely

revolves around the question of whether or not the S-S bond preferentially remains intact

during cleavage.  Since it is known that bond strength is proportional to the electron density at

the bond critical point (bcp) and is inversely related to bond length (Feynman, 1939; Boyd et al.,

1988), we used TOPOND/CRYSTAL95 to perform an analysis of the critical point properties of

the Fe-S and S-S bonds.  The results show that the valence electron density is 29% higher at the

S-S bcp relative to that for the Fe-S bond.  As compared to the Fe-S bond (2.26 Å), the S-S bond

(2.14 Å) is a relatively short, more strongly covalent bond that should not be expected to be

pervasively broken during cleavage.  Pyrite fracture surfaces are predominantly conchoidal but

there is indistinct cleavage quality along cubic faces, which is a reflection of planes in the

structure which pass through the least number of disulfide pairs.

LEED patterns of the freshly fractured surface were bright and sharp, but tended to

degrade to weaker patterns in a matter of a few tens of seconds due to electron beam damage.

The patterns were dominated by intense diffraction points characteristic of the reciprocal face

centered cubic cell (Fig. 2).  Less intense points with twice the periodicity are S2 derived

diffraction points (Pettenkofer et al., 1991).  Calculation of the surface cell constant from the

LEED patterns yields a value of 5.45 Å which compares reasonably well with the bulk lattice

constant of 5.417 Å (Fuji et al., 1986).  Although lateral relaxation appears to be insignificant,

relaxation to some degree perpendicular to the plane of the surface is likely because it is well

known that crystal structures have a tendency to structurally relax in this direction to

compensate for lost bonding symmetry (Jaegermann and Tributsch, 1988; Hochella, 1990;

Zangwill, 1988).  The magnitude of relaxation does not appear to be significant in case of the
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Iron

Sulfur

Figure 1: Ball and stick model of the pyrite {100} surface. Fe and S centers are arranged

in a face-centered cubic lattice. A surface cell is indicated.

2
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Figure 2: LEED image of in-vacuum cleaved pyrite {100}. The image was collected using

a beam energy of 134.6 V. The crystal was oriented as indicated by the axes.e

a1 a2

a3
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pyrite {100} surface.  Ab-initio cluster calculations on the 27-atom pyrite cluster were performed

with lifted symmetry constraints to investigate the magnitude of structural relaxation.  It was

found that the lowest energy configuration involved minimal structural displacement with a

maximum atomic coordinate displacement of less than 0.1 Å.  Collectively, the LEED and

cluster suggest that the {100} surface structure can be regarded as bulk-terminated.

Topographic, or Z-piezo voltage, UHVSTM images at scales of several hundred

nanometers demonstrate that the microtopography of the cleavage surfaces is dominated by

stepped terraces.  The images in Figure 3 show the flat surfaces that are generated by fracture,

terminated by unit cell high steps.  The images and LEED results suggest that pyrite cleaves

rather well along the cubic axes at this scale, exposing {100} surfaces.  Furthermore, it is

noteworthy that crystallographic control is demonstrated in preferred step edge directions

along the two dimensions of the surface, oriented along <10> and/or <21>.  In Figure 3a the

prevalent step edge direction is <10>, in Figure 3b it is a combination, and in Figure 3c, the

edge propagation is along <21>.  Less common areas were also found where the step density

was relatively high as in Figure 4, although the step edge direction is still along a principal

crystallographic axis.  Step edge control was, for the most part, pronounced, but not exclusive

as shown in Figure 5 where curved steps were found, indicating a high kink density along

these step edges.  Areas on the large, flat terraces of the surface were targeted for the high

resolution UHV STM/STS data collection in this study.

Bulk and Surface Electronic Structure

The electronic structure of bulk pyrite has been studied at length (Li et al., 1974; Ogawa et

al., 1974; Schlegel and Wachter, 1976; Van der Heide et al., 1980; Bullett, 1982; Folmer et al.,

1988; Ferrer et al., 1990; Huang et al., 1993; Mosselmans et al., 1995; Bocquet et al., 1996;

Charnock et al., 1996; Evert et al., 1998) and will only be summarized here as a starting point for

this discussion of the surface electronic structure.  The upper part of the valence band consists
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Figure 3: Topographic UHV STM images showing pyrite cleavage surface microtopography.

The scale bars represent 100 nm. Unit cell high steps run along primarily <10> (a)

<10> and <11> (b), and <11> directions.

a) b) c)
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Figure 4: Topographic UHV STM image showing the high step density that was also commonly

found on cleaved pyrite. The scale bar represents 100 nm.
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Figure 5: Topographic UHV STM image showing flat {100} terraces separated by curved

unit-cell high step edges. The scale bar represents 100 nm. The cubic axes are

approximately aligned with the image edges.
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of predominantly a non-bonding Fe 3d t2g band which lies above a bonding S 3p - Fe 3d eg band.

The lower part of the conduction band is well regarded to be dominated by Fe 3d eg
* - like

states, although there are arguments for the presence of S 3p states (Evert et al., 1998).  The bulk

band gap is 0.9 eV.  As measured using UPS, there is a characteristic peak in the density of

states at the top of the valence band at approximately 1.1 eV which has been overwhelmingly

attributed primarily to the non-bonding t2g - like states (Fig. 6).  The states at the top of the

valence band are important in the process of pyrite oxidation as they are the highest energy

filled states and thus the most susceptible to oxidative attack.  This is especially true at the

mineral surface where oxidation begins, however we cannot assume that the surface electronic

structure is identical to the bulk.  Jaegermann and Tributsch (1988) first suggested that the

energetic arrangement of Fe 3d states would be changed at the surface of pyrite due to

disrupted bonding symmetry.  In this study we investigate this possibility and discuss the

implications on the way pyrite surfaces should react.

Using CRYSTAL95, we calculated the valence band density of states (DOS) for the bulk

crystal (infinite in 3 dimensions) and the {100} surface (infinite in 2 dimensions) and projected

the results onto atomic orbitals which could contribute state density to the top of the valence

band, which are the Fe 3d and S 3p states.  In the bulk case (Fig. 7), the top of the valence band

is predominantly of non-bonding Fe 3d t2g character, as has been previously determined (see

references above), but consists of appreciable Fe 3d eg and S 3p character as well (Fig. 7).  These

states lie above a bonding Fe 3d - S 3p band (3 - 7 eV) and S 3p band (7 - 10 eV).  States below

this latter band are not included in the calculation as they are modeled by core

pseudopotentials.  The results indicate that the eg states form a relatively broad band (~ 6 eV

wide) while the t2g states are largely non-bonding and restricted to a narrow energy range

(FWHM ~ 1 eV) at the top of the valence band.  Like the eg states, the S 3p states are widely

dispersed between 1 - 8 eV.



Kevin M. Rosso Chapter Two - Electronic Structure of Pyrite Surfaces 23

Figure 6: He I UPS valence band spectra of an in-vacuum cleaved pyrite {100} surface.
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Figure 7: Calculated total and projected densities of states for the valence band of bulk pyrite.

The contributions primarily arise from Fe 3 and S 3 states.d p

-9 -8 -7 -6 -5 -4 -3 -2 -1 0

Energy ( V)e

Fe 3d eg

Fe 3d t2g

S 3p

Total



Kevin M. Rosso Chapter Two - Electronic Structure of Pyrite Surfaces 25

At the surface, the degeneracy of the t2g and eg states is lost as a consequence of the lower

bonding symmetry.  The effect of the reduction in the Fe coordination from the distorted

octahedron to square pyramidal on the d-orbital states has been previously discussed from the

semi-quantitative perspective of ligand-field theory (Jaegermann and Tributsch, 1988; Bronold

et al., 1994b).  A nine monolayer thick slab was chosen to model the {100} surface electronic

structure (Fig. 8).  Upper valence band state density localized on Fe atoms at the surface were

compared with that from Fe atoms located in the middle of the slab, which are fully

coordinated and can be taken to represent the bulk sites.  According to the slab calculations, the

removal of an Fe-S bond and the loss of overlap with S 3p orbitals destabilizes primarily Fe dz2

states to higher energy and shifts state density into dx2-y2 (Z arbitrarily chosen normal to

surface plane) (Fig. 9).  The undercoordination of Fe also destabilizes the dxz and dyz states to

higher energy due to the partial loss of longer range interaction with second nearest-neighbor

S.  The dxy states remain largely unaffected as their local coordination environment is

essentially unchanged at the surface.  In contrast to the Fe 3d states, surface S states show no

energetic shift but respond only by a decrease in 3p state density (Fig. 10).

The most significant difference between the bulk and surface electronic structures is then,

at the surface, Fe dz2 states are displaced to the top of the valence band, forming surface states.

The calculations make no such indication for S 3p states and so here, it is assumed that they

contribute negligible surface state density.  Normally, the presence of surface states leads to

atomic reconstruction, reducing the surface free energy (see Zangwill, 1988).  But based on

surface structural evidence to the contrary in this case, these surface states should be preserved

and are thus best described as dangling bonds.  The symmetry and energy of these dangling

bonds are such that they should dictate the surface chemical behavior and, because they are

localized on Fe sites, imply an increased reactivity of Fe sites toward oxidation.
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Figure 8: Cross-section of the 9-monolayer periodic slab used to calculate the projected

densities of states for bulk and surface environments in pyrite.
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Figure 9: Calculated projected densities of states for the Fe 3 states

in both bulk and surface environments in pyrite.
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Figure 10: Calculated projected densities of states for the S 3 states

in both bulk and surface environments in pyrite.
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Mulliken population analyses of the charge distribution in the slab show that charge is

preferentially shifted from surface S atoms into the bulk.  This means that the charge on surface

S atoms is slightly more electropositive than for equivalent sites in the bulk, consistent with the

observation that S 3p states are depopulated at the surface.  Furthermore, the possibility that

the low spin property of bulk pyrite could be converted to high-spin at the surface was

investigated (Bronold et al., 1994b).  This could have implications for the sorption of

paramagnetic species such as O2 (see Becker and Hochella, 1996).  For the same 2-D periodic

slab, the system was restricted to a spin-polarized solution for several initial SCF cycles, but the

spin configuration always reverted to low spin when the restriction was lifted.

Atomic Scale Scanning Tunneling Microscopy

The power of STM imaging lies in its ability to elucidate the electronic structure of a

surface at the atomic scale.  Surfaces of pyrite have been previously studied using STM in air

(Eggleston and Hochella, 1990; Fan and Bard, 1991; Eggleston and Hochella, 1992; Siebert and

Stocker, 1992; Eggleston, 1994; Eggleston et al., 1996).  Interpretation of the image data in

chemical terms seldom is straightforward, but based on the theoretical calculations, some

insight is available.  By virtue of the fact that electrons occupying the highest energy filled

states are the least tightly bound, they have the longest decay lengths away from the surface

into the vacuum.  For STM, the implications are that the states which are closest to the Fermi

level of the negatively-biased electrode (either the sample or the tip) are the primary

contributors to the tunneling current.  In the case of a negatively biased sample, electrons

tunnel primarily from a narrow energy range of the highest filled states of the sample into

empty states of the tip.  For a pristine pyrite {100} surface in vacuum, this means that Fe sites

should be high tunneling current sites at negative bias because the highest energy filled states

are Fe 3d dangling bonds.  Furthermore, should the dangling bond states be only partially

occupied, Fe sites should appear as high tunneling current sites at low positive bias voltage as

well.
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Atomic scale UHV STM observations are consistent with these assertions.  The images

show that the {100} surfaces are atomically flat over nanometer scales separated by half unit cell

high steps (Figs. 3-5).  Topographic (Z-piezo voltage data) and current image data show an

array of high tunneling current sites, the symmetry and spacing of which are consistent with

the face centered cubic array of Fe atoms within a {100} plane of the structure (Fig. 11).  Figure

11c and 11d are low-pass FFT filtered images of the atomic corrugation in the raw Z and I

images, respectively.  In all the Figure 11 images, the image edges are roughly aligned with

crystallographic axes of the single crystal sample.  As shown best in Figure 11a, a step edge

and corner is imaged in the lower right corner.  The step height, as measured using a

topographic profile, is ~2.5 Å corresponding to roughly half of a unit cell edge.  Figures 12a

and 12b are topographic and current images, respectively, which show an atomically resolved,

half-unit cell high step edge.  The step edge direction along the surface for half unit cell high

steps is usually preferential to <11> directions although <10> control has also been observed.

Images identical to those described above were obtained most successfully at a variety of

low bias voltages within the bulk band gap (-400 to -20 mV and +20 to +140 mV) (Fig. 13).

Attempts to collect images at biases lower than ± 20 mV resulted in tip scouring of the pyrite

surface.  Sets of images collected at positive and negative biases simultaneously (dual-mode

STM) were also obtained down to within +/- 20 mV of the Fermi level (Fig. 14).  These images

show 1 to 1 correspondence of the location of high tunneling current sites, indicating that both

the highest occupied and the lowest unoccupied states are localized at surface Fe sites.  The

narrow voltage range used to collect these images is probably an indication that there is either

a surface gap that is no greater than 40 meV, or that the density of surface states is continuous

but somewhat reduced closer to the Fermi level.  In either case, when combined with the slab

calculation results, it can be logically argued that the high tunneling current sites in the dual-

mode STM images correspond to partially filled Fe dz2 - like dangling bond surface states.

Their effect on the tunneling behavior of the pyrite surface is shown diagrammatically in
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a) c)

b) d)

Figure 11: Atomic-scale raw topographic (a) and current (b) UHV STM images of

in-vacuum cleaved pyrite {100}. The images in (c) and (d) are low-pass FFT filtered images

of (a) and (b), respectively. The scale bar represents 10 Å. The lower-right corner of (a)

shows a half-unit cell high step edge. The solid white arrow in (a) points to a corner site

in the step edge. The tunneling conditions were -0.2 V bias and 2 nA setpoint current.
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Figure 12: Atomic-scale topographic (a) and current (b) UHV STM images showing two terraces

separated by a half-unit cell high step. Solid and outlined white arrows in (a) point to corner and

kink sites along the step edge, respectively. The face-centered cubic surface cell (with some

unavoidable image distortion) is outlined in (b). The step edge runs along Fe-Fe surface directions.

The tunneling conditions were -0.1 V bias and 1.4 nA setpoint current.

a) b)



Kevin M. Rosso Chapter Two - Electronic Structure of Pyrite Surfaces 33

Figure 13: Diagram showing the bias voltage values corresponding to atomically resolved

UHV STM images. All of the images showed a face-centered cubic array of bright and dark

spots consistent with the expected distribution of surface Fe sites.
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Figure 14: Dual-mode UHV STM images collected simultaneously at -0.14 V bias and

1.4 nA setpoint current (a), and 0.14 V bias and 1.0 nA setpoint current (b). The scale

bar represents 10 Å. Both images show a face-centered periodic array of bright and

dark sites (outlined). The locations of the sites show approximate 1 to 1 correspondence

between the images.

a)

b)
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Figure 15 for n-type pyrite.  Equilibration between the pyrite bulk and Fe dangling bond states,

located in the bulk band gap, involves filling the surface states up to the position of the bulk

Fermi level (Fig. 15a).  The charge occupying the surface states constitutes a potential which

repels bulk electrons from approaching the surface, resulting in an upward bending of the bulk

bands at the surface (Fig. 15a).  Equilibration between the tip and sample Fermi levels (Fig.

15b), and the application of bias voltage to the tunneling contact (Figs. 15c and 15d) involves

essentially no change in surface electronic structure of the sample.  Under conditions of applied

bias, electrons originate from (small negative bias, Fig. 15c) or tunnel to (small positive bias,

Fig. 15d) surface states at Fe sites.  The fact that both the highest energy occupied states and the

lowest energy unoccupied states at the surface are localized on Fe sites is an indication that

both electron donor and acceptor species sorbed to the surface should interact primarily with

Fe sites.

Scanning Tunneling Spectroscopy

Area-Averaged Spectra.  Area-averaged tunneling spectra were collected to elucidate the

overall distribution of state density at the surface on both sides of the Fermi level.  The

normalized (dI/dV)/(I/V) spectrum in Figure 16 is the average of 90 spectra collected at

random locations on the surface using several different samples freshly cleaved in UHV and

several different etched W tips.  The valence band DOS acquired using tunneling spectroscopy

is in good agreement with that acquired using UPS (Fig. 6), especially when one considers the

remarkable differences in the data acquisition mechanisms.  Both spectra show a prominent

feature at the top of the valence band, a peak that we have already been able to ascribe to

mostly Fe 3d and minor S 3p states.  It can be reasoned, however, that the relative contribution

of atomic orbitals to the density of states as measured by the two methods should be somewhat

different.  The kinetic energy range of the photopeak at the top of the valence band equates to

an electron attenuation length of ~20 Å (Seah and Dench, 1979) which means that, although

UPS is surface sensitive, there is an appreciable contribution of bulk states to the spectrum, i.e.
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Figure 15: Schematic band structure diagrams modeling the tip-pyrite tunneling contact.

a) Thermal disequilibrium between tip and type sample. E and E are the conduction

and valence band edges, respectively. Bulk electrons at the Fermi energy infill the surface

states, which are dangling bonds localized at Fe sites. Electrons occupying the surface

states constitute a surface potential which causes an upward bending of the bulk bands

at the surface. b) The zero-bias tip-sample tunneling contact. Under conditions of applied

bias, electron tunneling (I ) is accomodated primarily by surface states at both small

negative (c) and positive (d) sample bias.
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the Fe 3d t2g states.  In contrast, tunneling spectroscopy is sensitive only to sample states at the

location of the tip, which in this case should be the dangling bond states and S 3p states.  The

presence of surface state density within the bulk band gap has also been observed using

tunneling spectroscopy on pyrite in air (Fan and Bard, 1991; Eggleston et al., 1996).

Revealing the energetic location of the band edges using tunneling spectroscopy is a

problematic task.  As can be seen in the area-averaged spectrum (Fig. 16), the apparent width

of the surface gap is much larger than the dual-mode STM images indicate.  The reason for this

is partly due to a low S/N ratio for large tip-sample distances, and partly due to a loss of

spectral information arising from the well-known mathematical divergence of the

(dI/dV)/(I/V) calculation at very low current values.  For semiconductor surfaces, during the

collection of I(V) spectra, the tunneling current approaches zero faster than the bias voltage as

the voltage ramp approaches the Fermi level from either direction.  Very low current values at

finite bias voltages cause the denominator to go to zero and the normalized curve to have a

spike in the gap.  This artifact can be easily suppressed by adding a small constant to the

denominator over the whole curve, at the expense of spectral information in the band gap

region.  At the same time, the steepness of the I(V) curve and the width of this flat, low current

region is dependent on the tip sample distance.  Large tip-sample separations give large low

current regions around the Fermi level and thus poor S/N ratios for spectral information from

the gap region.  However, large separations are needed for wide dynamic range in the I(V)

curve using a fixed tip-sample separation during data collection.  Smaller tip-sample

separations are needed for spectral data near the Fermi level, at the expense of wide dynamic

range.  For these reasons, the area-averaged spectrum in this study lacks spectral details near

the Fermi level and gives an underestimation of the density of states within the bulk band gap.

Single-Point Spectra.  Single-point spectra were also collected in an attempt to take

advantage of the potential of tunneling spectroscopy to resolve LDOS features at specific
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Figure 16: Area-averaged normalized ( I/ V)/(I/V) tunneling spectrum collected over

a random distribution of points on in-vacuum cleaved pyrite. The spectrum is the average

of 90 spectra collected with two separate W tips.
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surface sites.  For pyrite, unfortunately the optimal tunneling conditions for collecting

atomically resolved images and that for wide dynamic range tunneling spectra are very

different.  Because of this, and because we could not implement the varying-gap method (see

Methods section above), we collected tunneling spectra independent of atomically resolved

images.

It should also be pointed out that collection of meaningful single-point spectra on freshly

cleaved pyrite in UHV proved to be very difficult and only in the rarest cases were we able to

attain stable tunneling contact during I(V) collection giving a high signal-to-noise ratio.

Successful spectra collected were generally one of two types.  Representative ones are shown in

Figure 17a.  The spectra show that the maximum intensity at the top of the valence is at

approximately -0.8 or -2.0 eV, and the maximum intensity at the bottom of the conduction band

is at 1.2 or 1.6 eV.  The density of states near the Fermi level and the locations of the band edges

are better represented by the single point spectra compared to the area-averaged spectrum, but

they are still subject to the same difficulties as discussed above.  Based on the STM imaging

results and the insight provided by the ab-initio calculations indicating the presence of surface

states localized on Fe, it can be asserted that the spectra showing a prominent peak at -0.8 eV

(smaller surface gap) are probably collected over surface Fe sites (high tunneling current sites)

and the spectra showing a prominent peak at -2 eV (larger surface gap) must be collected over

S2 sites (low tunneling current sites).

The site-specific state density distributions elucidated by the single-point spectra are

consistent with the STM observations in several ways.  The filled component of the dangling

bond states is the primary source of state density, and therefore tunneling current, on the order

of bond lengths away from the surface, at negative bias voltage.  Because electrons populating

these states have the longest decay lengths and, at negative bias, the transmission probability is

highest for states closest to the Fermi level of the sample (Hamers, 1993), they should dominate
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Figure 17: Single-point normalized ( I/ V)/(I/V) tunneling spectra collected on a

pristine pyrite surface (a), and calculated local densities of states (LDOS) for tip positions

over surface sites (b). Contributions to the LDOS over surface Fe and S sites originate

primarily from Fe 3 - like dangling bond states and S 3 states, respectively.
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the tunneling current at any negative bias voltage.  Indeed, all the successful atomically

resolved STM images collected in this study showed a face centered cubic arrangement of high

tunneling current sites consistent with Fe sites.  Along those same lines, it should be noted that

one would not expect "contrast reversal" in the STM images at negative bias even though the

LDOS over S sites becomes greater than that for Fe deeper in the valence band (Fig. 17a).

However, at positive bias, the source of long decay length electrons is derived from the narrow

portion of the top of the tip valence band (0 - ~ 0.3 eV (Hamers, 1993)) which probe unoccupied

electronic states of the sample.  This leads to somewhat higher resolution at positive sample

bias than for negative (Hamers, 1993).  Based on the single-point spectra, one could expect to

see contrast reversal at high positive bias (~ > +2 V), where S sites should become brighter than

Fe sites.  Unfortunately, attempts to confirm this assertion have been unsuccessful so far.

The STM images are conclusive, though, on the point that the lowest energy unoccupied

states are localized on Fe sites.  This is a imaging result that is not readily revealed in the

tunneling spectra due to the poor behavior of the (dI/dV)/(I/V) conversion near the Fermi

level as previously discussed.  The observation that the difference in the density of unoccupied

states between Fe and S sites is small higher into the conduction band may explain the

difficulties in achieving atomic resolution images higher at positive bias (up to ~ 1.2 V).

Atomic imaging requires significant tunneling current contrast between sites (Chen, 1993), as

would not be the case for positive bias voltages in the vicinity of ~ + 1 V.

Calculated Local Densities of States

For comparison with the experimental spectra, we calculated the LDOS for points

positioned over Fe and S2 dimer sites using GAUSSIAN94, and also calculated projected LDOS

using atomic orbitals which could contribute to state density near the Fermi level (Fe 3d, S 3p)

(Fig. 17b).  It should be noted that calculations of the type used here often overestimate the

band gap due to difficulties in the estimation of the energy attributed to correlation interaction
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between electrons.  Although the peak positions in the calculated LDOS are shifted, there are

remarkable similarities with the experimental spectra.  Both show a narrower gap over Fe sites,

a 1.2 eV difference between the maxima for the top of the valence band over Fe vs. S sites, and

that the bottom of the conduction band is at similar energies for both surface sites.  Again it is

interesting to note that this last observation provides an explanation for the fact that STM

imaging at atomic resolution on pyrite is more difficult in UHV at positive bias voltage as

opposed to negative.

The LDOS projected onto Fe 3d and S 3p orbitals show that, at surface Fe sites, the highest

energy filled state is predominantly due to a 3dz2 - like dangling bond, and the conduction

band minimum at the surface is due to antibonding Fe 3dz2 - S 3p states.  For the S states, which

are not energetically displaced at the surface, this is consistent with the recent theoretical study

showing that the bulk conduction band minimum consists of significant contributions from S

3p orbitals (Evert et al., 1998).  The S site LDOS is composed of entirely S 3p states on both sides

of the Fermi level within the energy range shown.  Non-bonding Fe 3d states do not contribute

significantly to the LDOS over surface Fe sites.  However, they make small contributions for tip

positions slightly displaced along surface Fe-Fe directions.  This is consistent with the fact that

the non-bonding orbitals are oriented along body diagonals of the unit cell and do not project

perpendicular to the plane of the surface.  In light of this, the smaller peaks which are observed

in the experimental spectrum for surface Fe sites at ~ -2.4 eV (Fig. 17a) may be derived from

non-bonding Fe 3d states, given the reasonable assumption that the spectrum was collected

slightly off-center over an Fe site.

Beam-Induced Surface Alteration

During the early stages of the UHV STM/STS experiments in this research, it became

apparent that the tunneling spectroscopic behavior showed a dependence on whether or not

the STM chamber was illuminated.  It was discovered that incandescent light from a fiber optic
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W-filament lamp could modify the I(V) behavior of the tunneling contact (Fig. 18).  Illuminated,

freshly cleaved samples tended to show more ohmic behavior with a more rapid rise in

tunneling current as a function of bias voltage, especially for the positive bias ramp.  Pyrite is

well known to be photoactive, the effects of which can significantly alter the chemical behavior

of its surfaces (Ennaoui et al., 1986; Jaegermann and Tributsch, 1988; Schubert and Tributsch,

1990; Mishra and Osseo-Asare, 1992; Bronold et al., 1994a).  Previous work in this area has

addressed the physical aspects of this photo-induced effect so a discussion here is not

warranted.  However, a related phenomenon was encountered that has not been previously

discussed.  It was found that the surface conductivity of in-vacuum cleaved pyrite {100} is

altered by exposing the surface to UV light, as would be used for UPS measurements.  The

behavior was assessed during attempts to engage and image surfaces that had been previously

analyzed using He I UPS.  Establishing tunneling contact with such surfaces, usually using a

bias voltage of +1 V and a setpoint current of 1 nA, repeatedly resulted in tip crashes, on

samples that had been successfully imaged before they were irradiated with UV light.  Similar

behavior was observed for samples that had been exposed to Al Kα x-rays for XPS, and low-

energy electron beams for LEED, except to a lesser degree.  The tip would engage these

surfaces, but the tunneling contact was invariably unstable which precluded the collection of

high quality images.  This effect is perhaps related to the experimental observation that the

quality of LEED images would degrade in a matter of minutes after exposing the surface to the

electron beam, which is not an uncommon behavior (Brundle, 1974).  LEED images of the

"altered" surface were qualitatively indistinguishable from the non-irradiated surface, so we

suggest that the effect is purely electronic, with possible ties to changes in the energy and

occupation of surface states due to photo-induced production of electron-hole pairs and charge

trapping/de-trapping (Jaegermann and Tributsch, 1988; Osseo-Asare, 1993).  We did not

attempt to quantify this behavior for the purposes of this study, nor is it known whether or not

this effect is reversible.  At this point, we only suggest that such behavior is noteworthy and

that it has obvious implications for future UHV surface studies of pyrite.
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Figure 18: Area-averaged I(V) tunneling spectra collected on in-vacuum cleaved pyrite comparing

the tunneling current response in the dark vs. illuminated conditions. Each spectrum is the average

of 25 curves collected with a PtIr tip.
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SUMMARY

Collectively, the combined experimental and theoretical approach has provided new insight

into the atomic and electronic structure of pyrite {100} surfaces.  The surface structure is

unreconstructed and well described as a simple termination of the bulk.  The near-Fermi level

electronic structure is primarily composed by Fe 3d dangling bond states. Normalized

tunneling spectra are in good agreement with the UPS spectra.  Normalized single-point

tunneling spectra reveal localized state density differences between atomic sites on the surface,

which are interpreted using ab-initio calculations of the surface LDOS.  The occupied

component of the surface state localized on Fe is clearly expressed in the single-point spectra.

As it is the highest energy filled state at the surface, it is the most energetically favored source

of electrons for oxidative attack by a sorbed species.  The fact that surface states are present in

the bulk band gap can significantly reduce activation energy barriers for electron transfer to

redox couples interacting with surface Fe sites.  At the same time, the dual mode STM results

indicate that the lowest unoccupied states are also localized on Fe sites.  This suggests that

surface Fe sites are also favored for sorption of electron donor species.  The fact that the surface

electronic structure is dominated by dangling bond states means that at least the initial

interactions between sorbing species and the surface will be driven by the quenching of high

energy surface states at Fe sites.  A companion paper follows on the interaction of these

surfaces with H2O-O2 mixtures (Rosso et al., submitted).
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Chapter Three

The Interaction of Pyrite {100} Surfaces with O2 and H2O:
Fundamental Oxidation Mechanisms

INTRODUCTION

The geochemical, environmental, and technological significance of pyrite oxidation has

resulted in many studies devoted to understanding this oxidation process.  Low temperature

aqueous solution experiments (Goldhaber, 1983; McKibben, 1984; Wiersma and Rimstidt, 1984;

McKibben and Barnes, 1986; Moses et al., 1987; Nicholson et al., 1988; Moses and Herman, 1991;

Williamson and Rimstidt, 1994) collectively have unraveled the general principles of the overall

mechanism.  One of the most notable characteristics of pyrite oxidation is that, in the end

products, only sulfur is oxidized, whereas iron is ferrous in both the crystal and as a dissolved

species in solution.  The stepwise oxidation of sulfur from a -1 state in pyrite disulfide to a +6

state in sulfate involve very fast reactions and thus attempts to understand the sequential

oxidation of sulfur have met with little success.  Various sulfoxy species have been detected in

solution in small quantities.  However, the low concentration and the lability of these

intermediate sulfur species make their analysis difficult.  Important contributions to our

understanding of this problem were provided from stable isotope tracer studies (Taylor et al.,

1984; Reedy et al., 1991) which showed that oxygen in the end product SO4
2-

 is dominantly

derived from H2O; both pH and temperature have minimal effects on this outcome.  This

means that dissociated H2O species play a key role as reactants in the overall oxidation process

and any mechanistic model must take this into account.

The development of our understanding of individual reaction mechanisms at the pyrite

surface has been based largely on surface analytical approaches.  Several studies have been

devoted to the oxidation of pyrite in air, most of which have relied heavily on X-ray
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photoelectron spectroscopy (XPS) data (Buckley and Woods, 1987; Mycroft et al., 1990; Karthe

et al., 1993; Nesbitt and Muir, 1994).  Collectively, the results indicate that the initial air

oxidation products are iron oxides and/or hydroxides, followed by iron sulfate, and finally an

iron-deficient sulfide layer.  The question then remains as to how these products form and

why.

To begin to answer this question requires experimental observations of these reactions as

they occur at the atomic scale.  Studies at this scale are few (Eggleston, 1994; Eggleston et al.,

1996) but have given us a great deal of insight into site-specific oxidation reactions.  STM

observations of pyrite oxidizing in air show the initial development of oxidation products

across the surface and the participation of iron states in oxidation (Eggleston et al., 1996).

However, our understanding of the fundamental oxidation reactions is restricted because of the

lack of experimental techniques where surface-sensitive microscopic and spectroscopic

observations of the oxidation process can be constrained with a suitable level of chemical

isolation.  Our capability to surmount these obstacles has been realized with the use of the

scanning tunneling microscope when it is used in conjunction with standard ultra-high

vacuum (UHV) systems.  This experimental setup provides an opportunity for detailed

examination of the surface and the fundamental surface reactions involved in the initial stages

of pyrite oxidation.  At the same time, chemical interpretations of tunneling microscopic and

spectroscopic data are not unambiguous without supporting insight that can only be derived

from theoretical calculations.  This combined experimental and theoretical approach has been

previously applied to a study of the electronic structure of pyrite surfaces (Rosso and Hochella,

submitted).  In this study, this combined approach is used to further develop our

understanding of pyrite surface reactivity by investigating its interaction with O2, H2O, and

mixtures thereof.
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METHODS

Principal Instrumentation and Samples

Scanning tunneling microscopy (STM), scanning tunneling spectroscopy (STS), ultra-

violet photoelectron spectroscopy (UPS), and low energy electron diffraction (LEED) were

performed in a OMICRON compact UHV lab operating at a base pressure of 1 × 10
-10

 mbar.

The main chamber is equipped with a dual anode (Al,Mg) x-ray source, UV lamp, ion gun, a

reverse view LEED with a 1 keV electron gun, cylindrical sector electron energy analyzer, and a

sample heater capable of heating to 750 
o
C.  Natural pyrite single crystal cubes from Logroño,

Spain were obtained from the Museum of Geological Sciences at Virginia Tech.  The samples

were cut into approximately 5 × 5 × 10 mm oriented prisms with faces parallel to the cubic

axes.  Samples showing any visible inclusions were discarded.  The prisms were slightly

notched to control the fracture propagation.  The samples were mechanically mounted in

custom stainless steel stubs and cleaved using an in-house built cleavage stage in the load-lock

chamber, which is turbo-pumped to better than 1 × 10
-7

 mbar.  Pyrite crystals cleaved in the

load-lock chamber were transferred to the lower base pressure of the main chamber (low 10
-10

mbar range) in less than 30 seconds.

Gas Dosing

The system is equipped with an in-house built gas leak manifold for controlled gas bleeds

to various parts of the main chamber.  Pure H2O vapor was prepared starting from de-ionized

water in a fused quartz thimble attached to the gas introduction manifold.  The water was

purged of dissolved atmospheric gases by three cycles of freezing, pumping off the residual

vapor, and then thawing.  High purity O2 (99.99%) was used for oxygen dosing experiments.

Mixtures of O2-H2O were prepared in the gas introduction manifold prior to dosing by filling a

closed section with the equilibrium vapor pressure of water at room temperature, and then

introducing and adjusting the O2 pressure until the desired mole ratio was reached.  The total

gas pressure was measured using a capacitance manometer and the gas composition was
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estimated using ideal gas relationships.  The gases were introduced to the main analytical

chamber through a precision leak valve and the pressure was monitored using an ionization

gauge.  Typical dosing pressures were in the high 10
-8

 to the low 10
-7

 mbar range.  The gas

exposure was recorded in units of Langmuir (1L = 1.33 × 10
-6

 mbar · sec) by integrating the

pressure vs. time curve.

X-ray Photoelectron Spectroscopy

XPS analyses were performed using a Perkin-Elmer 5400 equipped with a concentric

hemispherical analyzer with a resolution of 0.9 eV as determined using the Ag 3d5/2 line, dual

anode (Al, Mg) X-ray source, and a base pressure of 1 × 10
-8

 mbar.  Mg Kα X-rays were used,

and photoelectrons were collected at 45 degrees.  High purity O2 (99.99%) introduced through

a precision leak valve was used for oxygen dosing experiments.

Ultra-violet Photoelectron Spectroscopy

UPS spectra were collected using He I (21.2 eV) radiation and a pass energy of 10 eV.  The

sample surface was oriented normal to the lens axis of the analyzer.  The sample stubs, the

outer surface of the pyrite prism, and the notches in the prisms used in the UPS experiments

were sputter coated with a visible layer of Au to isolate the Fe spectral data to that coming

from the cleaved surface.  Because UV radiation has been shown to alter pyrite surfaces to a

non-conducting state (Rosso and Hochella, submitted), spectra were collected on individual

samples that had been previously exposed to the gas(es) of interest but not to UV light.

Samples exposed to UV radiation were subsequently found to be unusable for surface reaction

studies.  The absolute binding energy scale of the UPS spectra was referenced to the sample

Fermi level, which was determined by subtracting 21.2 eV from the low kinetic energy

photoelectron cutoff energy and adding the workfunction of the spectrometer.  The low kinetic

energy edge was designated at the energy half way between the 16% and 84% count rate levels
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at the cutoff.  The workfunction of the spectrometer is based on the measured position of the

Ag 3d5/2 photo peak.

Low Energy Electron Diffraction

LEED patterns were acquired using 4-grid reverse view LEED optics (OMICRON) at

beam energies between 70 - 300 eV.  The electron gun has a spot size of approximately 1 mm.

Patterns were collected immediately after turning up the beam energy because patterns

collected on both in-vacuum cleaved and gas-dosed surfaces were found to degrade in a few

minutes.

Scanning Tunneling Microscopy and Spectroscopy

For STM experiments, tips were prepared by electrochemically etching W wire in 1 M

KOH.   Surfaces with large, flat terraces were targeted for atomic-scale imaging.  Samples and

tips were stored under base pressure in a carousel attached to the main chamber.  Samples

were shielded from light during all STM imaging and tunneling spectra data collection.  All

STM/STS data were collected at room temperature.  Atomic scale images were processed using

band pass FFT filtering to remove noise.  Frequencies pertaining to atomic periodicity and low

frequencies pertaining to “topographic” features were passed.

Tunneling spectra were collected on surfaces that had been incrementally dosed with

oxygen.  Each of the spectra on oxygen exposed surfaces represent the average of 125 curves

collected over the period of 5 minutes over a 1 nm
2
 area on the surface, between oxygen

exposures.  This approach is based on the idea that, over the course of the 5 minutes, piezo-

drift will cause the tip to be displaced over a random distribution of locations on the surface.

At each spectroscopy point, the tip raster was paused, the feedback loop was turned off, the

voltage ramp was applied, the loop was re-engaged, and imaging resumed.  The time required

to collect each spectrum was 63 ms including 50 µs delays between each spectral datum to let
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capacitive transients die out.  Because the most successful imaging conditions were at low bias

for atomically resolved images, the tip-sample distance was relatively small.  Therefore, during

the voltage ramp at a spectral point, the exponentially increasing tunneling current quickly

saturated the current-to-voltage converter.  Because of the tunneling electronics were

incompatible with simultaneously adjusting the tip-sample separation during the voltage

ramp, the varying-gap spectroscopic method could not be implemented (Mårtensson and

Feenstra, 1989; Feenstra, 1994).  This precluded the simultaneous collection of spectra with

atomically resolved images, so the spectra were collected without knowledge of whether the tip

was located in either an oxidized or unoxidized area of the surface.  In order to collect wider

dynamic range spectra, tunneling conditions were re-optimized for a large tip-sample

separation specifically for spectral data collection.  Using a bias voltage of 4 V and a setpoint

current of 7 nA allowed a -4 to +4 V dynamic range in the voltage ramp.  The raw I(V) curves

were converted to (dI/dV)/(I/V) data using a least-squares moving window fit.  The

mathematical spike at low bias was suppressed by adding a small constant to I/V before the

conversion.

Ab-initio Calculations

Ab-initio calculations of adsorption reactions on pyrite clusters were performed using

GAUSSIAN94 (Frisch et al., 1995).  The calculations were performed on a 27-atom stoichiometric

cluster used to successfully model the pyrite {100} surface (Rosso and Hochella, submitted).

An electron core pseudopotential basis set known as SBKJC VDZ ECP was chosen for both Fe

(Stevens et al., 1992) and S (Stevens et al., 1984).  Regarding the iron basis set, several minor

modifications were made.  The most diffuse (exponent 0.04) sp function was removed to save

unwarranted computational expense and the exponents of the most diffuse sp and d functions

were energy optimized simultaneously.  The optimal exponent for these gaussian functions

was 0.161 which was similar to the original 0.1213 (sp) and 0.1382 (d). For oxygen and

hydrogen, a standard LANL2DZ ECP basis set was used.  The calculations were performed at
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the unrestricted Hartree-Fock level of theory.  Geometry optimizations of the full cluster have

demonstrated the stability of the structure and a resistance to significantly reconstruct, in

agreement with the known surface structure (Pettenkofer et al., 1991; Rosso and Hochella,

submitted).  Therefore, for purposes of reducing computational costs, geometry optimizations

in this study were restricted to the position of the adsorbate molecule with respect to the fixed

cluster coordinates.

RESULTS / DISCUSSION

Photoelectron Spectroscopy / LEED

He I UPS valence band spectra of pyrite {100} exposed to O2, H2O, mixtures of O2/H2O,

and air were collected to observe changes in the valence band structure of the surface.  Samples

exposed to pure O2 show a progressive oxidation and an apparent passivation towards

oxidation by approximately 20 L exposure.  The oxidation of the surface is generally

manifested as a decrease in the density of filled states near the top of the valence band and a

concomitant appearance of peaks deeper in the valence band (Fig. 1a).  These features are more

clearly revealed by subtracting the spectra and plotting the difference intensity (Fig. 1b).  In the

negative intensity region of the difference spectra, it can be seen that the decrease in the DOS at

the top of the VB is focused between 0 - 5 eV binding energy and this decrease is divided into

two regions by a feature which can be described as a less negative “peak” centered at about 2

eV.  The DOS decrease in the lower binding energy region at about 1 eV can be attributed

primarily to the oxidative consumption of a filled surface state that has Fe 3d character (Rosso

and Hochella, submitted).  This mid-gap state has been shown to be a dangling bond state

localized on surface Fe sites that is due to the undercoordination of those Fe atoms.  The loss of

Fe 3d eg - S 3p bonding overlap results in a destabilization of a dz2-like state at the top of the

valence band.  Because this is the highest energy filled state, electrons populating this state are

the least tightly bound and have the longest decay lengths from the surface into the vacuum.
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Figure 1: He I UPS valence band spectra (a), and difference spectra (b) for pristine pyrite

surfaces and those exposed to O gas. Difference spectra = reacted - pristine spectra.2
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At the same time, the symmetry of the dz2 orbital contributing to this state is such that it

projects out nearly normal to the plane of the surface, providing significant potential overlap

for sigma-like interaction with a sorbing oxidant.  Taken altogether, this surface state should be

the primary source of electrons at the surface and should be the most reactive state towards

oxidation.  Based on these observations and the UPS difference spectra, we can begin to assert

that incoming O2 interacts primarily with the surface state at Fe sites.  In the process, sorbed O

species depopulate the non-bonding Fe 3d states which are concentrated at 1 eV (Li et al., 1971;

Bullett, 1982; Van der Heide et al., 1980; Rosso and Hochella, submitted).

The difference peak at 2 eV (Fig. 1b) represents a loss of state density which is less

sensitive to the presence of sorbed O species.  Calculations of the surface electronic structure

using band theory predict that S 3p orbitals contribute state density over a wide range of

binding energies with the highest energy S 3p states overlapping the Fe 3d non-bonding states

at 1 eV (Rosso and Hochella, submitted).  States that lie just below the energy of the non-

bonding Fe 3d states should be primarily derived from these S 3p orbitals.  This is true for bulk

and surface environments as it has been shown that surface S 3p states are not energetically

shifted from their bulk band energies (Rosso and Hochella, submitted).  If it is assumed at this

point that sorbed O species primarily depopulate Fe 3d states, then the peak shown in the UPS

difference spectra at 2 eV binding energy represents surface S 3p states.  This issue, however,

will be developed further below.

The energy range between about 3 - 5 eV (Fig. 1b) falls within the predicted 3 -6 eV range

corresponding to Fe 3d - S 3p bonding states (Rosso and Hochella, submitted).  Under the same

assumption as above, the depopulation of Fe 3d states would cause the loss of state density in

this energy range.  It was shown (Rosso and Hochella, submitted) that the loss of a

coordinating S at surface Fe sites caused state density to shift from the previously bonding dz2

states into the remaining bonding dx2-y2 states.  The sorption of O2-derived species at surface Fe
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sites involves re-establishing a bonding interaction for the Fe 3dz2 state and consequently state

density shifts back out of the dx2-y2 states to populate this bond.

The UPS difference spectra also show an increased DOS deeper in the valence band

appearing as peaks at approximately 7 and 10 eV (Fig. 1b).  These increases can be attributed to

the development of new states due to chemical interaction between sorbed O species and

surface Fe sites.  Except in a few cases, the spectra do not, however, provide unambiguous

information regarding the specific sorbed species on the surface, i.e. O2, O2
-, O

-
, or O

2-
.

However, valence band DOS increases in the energy range indicated by the UPS difference

spectra are common for sorbed O containing species on sulfides and oxides (see Brundle, 1974;

Pettenkofer et al., 1991; Henrich and Cox, 1994; Eggleston et al., 1996).  In the spectra for the

pure O2 exposures, the presence of two photopeaks may possibly be a reflection of bonding

overlap between the Fe dangling bond state and the 2pz orbital of oxygen at 10 eV, and the

degenerate, non-bonding 2px and 2py oxygen orbitals at 7 eV (see Pettenkofer et al., 1991).  The

formation of this bond comes at the expense of negative charge from the filled dangling bond

on Fe.

LEED analyses of the surface structure of the in-vacuum cleaved {100} surface have been

performed previously (Pettenkofer et al., 1991; Rosso and Hochella, submitted).  Because

sorbed O species are expected to interact with surface Fe sites, one might expect such a

superstructure to be evident in the LEED patterns in the case that O atoms were uniformly

distributed in an “on top” geometry over Fe sites.  However, the intensity and sharpness of the

diffraction spots were qualitatively indistinguishable between the clean and O2 exposed

surfaces (4 - 43 L O2).

Surfaces exposed up to 10 L of pure H2O showed no detectable change in the valence

band structure.  This was not a surprising result as it has been previously shown that H2O only
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sorbs to pyrite surfaces at low temperature and desorbs at room temperature (Guevremont et

al., 1997; Pettenkofer et al., 1991).  In Pettenkofer et al. (1991), water physisorbed molecularly to

Fe sites at 100 K and reversibly desorbed upon heating to room temperature.

Valence band spectra of surfaces exposed to certain mixtures of O2 and H2O showed that

the combination of the two gases most aggressively oxidized the surface.  Similar changes in

the valence band structure were observed for surfaces exposed to O2/H2O mixtures relative to

pure O2, but more than an order of magnitude less exposure was found to produce state

density losses of the same intensity (Fig. 2).  Surfaces oxidized by 0.1 L of 50 mol% O2 mixtures

showed an equivalent reduction in state density between 0 - 5 eV as that for 20 L of pure O2.

At the same time, this exposure also resulted in a more rapid build-up of state density in the

energy range of 5 - 11 eV.  The degree of surface oxidation due to this exposure is roughly the

same as that caused by a 30 second exposure to air (uncontrolled humidity) (Fig. 2).  He I

photoemission from 2p states of chemisorbed oxygen have been documented as a broad feature

at 6 eV for sorbed O on Si (111) (Wagner and Spicer, 1974) and at 7 and 11 eV for molecular

H2O on TiO2 (110) (Kurtz et al., 1989).  Pettenkofer et al. (1991) documented valence band peaks

at 7, 10, and 13 eV for physisorbed H2O on pyrite {100}.  Similar to the case for pure O2

exposures, the close spacing between photopeaks derived from O 2p states in the binding

energy range where we see DOS increases precludes the determination of the surface

speciation of the adsorbate molecules.  Because the distinction between the possible types of

sorbed species is not explicit in the UPS data, this issue will be addressed further in a

theoretical discourse below.

The 1 to 1 mole ratio of O2/H2O mixture turned out to be the most facile at effecting

oxidative changes in the valence band spectra.  Figure 3 shows valence band difference spectra

for surfaces that were exposed to 0.1 L of three different mole ratios of mixed O2/H2O,

compared with data for 20 L of pure O2.  Similar difference features can be seen for oxidation
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Figure 2: He I UPS valence band spectra comparing pristine pyrite surfaces with

those exposed to O , O -H O, and air.2 2 2
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Figure 3: He I UPS valence band difference spectra of pyrite surfaces that were exposed

to similar doses of different mixtures of O -H O, and a surface that was exposed to a much

larger dose of pure O .
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by O2 and by O2/H2O mixtures.  As the concentration of O2 in the mixture is reduced, the

difference spectra approach that for pure H2O, i.e. no change.  On the other hand, the pure O2

end-member results in oxidation of a much lesser degree.

In Rosso and Hochella (submitted), it was shown that exposure of the pyrite surface to

low energy electron beams and X-ray and UV incident radiation, especially UV radiation, alters

the electronic structure of the surface towards a non-conductive state.  Thus, it was of interest

to examine the effect of this alteration on the surface reactivity.  Samples were analyzed using

UPS before exposure to various O2 doses, and reanalyzed between each dose.  It turned out

that samples that were initially UV irradiated displayed no change in the upper valence band

DOS when exposed up to 166 L O2 (Fig. 4).  The alteration of the surface to a non-conductive

state is apparently accompanied by an inertness of the surface towards oxidation by O2.  The

possibility that this could be related to photo-enhanced oxidation of the surface by background

gases in the analytical chamber can be ruled out based on the good agreement between our He

I UPS spectra of the unexposed in-vacuum fractured surface and identical analyses performed

elsewhere (Li et al, 1974; Van der Heide, 1980; Pettenkofer et al., 1991).  The idea that the UV

altered surface would be less reactive was tested by irradiating the upper half of an in-vacuum

cleaved sample to He I UV radiation, removing it from the instrument along with the non-UV

irradiated lower half, and let the entire sample oxidize in air for 7 days.  The UV exposure for

the upper half was that for typical UPS data collection on the system (approx. 10 minutes)

which has been shown to cause the surface to become non-conductive as determined by failed

attempts to engage tunneling contact between the tip and the surface with UHV STM.  XPS

analyses of Fe 2p, S 2p, O1s, and C 1s are shown in Figure 5 for both portions of the sample.

The O 1s counts are higher for the UV irradiated sample and Fe 2p and S 2p counts are lower,

suggesting more oxygen coverage at the surface and a higher susceptibility to oxidation in air

for the irradiated sample.  At this time, no tested explanation can be offered for this surprising

result, and an in-depth investigation into this behavior is beyond the scope of this study.
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Figure 4: He I UPS spectra showing no change in the valence band structure of a pyrite

surface exposed to various doses of O (L) after the surface had been irradiated with He I UV light.2
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Figure 5: XPS spectra of UV-exposed and unexposed pyrite allowed to oxidize in air for 7 days.

unexposed UV-exposed

730 720 710 700 177 167 157

292 287 282542 537 532 527



Kevin M. Rosso Chapter Three - Reactivity of Pyrite Surfaces 68

However, the change in the surface electronic structure may be related to photo-enhanced

generation of electron-hole pairs and charge trapping/de-trapping, which can alter the energy

and occupation of surface states (see Jaegermann and Tributsch, 1988; Osseo-Asare, 1993).

Scanning Tunneling Microscopy

STM is a very sensitive and local probe of the electronic density of valence and conduction

bands states near the Fermi level.  Atomically resolved UHV STM images of pyrite at low

negative or positive bias display a face-centered cubic array of high tunneling current sites

(bright sites) at Fe centers (Rosso and Hochella, submitted).  The S2 dimer is located at the

lower tunneling current sites (dark sites).  The higher relative tunneling current at Fe sites at

negative or positive bias voltage arises primarily from the dangling bond surface state which

dominates the top of the valence band and forms the bottom of the conduction band at the

surface.  The interaction of these states with oxygen should therefore involve the formation of

Fe-O bonds which quench the surface state and decrease the tunneling current over reacted Fe

sites at either bias.

Indeed, images collected on O2 exposed samples show the development of distinct dark

“patches” (Fig. 6) where surface Fe sites have been oxidized.  Likewise, images collected

simultaneously at both negative and positive bias (dual-mode STM) show the reduction of

surface state density at both the valence and conduction band edges, localized on Fe (Fig. 7).

Because imaging pyrite at the atomic scale is a relatively difficult task, “real-time” observations

of oxidation progress were not feasible.  However, successful observations of the atomic scale

oxidation features, for both O2 and O2/H2O dosed surfaces, showed a consistent set of

characteristics. For the small range of tunneling conditions that led to the clearest atomic

imaging, the tunneling current decrease from the average bright site to within a dark patch is

the same within error as the difference between the bright Fe and the dark S2 sites.  The patches

are more often than not bounded by surface {11} or Fe-Fe directions, in agreement with air
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Figure 6: Atomic-scale topographic UHV STM image of an in-vacuum cleaved pyrite {100}

surface after exposure to 4 L oxygen. The tunneling conditions were -0.1 V bias

and 3 nA setpoint current. The image was band pass FFT filtered to remove noise. The

scale bar represents 20 Å. A unit cell is outlined. The image shows oxidation features in

the form of dark "patches" where Fe sites have reacted with oxygen.
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Figure 7: Dual-mode current UHV STM images collected simultaneously on pyrite {100} exposed

to 4 L oxygen. The tunneling conditions were -20 mV bias and 3 nA setpoint current (a), and

20 mV bias and 3 nA setpoint current (b). The scale bar represents 10 Å. The images were band

pass FFT filtered to remove noise. Dark patches due to oxidation occur in both images indicating

that state density is removed from both the valence and conduction band edges. A local reduction

in the tunneling current at sites neighboring a patch can be generally seen as circumscribed by

white dashed lines.Oxidation patches are generally bounded by <11> directions across the surface.

a)

b)
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oxidation observations (Eggleston et al., 1996).  In the higher quality images of the oxidation

patches, a decrease in tunneling current is observable at Fe sites bordering a patch (Figs. 7, 8, 9,

and 10).  This observation of atomic structure at the transition between oxidized and

unoxidized domains is most readily apparent in the current images, rather than the

topographic, or Z-piezo voltage images (e.g. Fig. 7).  This may indicate that the oxidation of an

Fe site may also draw state density from neighboring Fe sites, or there may be a decrease in the

tunneling transmission probability due to an increase in the local workfunction at sites

neighboring a patch.  Workfunction increases are the general rule where sorbing species form a

surface dipole with the negative end towards vacuum.  This effect has been documented for the

adsorption of Br2 on in-vacuum cleaved pyrite (Pettenkofer et al, 1991), although no significant

workfunction change was observed in this study using UPS.  Therefore, the observation that

decreased tunneling current sites border an oxidation patch probably equates to a strong local

influence of oxidized Fe on the density of states of surrounding sites.  This is similar to the

effects predicted in calculated STM images of a PbS surface with sorbed oxygen (Becker and

Hochella, 1996).

In all the UHV STM images collected on O2 exposed surfaces, unreacted areas on the

surface were found, even for O2 doses of up to 600 L, much greater than the point at which

UPS indicated that the surface had "stopped" reacting (20 L).  This means that between 0 - 20 L

O2, changes in the valence band structure observed by UPS is a reflection of the relatively rapid

development of discrete oxidation patches.  At higher doses, the surface oxidizes much more

slowly.  This is consistent with the observation that the progression of oxidation of the surface

in air progresses slowly over the period of days using STM and UPS (Eggleston et al., 1996) and

XPS (Nesbitt and Muir, 1994).  We interpret this to mean that the initial formation of oxidation

patches involves surface sites of somewhat higher affinity for oxygen, possibly surface defects.
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a)

b)

Figure 8: Topographic (a) and current (b) UHV STM images collected on pyrite {100}

exposed to 4 L oxygen. The tunneling conditions were -0.1 V bias and 3 nA setpoint

current. The scale bar represents 10 Å. The images were band pass FFT filtered to remove

noise. White dotted lines outline an oxidation patch.
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a) b)

Figure 9: Topographic (a) and current (b) UHV STM images collected on pyrite {100}

exposed to 4 L oxygen. The tunneling conditions were -0.1 V bias and 3 nA setpoint

current. The scale bar represents 10 Å. The images were band pass FFT filtered to remove

noise. White dotted lines outline oxidation patches.
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Figure 10: Topographic (a) and current (b) UHV STM images collected on pyrite {100}

exposed to 0.4 L 40 mol % O (O - H O). The tunneling conditions were -0.1 V bias and

2 nA setpoint current. The scale bar represents 10 Å. The images were band pass FFT

filtered to remove noise. An oxidation patch is shown on the right of both images.

2 2 2

a)

b)
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The occurrence and reactivity of defects has been a focal point in recent studies of pyrite

surfaces.  The presence of linear defects at the atomic scale at an estimated occurrence of 0.05

defects per surface Fe site have been demonstrated using STM in air (Eggleston et al., 1996).

Although we observed no linear defects, a small proportion of point defects were found which

we interpret as Fe vacancies attributed primarily to cleavage induced surface damage (see

Rosso et al., in preparation).  The Fe 2p XPS tail-off intensity (Karthe et al. 1993) and the specific

adsorption behavior of H2O on UHV cleaned pyrite (Guevremont et al., 1997; Guevremont et

al., 1998) has been attributed to S-deficient defect sites, which likewise have been projected to

be present in the bulk crystal (Bronold et al., 1994) at 1% concentration (Birkholz et al., 1991).

Since, in this study, no direct evidence for a significantly high concentration of surface defects

was found, we can only tenuously ascribe the more reactive surface sites responsible for the

birth of oxidation patches as similar to those described above.

From the UHV STM image data of surfaces exposed to low doses of O2, the initial

reactivity of the surface can be addressed, cast in terms of the sticking probability for O2.  The

sticking probability is the fraction of the molecules that impinge on a surface and stick divided

by the total number of impinging molecules.  From the 4 L images (see Figs. 6, 7, 8, and 9), we

estimate that, on average, 30% surface Fe sites have been oxidized.  The exposure in Langmuirs

(L) can be converted to molecules/cm
2
 (Ex) by the relation (Masel, 1996):

L
MWT

.
Ex

g

1610972 ⋅=

where MW is the molecular weight of the gas (AMU) and Tg is the gas temperature (K).  Using

this equation, we calculate ~1 × 10
15

 molecules/cm
2
 impinge on the surface for a 4 L exposure

of O2.  Using Fe sites as the adsorption sites, then there are 6.8 × 10
14

 sites/cm
2
 on a flat {100}

terrace.  Assuming for the moment that O2 dissociatively sorbs (see ab-initio section below),
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then a sticking probability of 0.1 is calculated for O2 impinging on a pristine UHV-cleaved

surface at room temperature.

Scanning Tunneling Spectroscopy

I(V) tunneling spectroscopy involves measuring the dependence of the tunneling current

on the bias voltage, which, when differentiated and normalized, can be nearly directly related

to the sample density of states.  Local and area-averaged I(V) tunneling spectra have been

collected on these surfaces and have been successfully related to the surface DOS (Rosso and

Hochella, submitted).  Averaged I(V) tunneling spectra, showed a “flattening” in the shape of

current response curve with O2 exposure indicating an increasing insulating character to the

surface (Fig. 11).  Likewise, differential normalized tunneling spectra showed the progressive

decrease in the DOS at the top of the valence band and the bottom of the conduction band (Fig.

12a), in agreement with the UPS observations.  The loss of state density at the valence and

conduction band edges is consistent with the consumption of the dangling bond states

localized at Fe sites.

Difference tunneling spectra (exposed minus unexposed) (Fig. 12b) show that the DOS

decreases are focused at ~ -1.5 and +1 eV, and increases occur at -3 and 2.5 eV.  In regards to the

valence band changes, the trends between the UPS (Fig. 1b) and STS data (Fig. 12b) are similar

in that the loss of state density is at a maximum in the vicinity of -1 eV, which we attribute to

electron transfer from surface states to oxygen.  Likewise, this is followed by a more positive

feature at between -2 to -3 eV (-2 eV from UPS data, -3 eV from STS data) that is attributed to S

3p states.  There are some differences here, however, that should be addressed.  The difference

intensity of the S 3p feature is negative overall in the UPS data but positive in the STS spectra.

This discrepancy is most likely due to the relative surface sensitivities of UPS compared with

STS.  The kinetic energy of the He I UPS photoelectrons from these S 3p states equates to an

electron attenuation length of approximately 25 Å (Seah and Dench, 1979).  Therefore, the UPS
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Figure 11: I(V) area-averaged tunneling spectra collected over a random distribution of

points on pristine and O exposed surfaces. Each spectrum is the average of 125 spectra (see Methods

section). The tunneling conditions were 4 V bias and 7 nA setpoint current.
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Figure 12: Area-averaged ( I/ V)/(I/V) tunneling spectra (a), and difference

spectra (reacted - unreacted) (b) collected over a random distribution of points on

pristine and O exposed surfaces (L). Each spectrum for oxygen exposed surfaces is

the average of 125 spectra (see Methods section). The tunneling conditions were

4 V bias and 7 nA setpoint current.
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data contain significant contributions from non-bonding Fe 3d states, which are progressively

depopulated by sorbed O species causing a net loss in state density in the overlapping S 3p

states.  STS, on the other hand, is sensitive only to states that decay into the vacuum on the

order of a few bond lengths (< 10 Å) from the plane of the surface.  Tunneling spectra of the in-

vacuum cleaved surface show that contributions to state density in this range arise

predominantly from dangling bond states and S 3p states (Rosso and Hochella, submitted).

The non-bonding Fe 3d states contribute only minor state density because, in the language of

molecular orbital theory, the non-bonding dxz, dyz, and dxy orbitals do not project normal to the

plane of the surface.  Thus, the S 3p feature in the difference STS spectra is less negative than

that for the UPS data.  An additional variable which may factor into the intensity discrepancy is

related to the (dI/dV)/(I/V) conversion, which becomes less accurate when the tunneling

conductance begins to diverge from a perfect exponential relationship (Hamers, 1993).  The I(V)

curves show a slight deviation from true exponential behavior, which could not be avoided

(Fig. 11).

The discrepancies of the electron binding energy peak positions between the difference

UPS and STS data can be related to a couple of factors.   The first is due to difficulties in

accurately unveiling the locations of the band edges in the conversion from I(V) to

(dI/dV)/(I/V).  The conversion mathematically diverges near the Fermi level for

semiconductors because I approaches zero faster than V, causing a spike in the gap region.  A

simple but effective strategy for suppressing the spike is to add a small constant to the (I/V)

denominator across the spectrum.  This invariably has the effect of shifting the apparent

energies of the band edges away from the Fermi level slightly.

Another factor is related to the effects of the varying electric field between the tip and the

sample during the voltage ramp, usually referred to as tip-induced band bending.  It has been

shown that the high field between the tip and sample can significantly alter the positions of the



Kevin M. Rosso Chapter Three - Reactivity of Pyrite Surfaces 80

bulk bands near the surface of wider band gap materials (Kaiser et al., 1988; Weimer et al.,

1989).  The effect spreads out the energies of the spectral features away from the Fermi level

(Hamers, 1993).  In general, a high concentration of occupied dangling bond states on the

surface of a semiconductor tends to fully screen the effects of this field on the band positions by

changing the occupation of the surface states somewhat (Kaiser et al., 1988).  Thus, in these

experiments, the unexposed pyrite surface was most likely immune to the effects of tip induced

band bending (Hamers, 1993).  However, as sorbed O species consume the dangling bond

states, the screening potential of the surface states is reduced and the effects of tip-induced

band bending may then become significant.  The end result is an artificial displacement of the

energy of the tunneling spectral features, like the valence band S 3p feature, away from the

Fermi level.

Ab-initio Calculations

To this point, the effects of exposing pyrite surfaces to O2/H2O on the electronic structure

of the surface have been presented.  The adsorption behavior of mixtures of O2 and H2O

strongly suggest that there is an enhancement in the sticking probability for O2, or for H2O, or

both.  It becomes difficult to advance the interpretation of this behavior further, however,

without submitting the observations to calculation.  Because the interactions of these gases with

the surface involves electron transfer, the problem must be approached with ab-initio

calculations.  Because pyrite is a transition metal sulfide, cluster calculations were necessary for

investigating the reactivity of the surface due to the unwieldy computational costs that would

be required to model adsorption reactions on this mineral with ab-initio periodic calculations.

Cluster calculations have been successfully used to model adsorption on other systems (e.g.

Hermann and Bagus, 1978; Siegbahn and Wahlgren, 1991; Becker and Hochella, 1996).  For

modeling surface sites, the cluster chosen contains one 5-coordinated Fe site and two 3-

coordinated S sites on one surface (Fig. 13) which are the respective bonding environments for

the uppermost surface Fe and S sites on a flat terrace.  Corner Fe sites (coordinated by 3 S
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Figure 13: 27-atom cluster of pyrite used for calculations of the

interaction of the {100} surface with oxygen and water species.

ab-initio

(Top View)

(Side View)

Iron

Sulfur
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atoms) were utilized as a basic model for surface “defect” sites consistent with the prevailing

understanding that the {100} surface contains significant fractions of S-deficient defects

(Birkholz et al., 1991; Karthe et al. 1993; Guevremont et al., 1997; Guevremont et al., 1998).  Since

the structure of these defects is not yet known, the coordinatively undersaturated environment

for a corner Fe site in the cluster can only be considered as a simplistic analogy.

Oxygen.  Geometry optimizations of the position of an O2 molecule over the surface show

that the adsorption of an O2 molecule (spin multiplicity = 3) to a surface Fe site is energetically

downhill by 9.2 kcal/mol.  O2 takes up a tilted “end-on” geometry with the O closest to the Fe

centered (Fe-O = 1.98 Å) along the Z-axis of the C4v symmetry bonding environment, restoring

the distorted octahedral environment of bulk Fe (Fig. 14a).  Mulliken population analyses show

that the O bonded to the Fe has a net charge of -0.49 and essentially no α-β spin density, while

the upper O is -0.13 and has a net spin density of 1.  The charge drawn to the O bonded to the

Fe leads to spin pairing of one of the unpaired spins in the π*
 orbital of the O2 molecule, but

also effectively lowers the bond order from 2 to 1.5.  This loss of bond strength is reflected in

the longer O-O bond length for sorbed O2 (1.38 Å) vs. that calculated for gaseous O2 (1.21 Å).

Likewise, the dissociation energy for sorbed O2 is calculated to be 40% of that for free O2,

which suggests that O2 is more prone to dissociate on the surface.

The sorbed O2 molecule (Fig. 14a) aligns itself between the largest separations of

uppermost S sites, along Fe-Fe directions, owing to electrostatic repulsion between negatively

charged O and S atoms.  We tested the possibility that O2 would dissociatively chemisorb by

splitting the O2 molecule into monatomic O atoms over Fe sites along the Fe-Fe direction.

Geometry optimizations of these O atoms show that this configuration (Fig. 14a) is strongly

thermodynamically favored over sorbed molecular O2, consistent with the predominant

experimental observation of dissociative chemisorption for O2 on a wide range of surfaces (see

Zangwill, 1990; Benzinger, 1991; Henrich and Cox, 1994).  The two O atoms compete for
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Figure 14: Optimized cluster configurations and reaction energies for the interaction of

the pyrite {100} surface with O (a) and O (b). A negative reaction energy means that the

respective arrow points in the downhill direction. The calculations indicate that oxygen

dissociateively chemisorbs to Fe sites.
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electrons from the cluster.  The O atom bonded to the corner Fe, coordinated to 3 S atoms, is

best characterized as chemisorbed O
-
  based on the 1.90 Å Fe-O bond length, -0.61 net charge,

and one unpaired spin.  The O atom on the center Fe, coordinated to 5 S atoms is best

characterized as physisorbed O based on the longer bond length of 2.29 Å, near neutral charge

of +0.12 owing mostly to polarization, and a spin density of 2.  This is consistent with the

premise that the oxidation of pyrite surface is more aggressive at S-deficient defect sites on the

surface where Fe is coordinated to less than five S atoms.

To investigate the properties of sorbed O
-
 at a Fe site on a “defect-free” surface, we

utilized clusters shown in Figure 14b.  Monatomic oxygen sorbs in an “on-top” configuration

over the center Fe site, with a Fe-O bond length of 1.96 Å and a bond energy of 124.7 kcal/mol.

The sorbed O
-
 draws charge from the cluster, reducing it to a Mulliken charge value of -0.61,

and has one unpaired spin.  Taken altogether, the calculation results for the adsorption

behavior of O2 are consistent with our experimental observations and those of Pettenkofer et al.

(1991) for the sorption of the oxidant Br2 on pyrite {100}.

Water.  Geometry optimizations of H2O and related species are shown in Figure 15.  The

calculations indicate that the sorption of molecular H2O at surface Fe sites is

thermodynamically favorable, but with much less driving force than that for O2.  The H2O

molecule sorbs with the negative end of its dipole towards the surface, in agreement with the

experimental observations of Pettenkofer et al. (1991) at lower temperature.  The sorbed H2O

molecule is best characterized as physisorbed since the sum of the Mulliken charges for the

H2O molecule is 0.03, indicating no charge transfer.  The adsorption energies for molecular

H2O over the center (Fig. 15a) and a corner (Fig. 15b) Fe site are estimated to be 50.8 and 57.8

kcal/mol respectively (exothermic processes), energetically downhill processes at room

temperature given that kt ~ 0.5 kcal/mol.  In a recent study by Guevremont et al. (1998), the

desorption energy difference for molecular H2O from surface Fe sites and S-deficient defect
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Figure 15: Optimized cluster configurations and reaction energies for the interaction of

the pyrite {100} surface with water (a, b) and dissociated water (c, d, e, f) species. A negative

reaction energy means that the respective arrow points in the downhill direction. The calculations

indicate that water molecularly physisorbs to Fe sites.
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sites was measured to be 5 kcal/mol using temperature programmed desorption.  Thus,

although the calculations incorrectly predict that H2O should molecularly sorb to the pyrite

surface at room temperature, the direct comparison of cluster energies gives values consistent

with experiment.  Comparison of the energies of the molecularly sorbed H2O cases with

various optimized configurations of dissociated H2O species (Fig. 15c-f) indicate that the

dissociation of H2O on the surface is not thermodynamically favored, in agreement with

experiment (Pettenkofer et al., 1991; Guevremont et al., 1998).

Oxygen and Water.  Various configurations of H2O, H2O-derived species, and O
-
 were

geometry optimized on the upper surface of the cluster (Fig. 16), and the total cluster energies

were compared.  Because the dissociative chemisorption of O2 is strongly downhill, monatomic

O was optimized over the center Fe site along with OH
-
 and H

+
 at either corner Fe sites or

surface S sites.  The co-adsorption of molecular H2O and O
-
 at Fe sites is calculated to be

thermodynamically downhill by 42.5 kcal/mol (Fig. 16a).  However, the adsorption energy is

lower than for the individual H2O and O
-
 adsorption cases, which may suggest that co-

adsorption reactions for surfaces exposed to O2/H2O mixtures is an activated process.  The

most thermodynamically favorable configuration, however, turns out to be the case where O
-

and dissociated H2O species are sorbed to Fe sites (Fig. 16b).  In the comparison of Figures 16a

and 16b, the geometry optimized configuration in Figure 16b is favored by 23.6 kcal/mol.  The

O
-
 is more strongly sorbed to the center Fe for the dissociated H2O case (1.96 Å, Fig. 16c) than

for the molecular H2O case (2.02 Å, Fig. 16b).  Likewise, the O-H bond lengths for the case

shown in Figure 16b are 0.96 Å and 0.94 Å, which, when compared with the O-H distance in

free H2O (0.95 Å), indicates a slight strengthening of one O-H bond and a slight weakening of

the other.  Collectively, these observations mean that although the dissociation of H2O on the

H2O-exposed surface is energetically uphill (>48.5 kcal/mol), it is downhill on the O2/H2O

exposed surface.  This can be understood based on simple charge budget arguments.  In the

configuration in Figure 16b, electrons drawn into the sorbed O
-
, which has a -0.61 Mulliken
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Figure 16: Optimized cluster configurations and reaction energies for the interaction of

the pyrite {100} surface with oxygen and water species. A negative reaction energy means

that the respective arrow points in the downhill direction. The calculations indicate that

the co-adsorption of water and oxygen (O ) on surface Fe sites is energetically downhill (a).

Sorbed water preferentially dissociates on the surface when co-adsorbed with oxygen (b).
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charge, are replenished by dissociated H2O species, which effectively donate -0.43 charges back

into the cluster.  The approximate balancing of charge transfers to and from the surface with

the combination of sorbed O2 and H2O-derived species is the most energetically favorable

method to quench Fe dangling bonds.

In the adsorbed O
-
 calculations (Fig. 14), Mulliken population analyses of the upper

surface atoms show that the electronic charge that is drawn from the cluster to populate the

sorbed O
-
 atom depletes the Fe and the two 3-coordinated S sites.  The formation of Fe-O bonds

at the expense of negative charge at S sites may increase the susceptibility of surface S sites to

hydrophyllic attack.  Such a mechanism would be consistent with the experimental

observations of Taylor and Wheeler (1984) and Reedy et al. (1991) that oxygen in the end-

product sulfate is primarily derived from dissociated H2O.  This question was tested by

geometry optimizing the coordinates of an OH
-
 over a surface S site, with and without the

presence of sorbed O
-
 at the center Fe site.  In the case without any sorbed O present on the

cluster, the OH
-
 does not sorb to surface S.  However, with O

-
 sorbed, OH

-
 sorbed to a surface S

site is a stable configuration (Fig. 16d), partly stabilized by the charge depletion due to sorbed

O
-
 and partly due to hydrogen bonding to the sorbed O

-
 (OH-O = 1.71 Å).  But this

configuration is thermodynamically unfavorable.  The sorbed OH
-
 is trapped in a local

minimum, the global minimum for which is the case shown in Figure 16b.  These calculations

demonstrate that the proposed hydrolysis of surface S is chemically plausible in the presence of

sorbed O
-
, but the question of whether or not this mechanism becomes dominant at more

advanced stages of surface oxidation is difficult to address currently due to the required

increase in computational costs.
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SUMMARY AND IMPLICATIONS

By comparison with the many previous studies of the oxidation of pyrite surfaces, this

investigation elucidates surface reactions occurring at the earliest stages of oxidation, at the

most chemically fundamental level.  These results are largely consistent with the body of work

on the oxidation of pyrite surfaces in both air and air saturated solutions.  The high density of

Fe 3d dangling bonds across the surface dictates the sorption behavior of both O2 and H2O.  Fe

3dz2 - O 2pz orbital bonding overlap increases the DOS at deeper levels in the valence band at

the expense of surface state density from both the valence and conduction band edges.  This

process is likely to be more rapid at surface defect sites, in the case where the defects are S-

deficiencies.  The formation of Fe-O
-
 and Fe-OH

-
 bonds across the surface are precursors to the

formation of iron oxides and oxyhydroxides, which have been experimentally observed using

XPS to form on air oxidized pyrite before the formation of S oxidation products such as sulfate

using XPS (Nesbitt and Muir, 1994).

Atomic-scale images of oxidation features show a local influence of oxidized Fe sites on

the density of states of neighboring Fe sites.  This effect is generally limited to nearest and next

nearest neighbors adjacent to an oxidation patch.  Its effect on the overall reactivity of the

surface is difficult to quantify.  Eggleston et al. (1996) modeled surface oxidation patches as

discrete semiconducting phases with state density within the bulk band gap of pyrite.  Our

STM/STS data demonstrates that, at least for the initial stages of oxidation, surface state

density decreases with oxidation progress.  However, the adsorption and electron transfer

reactions investigated here pertain only to the development of incipient product phases,

whereas in the study by Eggleston et al. (1996), oxidation progress was possibly more

advanced.

The theoretical prediction of preferential interaction of O2 and H2O derived species with

Fe 3d states, and not S 3p states, is in agreement with the appearance of a more positive S 3p
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DOS feature just below the valence band edge, as indicated by UPS and STS difference spectra.

Population analyses of O
-
 sorbed cluster calculations show that surface S sites are partially

depopulated by the formation of Fe-O bonds and thereby the S sites become slightly more

electropositive.  This increases the susceptibility of surface S site to hydrophyllic attack and

may eventually lead to the production of S-O bonds on the surface, as precursors to sulfate,

consistent with the observation that oxygen, in the end product sulfate, is largely derived from

H2O.

This behavior would be consistent with an electrochemical oxidation mechanism where

electron transfers to and from the surface take place at distinct anodic and cathodic sites.

Perhaps the most salient outcome of this investigation is the evidence that such a mechanism

can occur.  Both the experiments and modeling calculations point to the importance of the roles

of O2 and H2O as combined reactants for the most effective adsorption to the surface, with Fe

sites mediating as both anodic and cathodic sites.  The cathodic reaction is the dissociative

chemisorption of O2, and the anodic reaction is the dissociation of molecularly sorbed H2O.

The coupled reactions provide a probable mechanism for the production of dissociated H2O

species at the pyrite surface, a necessary precursor to the development of sulfate.
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Chapter Four

A UHVSTM/STS and Ab-Initio Investigation of Covellite {001}
Surfaces

INTRODUCTION

Covellite (CuS) has drawn the interest of many researchers due to its unique structural

and electrical characteristics.  It has a layered structure where copper is distributed into both

tetrahedral and trigonal planar sites, and disulfide groups bind the layers.  Its electrical

properties are also extraordinary in that it is a very low resistivity (~ 10
-7

 Ω ⋅ m, Meissner,

1929), moderate band gap semiconductor at room temperature (~ 1 eV, Shuey, 1975) and, after

a subtle phase transformation at 55 K (Fjellvåg et al., 1988), becomes a superconductor at 1.7 K

(Meissner, 1929; Buckel and Hilsh, 1950).  In these regards, covellite behaves curiously unlike

many of its related counterparts so, the majority of all previous investigations have been

directed at understanding its electronic structure (Narbutt, 1974; Nemnonov and Mikhailova,

1974; Sugiura et al., 1974; Domashevskaya et al., 1976; Nakai et al., 1978; Tossell, 1978; Folmer

and Jellinek, 1980; Vaughan and Tossell, 1980; Goble, 1985; Liang and Whangbo, 1993; Li et al.,

1994).  Covellite is also one of the most common naturally occurring copper sulfides.  It is

primarily associated with supergene enrichment zones in precious metal deposits but is also

found as a primary mineral in hydrothermal deposits (Shuey, 1975; Guilbert and Park, 1986).

The combination of the layered structure type and electrical properties make this material

unique among the binary sulfides.  This also means that this material is an ideal candidate for

the direct interrogation of its electronic structure at the atomic scale using scanning tunneling

microscopy and spectroscopy (STM/STS).  The use of STM/STS to elucidate the atomic scale

electronic structure of mineral surfaces is still a relatively new endeavor, but has been and

continues to be successfully applied to surfaces of important natural oxides and sulfides.
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Covellite has been successfully imaged at larger scales using an electrochemical STM (Higgins

and Hamers, 1996), but imaging at the atomic scale has never been performed to our

knowledge.

Much of the success in applying STM/STS lies with the ability to interpret the results at

the quantum mechanical level, a difficult task without a priori knowledge of the electronic

structure at the surface of the material.  In this respect, STM/STS experiments are most fruitful

when combined with theoretical calculations.  The impetus for this study is both to affirm this

statement and to examine the {001} surface of covellite using STM/STS, ultra-violet

photoelectron spectroscopy (UPS), low-energy electron diffraction (LEED), and ab-initio

calculations.

METHODS

Principal Instrumentation and Samples

STM, STS, UPS, and LEED were performed in a OMICRON compact ultra-high vacuum

(UHV) lab operating at a base pressure of 1 × 10
-10

 mbar.  Natural covellite single crystals from

Alghero, Sassari, Sardinia, Italy and Summit Mtn., Colorado, USA were acquired from the

Museum of Geological Sciences at Virginia Tech (#83 and #M1895, respectively).  The samples

exhibited reflection pleochroism (Frenzel, 1959) which is diagnostic for covellite (CuS),

distiguishing it from Blaubleibender covellite (Cu1+XS).  The resistivity of one of the samples

was measured to be 2.6 × 10
-7

 Ω⋅m.  Thin tabular samples with a surface area of approximately

8 × 8 mm were cut with a razor blade from larger specimens.  The samples were cleaved along

the basal plane in air or in an N2-purged glove bag before being introduced to UHV.  For the

in-air cleaved samples, the duration of exposure to air was approximately 1 minute.  The

samples were mechanically mounted on titanium stubs with titanium spot-welded spring clips.
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Ultra-violet Photoelectron Spectroscopy

UPS spectra were collected using He I (21.2 eV) radiation and a pass energy of 10 eV.  The

sample surface was oriented normal to the lens axis of the analyzer.  The absolute binding

energy scale of the UPS spectra was referenced to the sample Fermi level, which was

determined by subtracting 21.2 eV from the low kinetic energy photoelectron cutoff energy and

adding the workfunction of the spectrometer.  The low kinetic energy edge was designated at

the energy half way between the 16% and 84% count rate levels at the cutoff.  The

workfunction of the spectrometer is based on the measured position of the Ag 3d5/2 photo

peak.

Low Energy Electron Diffraction

LEED patterns were acquired using 4-grid reverse view LEED optics (OMICRON) at

beam energies between 50 - 125 eV.  The electron gun has a spot size of approximately 1 mm.

Patterns were photographically recorded and used for the determination of the surface unit cell

size and symmetry.

Scanning Tunneling Microscopy and Spectroscopy

For STM experiments, tips were prepared by electrochemically etching W wire in 1 M

KOH.  Samples and tips were stored under base pressure in a carousel attached to the main

chamber.  Samples were shielded from light during all STM imaging and tunneling spectra

data collection.  STM/STS data were collected at room temperature.  Atomic scale images were

processed using band pass FFT filtering to remove noise.  Frequencies pertaining to atomic

periodicity and low frequencies pertaining to “topographic” features were passed.  The most

successful tunneling conditions for atomic scale images were (bias, setpoint) +0.08 V, 3 nA;

+0.20 V, 1 nA; -0.8 V, 1 nA; -0.6 V, 1 nA; and -0.20 V, 1 nA.  I(V) tunneling spectra were

collected simultaneously while imaging using a variation of current imaging and tunneling

spectroscopy (CITS) (Hamers et al., 1987) on a well developed {001} terrace.  Spectra were
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collected on a square 10 × 10 grid of points within the 400 × 400 grid of imaging points.  At

each spectroscopy point, the tip raster was paused, the feedback loop was turned off, the

voltage ramp was applied, the loop was re-engaged, and imaging resumed.  Each spectrum

consisted of 200 spectral points.  The total acquisition time for each spectrum was 42 ms

including 50 µs delays between each datum to let capacitive transients die out.  I(V) Spectra

that happened to be collected directly over bright and dark sites were grouped and averaged

together.  Tunneling spectra were collected over a voltage ramp of -0.8 to +1 during atomic

imaging at -0.2 V and 1 nA setpoint current.

Ab-initio Calculations

Ab-initio calculations of the electronic structure of covellite were performed using

CRYSTAL95 (Dovesi et al., 1996) and topological properties of the electron density distribution

were calculated from the CRYSTAL95 wavefunction using TOPOND (Gatti, 1997).  The

calculations were performed on the 3 dimensional periodic crystal structure using the structure

refinement of Evans and Konnert (1976).  Full basis sets were used that have been developed

specifically for use in periodic systems.  An 86-411d41G basis set was used for Cu (Towler et al.,

1995) and an 86-311G basis set was used for S (Lichanot et al., 1993).  For the S basis set, the

most diffuse sp function was removed to save unwarranted computational expense and to

avoid problems with convergence.  Wavefunctions were calculated at the restricted Hartree-

Fock level of theory.  50 k-points were sampled (Monkhorst net) in the irreducible part of the

Brillouin zone.  The system converges to a metallic state.

RESULTS / DISCUSSION

Surface Atomic Structure

The structure of covellite has been well described in previous investigations, from the first

examination by Oftedal (1932) to the improved refinements Evans and Konnert (1976).  The
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following summary ensues with reference to these previous studies.  Each structural sheet-like

unit of covellite consists of three layers of hexagonal close packed S atoms with Cu disposed in

the tetrahedral and trigonal interstices.  Cu is trigonally coordinated and S is trigonal

bipyrimidal within the middle layer (Figure 1a).  Both Cu and S are tetrahedrally coordinated

in the layers above and below the middle layer.  The {001} surfaces of the top and bottom layers

are defined by corner sharing faces of Cu tetrahedra.  Two of these 3-layer units stack to form

the repeat unit along the c-axis, joined by S-S bonds (Figure 1a).

Covellite cleaves readily along {001} resulting in large, atomically flat terraces, similar to

other layered structure transition metal sulfides like molybdenite.  The question then arises

regarding the structure of the basal surface, which turns out to be a difficult question to answer

completely.  In contrast to molybdenite where groups of equivalent layers are bound by weak

van der Waals S-S interactions, layers in covellite are bound by either covalent Cu-S or S-S

bonds parallel to the c-axis.  The S-S bond length is relatively short (2.07 Å), significantly

shorter than the S-S bond length of the S2
2-

 anion group in pyrite (2.14 Å), and is expected to be

likewise strongly covalent.  As is the case for pyrite, the S-S bonds are expected to be much

stronger than the metal-sulfur bonds and therefore should be least likely to cleave.  This point

can be addressed more quantitatively using the theory of Atoms-in-Molecules (Bader, 1990),

where the electron density at the bond critical point (bcp) can be considered a measure of bond

strength.  Using TOPOND/CRYSTAL95, the electron density at the bcps of the symmetry

unique bonds in covellite were calculated (Table 1).  The electron density at the bcp of the S2

unit is 86% higher than that for the Cu-S bond parallel to the c-axis.  Considering that these

bonds occur the same number of times per unit cell, the logical conclusion is that the latter

bond will be preferentially broken during cleavage along {001}, as indicated in Figure 1a, in

agreement with previous assertions (Evans and Konnert, 1976).  This is also consistent with the

fact that the 55 K phase transformation from hexagonal to orthorhombic involves a slight
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slipping of the trigonally coordinated Cu layers with respect to the tetrahedrally coordinated

Cu layers (Fjellvåg et al., 1988).

Table 1:  Bond critical point properties for the symmetry unique bonds in covellite, where r(X)

and r(Y) are bonded radii and ρ(rc) is the electron density at the critical point.

Bond (X-Y) r(X) (Å) r(Y) (Å) Bond
Length (Å) ρ(rc) (e/Å

3
)

Cu-S (⊥ c-axis) 1.011 1.180 2.191 0.542

Cu-S (|| c-axis) 1.044 1.288 2.332 0.421

Cu-S (other) 1.042 1.263 2.305 0.435

S-S 1.036 1.036 2.072 0.784

Hence, dividing the structure along the Cu-S bonds aligned parallel to the c-axis

unfortunately creates two slightly different surface structures (Figure 1a).  Before surface

relaxation, in one case the plane of the surface is comprised of the trigonally coordinated Cu

layer, with S atoms in the same plane and missing one bond, and in the other it is comprised of

the formerly tetrahedrally coordinated Cu layer, with Cu atoms protruding above a S layer by

0.72 Å and missing one bond.  Assuming for the moment that these surfaces do not reconstruct

laterally, both surfaces would be similar when viewed down the c-axis in that they consist of an

hexagonal array of Cu and S as shown in Figure 1b.  This assumption is validated by the LEED

patterns collected on surfaces of the in-air cleaved samples in this study.  The LEED patterns

display hexagonal symmetry with a measured surface cell size of 3.79 Å, which agrees well

with the bulk a cell edge of 3.794 Å.  However, structural relaxation perpendicular to the plane

of the surface is probable (Hochella, 1990).  For either surface, this would most likely involve

withdrawing the S atoms into the surface somewhat, and “pushing” the Cu atoms away from

the surface, similar to what has been calculated for PbS surfaces (Becker and Hochella, 1996).

For the surface where the trigonal planar Cu layer is exposed, this would have the effect of

breaking the planar symmetry by forming pyrimidal groups across the surface.  Such a

relaxation imparts even more similarity between the two possible covellite surfaces as they
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would both be composed of corner sharing trigonal pyrimidal groups with Cu atoms

projecting further from the surface then S atoms.

In and of itself, the fact that two different yet similar covellite surfaces result from cleaving

is an important result for any future surface investigation on this material.  To address this

more rigorously for covellite, however, requires either an unwieldy ab-initio periodic slab

geometry optimization or quantitative LEED.  For the present study, it is assumed that the

surface structure can be generally represented by a hexagonal array of Cu and S atoms as

shown in Figure 1b, with the Cu atoms protruding somewhat above the S atoms.

Electronic Structure

Investigations of the electronic structure of covellite have been performed experimentally

using K-edge and L-edge X-ray absorption near edge spectroscopy (Li et al., 1994), Kβ X-ray

emission spectroscopy (Narbutt, 1974; Nemnonov and Mikhailova, 1974; Sugiura et al., 1974),

and X-ray photoelectron spectroscopy (Nakai et al., 1978; Folmer and Jellinek, 1980).

Theoretical investigations include ab-initio molecular orbital calculations (Tossell, 1978;

Vaughan and Tossell, 1980) and extended Hückel tight binding calculations (EHTB) (Liang and

Whangbo, 1993).  A majority of these previous studies disagree on the distribution of oxidation

states in the structure, especially with regards to Cu in the two different metal sites.  However,

the combination of studies by Liang and Whangbo (1993) and Nakai et al.(1978) forms a strong

case that formal charges in CuS are best described by the formula (Cu
+
)3(S

2-
)(S2

-
), where Cu in

both tetrehedral and trigonal planar sites is approximately monovalent, the S
2-

 sites are the

trigonal planar ligands, and the S2
-
 sites are three of the four tetrahedral ligand sites.  Our ab-

initio periodic calculations are consistent with this distribution.  Mulliken population analyses

of the 3-dimensional wavefunction assign very similar oxidation states to Cu in both trigonal

planar (+.978) and tetrahedral (+0.936) sites.  Trigonal ligand S sites have a Mulliken charge of -

1.428 and tetrahedral ligand S sites are given -0.711.  It has been argued that the highest
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occupied states in S2
-
 orbitals should lie higher in energy and be only partially filled, as

compared to the more completely filled S
2-

 orbitals (Liang and Whangbo, 1993).  Hence,

metallic conduction is mediated by the partially filled S2
-
 3p orbitals, with conductivity being

most facile along the tetrahedrally coordinated Cu layers.  This argument implies that the

Fermi level should be flanked by predominantly S 3p states, which has been theoretically

confirmed using periodic EHTB calculations (Liang and Whangbo, 1993).  In contrast,

molecular orbital calculations on discrete clusters predict that the partially filled states should

be crystal field like Cu 3d states (Tossell, 1978; Vaughan and Tossell, 1980).

Total and projected valence band densities of states (DOS) were calculated using Crystal95

and compared them directly with UPS valence band spectra of a freshly cleaved sample of

covellite (Figure 2).  The calculated DOS projected onto S 3p and Cu 3d atomic orbitals shows

that the highest occupied states are indeed predominantly comprised of S 3p states, and lesser

Cu 3d states.  The contribution of Cu 3d becomes higher than that for S 3p at slightly deeper

levels in the valence band.  Cu 4s states are not shown in Figure 2 because they do not

contribute significantly.  Furthermore, the calculated total DOS is in very good agreement with

the UPS spectra (Figure 2).  According to these calculations, the consistency between our

results and those of Liang and Whangbo (1993) supports the assertion that the highest

occupied and unoccupied states are primarily S 3p states.

For the purposes of this study, the next task is to address the difference between the

electronic structure of the bulk mineral and at the {001} surface.  This task is partly hampered

by the fact that the surface atomic structure is only constrained and not exactly known, and

partly because ab-initio periodic slab calculations of a metallic mineral are overly

computationally intensive.  However, it is reasonable to say that the electronic structure of the

surface will not be significantly different, from the perspective of STM, from that described for

the bulk unless dangling bonds shift state density into the bulk band gap.  As a general rule,
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Figure 2: A comparison of experimental valence band spectra (He I UPS) with calculated

densities of states. "Total" refers to the calculated total density of states, "S 3 " and "Cu 3 "

refer to the calculated partial contributions from those respective states.
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unreconstructed semiconductor surfaces will have dangling bond surface states (e.g. Zangwill,

1990).  It has been shown for in-vacuum cleaved pyrite that d orbital dangling bonds are

localized on surface Fe, but that undercoordinated surface S do not contribute surface state

density (Rosso and Hochella, submitted).  Assuming the same trend to be true for covellite,

then the {001} surface terminated by broken Cu tetrahedra will have dangling Cu d states, but

the surface terminated by the trigonal planar Cu layer will not.  We can advance this discussion

further with independent information supplied by STM/STS.

Scanning Tunneling Microscopy

UHV STM images of natural covellite cleaved in air were initially collected at larger scales

to characterize the surface microtopography.  Large, flat terraces were found at imaging scales

of hundreds of nanometers (Fig. 3a).  Step heights as low as ~ 3 Å were found which is

approximately equal to the height difference expected where both possible surface structures

have been exposed and are juxtaposed next to each other on either side of the step.  In some

areas, the surfaces were unexpectedly rough and appeared to be “coated” with a secondary

phase (Fig. 3b).  This texture was also present on covellite cleaved in N2.  Hence, we interpret it

to be a result of cleavage along a pre-exposed surface, a similar observation to that described

for natural hematite cleavage planes (Junta-Rosso and Hochella, 1996).  A detailed investigation

of the chemistry of this secondary phase is beyond the scope of this study.  Pre-exposed areas

on the surface were avoided for the purposes of atomic scale imaging.

Atomically resolved UHV STM images were obtained on both air and N2 cleaved

samples.  At both positive (Fig. 4) and negative (Fig. 5) bias voltages, atomic images showed a

hexagonal array of bright and dark sites with a repeat constant on the order of 4 Å (variability

due to drift), the latter being consistent with the LEED results.
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Figure 3: UHV STM images of the basal plane of covellite cleaved in air. The scale bars in a)

and b) represent 100 nm and 40 nm respectively. As shown in a), large flat terraces are prevalent,

separated by steps with heights as low as 3 Å.The surfaces of in-air or in-nitrogen cleaved covellite

are often found to "coated" by a probable secondary phase as shown in b).

a) b)
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Figure 4: Topographic (a) and current (b) UHV STM images of the atomically resolved basal plane of

in-nitrogen cleaved covellite. The scale bar represents 10 Å for both images. The images were collected

using +0.2 V bias and 1 nA setpoint current. A hexagonal surface cell is indicated.

a) b)
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Figure 5: Current UHV STM image of the atomically resolved basal plane of

in-air cleaved covellite. The scale bar represents 10 Å and the tunneling conditions

were -0.6 V bias and 1 nA setpoint current.
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At this point, a unique assignment of bright and dark sites to their respective atomic sites

cannot be made.  This is primarily due to the problem of not knowing whether surface states

are present.  For example, at negative bias voltage, STM is most sensitive to a small energy

range of occupied states closest to the sample Fermi level (Hamers, 1993).  In the absence of

surface states, our theoretical calculations predict that these would be dominantly S 3p states

and negative bias voltage images should show S sites as bright spots.  In contrast, if Cu

dangling bonds are present, tunneling current will primarily arise from partially filled Cu d

states located near mid-gap, causing Cu sites to be brighter than S sites.  Furthermore, it should

be noted that although we have predicted that surface Cu sites should project from the surface

slightly above the S layer, the above arguments should hold true.

Scanning Tunneling Spectroscopy

I(V) tunneling spectra in UHV were collected concurrently while imaging at atomic

resolution on samples cleaved in air to elucidate the local electronic structure in more detail.

Spectra were collected with the feedback loop off under conditions of constant tip-sample

separation (relatively large loop gain, slow scan rate) using a voltage ramp of -0.8 to +1 at every

40
th

 imaging point (Figure 6a).  Spectra that were found to occur directly over bright and dark

sites were grouped and averaged.  Figure 6b shows the average spectra of 16 curves collected

over bright sites and 15 curves collected over dark sites.  The curves collected over bright and

dark sites are statistically indistinguishable.  The lack of relative differences in these spectra

may be principally related to the fact that the spectroscopic energy resolution is can be

markedly decreased when the tip is very close to the sample surface, i.e. during atomically

resolved imaging (Avouris et al., 1991; Chen, 1994).  That is to say that the tip wavefunction

perturbs the surface electronic structure so as to smear out distinctive site specific features.

Although this may be true, the I(V) curves divulge some additional information about the

surface electronic structure.  The general shape of the spectra exhibits a strong asymmetry, i.e.

the current rises exponentially as a function of bias voltage at negative bias, and is “sluggish”
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Figure 6: a) Atomic-scale current UHV STM image of the {001} surface of in-air

cleaved covellite. The tunneling conditions were -0.2V bias and 1 nA setpoint current.

The scale bar represents 10 Å. White dots represent the locations of I(V) tunneling

spectroscopy points collected simultaneously with the image. Spectra that happened

to be collected directly over bright and dark sites in the images, . where the white dots

are filled in, were averaged and are shown in b).
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to rise at positive bias.  This rectifying behavior is due to tip induced changes in the positions

of bulk bands at the surface of a semiconductor in tunneling contact with a metal, otherwise

known as tip induced band bending (Kaiser et al., 1988; Weimer et al., 1989).  Furthermore, the

sense of rectification is indicative of the majority charge carrier type in the bulk sample.  The

I(V) curves collected in this study are characteristic for n-type conduction (Kaiser et al., 1988).

These concepts and their effect on the tunneling current are diagrammatically explained

in Figure 7, with reference to arguments presented in Kaiser et al. (1988).  Thermal equilibration

between the metal tip and an n-type semiconducting sample results in the formation of a

Schottky barrier (φB) (e.g. Sze, 1981) (Fig. 7b).  Under conditions of applied bias, the height of

the barrier is modified by the bias voltage, resulting in an increased barrier at positive bias (Fig.

7c) and a decreased barrier at negative bias (Fig. 7d).  Electrons tunneling across the gap will

originate from the highest occupied states of either the tip (positive bias) or from the sample

(negative bias).  In an n-type sample, it is assumed that the electrons in the highest occupied

states are the majority carriers populating the conduction band minimum (Fig. 7b).  As

tunneling electrons must be thermally excited over the barrier, the barrier height will largely

control the magnitude of the tunneling current.  Thus, during the collection of I(V) spectra, the

sluggish rise in the tunneling current at positive bias voltage can be attributed to a

continuously increasing Schottky barrier, whereas at negative bias, the barrier is reduced and

the tunneling current rises exponentially.

Tip induced modifications of the band bending at the surface are only significant on band

gap surfaces, i.e. no surface states (Kaiser et al., 1988).  Surfaces with a high concentration of

dangling bonds tend to be immune to electric field induced changes in the band bending

during the voltage ramp because occupied surface states screen the semiconductor bulk states

from the varying potential.  This observation permits the conclusion that the surface imaged in

Figure 6a and the spectra in Figure 6b were collected on a surface which was essentially free of
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Figure 7: Schematic band structure diagrams modeling the tip-covellite tunneling contact.

a) Thermal disequilibrium between tip and type sample. E and E are the conduction

and valence band edges, respectively. b) The zero-bias tip-sample tunneling contact results

in the upward bending of the bulk bands at the surfaceof the sample, forming a Schottky
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dangling bonds and thus, were most likely collected on the surface terminated by the trigonally

coordinated Cu layer.  Moreover, based on arguments presented above, it can now be stated

that the bright spots in the image shown in Figure 6a are most likely S sites, with the tunneling

current derived primarily from occupied S 3p states.  The rectifying behavior of the tunneling

spectra allows these conclusions to be uniquely drawn.  Similar attempts to “identify” the other

possible exposed surface structure using the tunneling spectroscopic “signature” have, so far,

been unsuccessful.

SUMMARY

Covellite is predicted to cleave Cu-S bonds along {001} because the S-S bond is predicted

to be significantly stronger.  The {001} surface can have two different, equally likely, exposed

layers.  LEED patterns indicate that these surfaces are not laterally reconstructed.  The surface

comprised of trigonal pyrimidal groups of former Cu tetrahedra is expected to have d orbital

dangling bond surface states.  The surface comprised of trigonal planar Cu groups is not.  Ab-

initio periodic calculations of the 3 dimensional structure show that Cu is monovalent in both

tetrahedral and trigonal planar sites, consistent with previous work.  Similarly, calculations of

the total DOS are in good agreement with UPS valence band spectra of freshly cleaved samples

of covellite.  Projected DOS calculations indicate that the highest occupied states are

predominantly S 3p states and lesser Cu 3d states.  STM images of the surface comprised of

trigonal planar Cu groups are expected to show S sites as bright spots at both small positive

and negative bias voltages.  Cu 3d dangling bonds on the other possible surface are likely to

cause Cu sites to be brighter than S sites.  Atomically resolved STM images of covellite {001}

show a hexagonal array of bright spots, consistent with LEED patterns.  STM images alone do

not allow an identification of the different possible exposed surface structures.  I(V) tunneling

spectra collected simultaneously with atomically resolved images show a rectifying behavior

indicative of a lack of dangling bond states in the bulk band gap.  This surface electronic
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characteristic was used to uniquely differentiate between exposed surface structures on

covellite.
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Appendix

SiO and BeO bonded interactions: A comparison of crystalline,
molecular and experimental electron density distributions

ABSTRACT

Bond critical point properties for the SiO bonds of the silica polymorph coesite, calculated

for representative H12Si5O16 molecular moieties of the mineral with molecular wave-functions,

are compared with those calculated for a bulk coesite crystal with crystalline wavefunctions.

The calculated properties for the moieties and the crystal are in better agreement than they are

with those observed in an X-ray diffraction experiment. A similar result was found for the BeO

bonds in bromellite (BeO). The poorer agreement between the observed and calculated

properties can be ascribed, at least in part. to the difficulty in determining accurate electron

density distributions with X-ray diffraction intensity data recorded for nearly perfect crystals.

As the SiOSi angles in coesite increase and the SiO bond lengths shorten, there is a

progressive build-up in the calculated electron density along the bonds. This is accompanied

by an increase in the curvatures of the electron density both perpendicular and parallel to each

bond. Although small in value, the cross-sections of the bonds become more circular as the

angle increases to 180°. Also, the bonded radius of the oxide anion decreases as the SiO bond

length decreases and the fraction of s-character of the bond increases.

The results of this study add to the body of evidence that indicates that the bonded

interactions and properties of a number of rock forming silicates are governed primarily by

short-range forces. A knowledge of the forces is central to our understanding of the interactions

that govern the structure, stability, properties, solid state reactions, surface reactions and phase

transformations of minerals. The software (CRYSTAL95 and TOPOND) used in this study to
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calculate the bond critical properties is bound to shed considerable light on these nature of

these forces and the crystal chemistry and the properties of minerals.

INTRODUCTION

Electron density distributions and the chemical bond.

The electron density distribution, ρ(r), of a bonded array of atoms incorporates all of the

information that defines the structure, stability and reactivity of the array (Kraka and Cremer,

1990). Thus, a study of the electron density distribution is an important undertaking in our

quest for understanding the properties and reactions at the atomic level. In an important series

of papers, Bader (1990) and his coworkers found that important insights into the properties and

reactivities of a large variety of molecules can be obtained by evaluating the gradient, ∇ρ(r),

and the Laplacian, ∇2ρ(r), of the electron density distributions. They found, for example, ∇ρ(r)

provides an observable construct in the electron density distribution for studying a chemical

bond, a concept that chemists in the past have regarded as an unobservable. By mapping the

gradient vector field of ρ(r), it was discovered that each pair of bonded atoms is connected by a

unique line along which the electron density is a maximum with respect to any neighboring

line in the field. Such a line defines a line of atomic interaction referred to as a bond path. This

line of maximum electron density manifests itself in a plane through the atoms as a ridge of

electron density. The point along the ridge where ρ(r) is a minimum defines a bond critical

point, bcp, denoted rc where ∇(r) = 0. In addition, the distance between each atom and rc,

measured along the bond path, defines the bonded radius of the atom in the direction of the

bonded interaction. As demonstrated by Bader and Essën (1984), the existence of a bond path

connecting two atoms satisfies the necessary and sufficient condition that the pair of atoms is

bonded. When a bond is broken, the bond path vanishes, but it reappears when the bond

reforms (Bader et al., 1983). Thus, by counting the number of bond paths that radiate from each
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atom, the number of bonds and the coordination number of each atom in a structure can be

uniquely determined in a simple and straightforward way.

Properties of the Laplacian

∇2ρ(r) delineates those regions of a bonded array where the electron density is locally

concentrated and depleted relative to the average value. Bader (1990) has shown for regions

where ρ(r) is locally concentrated that the local potential energy density dominates the local

electronic energy density and the electron density is tightly bound and compressed above the

average value. In regions where it is locally depleted, the local kinetic energy density

dominates and the electron density is expanded relative to its average distribution. While the

electron density distribution of an isolated atom is characterized by a single maximum in the

distribution that decays exponentially with distance from its nucleus, the ∇2ρ(r) distribution

consists of series of alternating, concentric shells of local concentration and depletion that

reflect the shell structure of the atom with the outermost shell corresponding to the valence

shell. The local concentrations in the ∇2ρ(r) distribution of the valence shell not only provide a

mapping of the non-bonded lone electron pairs of the Gillespie model (1972) of an atom but

also a mapping of the bonded electron pairs of the Lewis model. The location of such sites is

important because they provide a template delineating regions of a bonded array that may be

susceptible to electrophyllic attack and important clues for the construction of potential

transition state structures and reaction paths. For example, the approach of the reactants in a

Lewis acid-base can be predicted by aligning regions of local charge concentration with a

region of local charge depletion (Gatti et al., 1992).

Diagnostics of an electron density distribution

During the past decade, Bader’s (1991) strategies have made important contributions to

our understanding of the bonded interactions and reactions in molecules. By mapping those

regions where ∇2ρ(r) < 0 together with an evaluation of the properties of the electron density
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distributions at the point rc between bonded atoms, important information has been obtained

for a large variety of molecules including bond type and order, π bond character, electron

delocalization, bent bond character, strain energy and bonds that are susceptible to cleavage.

For example, the partial double CC bonds in such molecules as benzene and ethylene have

been found to be elliptical in cross section, a feature that has been ascribed to the formation of ir

bonds, the greater the ellipticity, the greater the partial π-character of the bonds. However,

bonds with unusually large ellipticities and highly curved bond paths have been shown to be

strained, to destabilize a structure and to be susceptible to rupture. (Bader, 1990). On the one

hand, a sharp positive curvature of the electron density along a bond path at rc is believed to

impart a ‘stiffness’ to the bond making it resistant to change. On the other, a bond with a large

accumulation of electron density at rc and a smaller curvature of the electron density along the

bond path is believed to be less resistant to change and more easily perturbed (Bader, 1990). In

addition, sites prone to electrophilic and nucleophilic activity have been used to delineate

structure diagrams that embody information concerning possible molecular structures and

their possible changes (Kraka and Cremer, 1990). In short, a great deal of insight is bound to be

gained about the bonded and surface interactions, the structure and the stability of minerals by

studying the topological properties of their electron density distribution, using Bader’s (1990)

strategies.

Goals

Until now, the efforts in the exploration and study of the local structural properties (bond

length, bond strength, angle variations and force constants) of minerals has been restricted

primarily to calculations on representative fragments of mineral structures (Gibbs, 1982; Hill et

al., 1994; Gibbs et al., 1998; Gibbs and Boisen, 1998). Despite the small sizes of the fragments,

the calculations have not only provided a good account of the properties of chemically related

crystalline materials, but they have also provided important insight into the bonded

interactions of the bridging groups that play a central role in the crystal chemistry of the silica
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polymorphs, silicates and siloxanes. With the development of periodic codes for bulk crystals

that include a calculation of the topological properties of electron density distribution, we now

have the opportunity to compare and contrast the electron density distributions and bond

critical point properties of both molecules and crystals at a fundamental level.

Therefore, the goal of this study is to examine the connection between the electron density

distribution and the bcp properties of the bonds in a crystal and a representative molecule. In

exploring this connection, the bcp properties of the electron density distribution of the SiO

bonds in the high pressure silica polymorph coesite were calculated using density functional

theory with crystalline wavefunctions corrected for electron correlation and exchange. The

properties provided by the calculations will be compared with those calculated for

representative molecules using a comparable basis set and molecular orbital methods as well as

those observed in an X-ray diffraction experiment (Downs, 1995; Geisinger et al., 1987). One

goal of the study will be to compare the electron density distribution calculated for crystalline

coesite with that calculated for representative molecules and to see whether the trends in the

properties calculated for the molecules conform with those calculated for the crystal. A second

goal will be to see how well the two calculated data sets agree with the observed bcp

properties.

CALCULATED AND OBSERVED BOND CRITICAL POINT PROPERTIES

Model crystal

Coesite is an ideal crystal for studying the bonded interactions between Si and O. For one

reason it is chemically simple in that it only contains Si and O atoms in a ratio of one to two.

For another, it consists of a relatively simple framework of corner sharing tetrahedra with two

nonequivalent silicate tetrahedra, Si(1)O4 and Si(2)O4, with eight nonequivalent SiO bonds and

twelve nonequivalent OSiO and five nonequivalent SiOSi valence angles (Zoltai and Buerger,
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1959). In addition, the bond lengths, R(SiO), vary between 1.595 and 1.622Å while the SiOSi

angles between the silicate tetrahedra vary between 137 and 180°. On the other hand, the OSiO

angles show little variation, ranging between 108.0 and 110.5°. Despite the small range of bond

lengths, they correlate with the observed SiOSi angles (Gibbs et al., 1976), with R(SiO)

decreasing linearly with fs(O) (Figure 1), the fraction of s-character of the bond: fs(O) =

Figure 1:  Plot of the observed SiO bond length in coesite, R(SiO), vs. fs(O), the s-character of the

bond.

cosΘ/(cosΘ − 1.0) where Θ = <SiOSi (Newton and Gibbs, 1980). The progressive shortening of

the SiO bond length with increasing SiOSi angle has also been ascribed to a decrease in the

radius of the oxide anion or to an increase in π-bonding. It will be of interest to see whether a

calculation of the electron density distribution for a coesite crystal will provide a basis for

understanding why the SiO bonds shorten as the angle widens and whether the shortening of
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the bond can be ascribed to a decrease in the size of the oxide anion and a bonded interaction

that involves π-bonding.

Earlier calculations

In a recent study of the electron density distribution, ρ(r), of the SiO bond, the geometries

for a variety of silicate and siloxane molecules were optimized at the HF-SCF/6-311++G* level.

Using the strategies proposed by Bader (1990), electron density distributions were generated

and bcp properties of the bonds were determined (Gibbs et al., 1997). With decreasing SiO bond

length, (1) the value of the electron density, ρ(rc), at rc along the bond path increases, (2) the

bonded radius, rb(O), of the oxide anion along the bond decreases, (3) the curvatures, |λ1| and

|λ2|, of ρ(rc) perpendicular to the bond path both increase, (4) the curvature, λ3, of p(rc) along

the bond path increases and (5) the Laplacian of ρ(rc), ∇2ρ(rc), increases. Thus, as the bond

shorten, there is indicated to be a progressive build-up of electron density at rc with a

concomitant local concentration of the electron density both perpendicular to the path of the

bond and in the direction parallel to the path away from rc toward Si and O. Similar results

were found for H6Si2O7 molecular models (Gibbs et al., 1994) together with a progressive

migration of rc toward the oxide anion. Also, with increasing angle, the ellipticity of the bond, ε

= (|λ1|/λ3 - 1.0), tends to decrease to zero at 180°, a trend that can be ascribed to the formation

of a very weak partial π−bond. Likewise, the bonded radius of the oxide anions decreases with

increasing SiOSi angle and increasing s-character of the bond. The increase in the s-character

not only suggests that the energy of the oxide anions in coesite decreases as the SiOSi angle

widens, but also that they become more electronegative in character.

Crystal calculations

To learn the extent to which the electron density distribution calculated for a bulk coesite

crystal relates to the observed distribution and that calculated for representative molecules,

calculations were completed for a crystal model of coesite using CRYSTAL95 (Dovesi et al.,
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1996), a Hartree-Fock program that uses periodic boundary conditions to calculate

wavefunctions for crystalline systems. The choice of the basis set in these calculations is critical

for accurate and meaningful results. Gaussian basis functions commonly used in MO

calculations are too diffuse to serve as suitable basis functions in crystal calculations; their use

often results in an over-estimate of the overlap among the constituent orbitals and numerical

instability. To avoid this problem, we used basis sets that were developed and optimized

specifically for CRYSTAL95; these are available at the Crystal web site,

http://www.dl.ac.uk/TCS/Software/CRYSTAL (June 11, 1998).  The best performance was

obtained using a 65-111G* Gaussian basis set for Si (D’Arco et al., 1993) and a 8-411G basis set

for O (Dovesi et al., 1991).

The calculations for coesite were completed using the cell dimensions, the space group

type and the coordinates of the atoms reported by Downs (1995). The wavefunctions were

generated in the calculation at the DFT level using the Kohn-Sham strategy together with the

Lee-Yang-Parr and the Becke functionals, for electron correlation and exchange, respectively.

The bond critical point properties of the calculated electron density distribution, generated

from these wavefunctions, together with the Laplacian distribution were calculated using

TOPOND (Gatti. 1997), companion software recently added to the CRYSTAL95 package. The

bcp properties, computed with the software for each of the nonequivalent SiO bonds in coesite,

are given together with the observed SiO bond lengths in Table 1 where they are compared

with those calculated for H12Si5O16 molecules (Gibbs et al., submitted) and those observed

(Downs, 1996).

Molecular calculations

The bcp properties for the molecules were obtained with wavefunctions calculated at the

Becke3lyp/6-311G(2d,p) level (Frisch et al., 1993). The calculations were completed on two

H12Si5O16 molecules, one with the Si(1)O4 and the other with the Si(2)O4 silicate group of
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coesite at its center. The geometries of the (Si5O16)
12- 

moieties of the molecules were clamped to

match the geometry of each of the moieties in coesite. The moieties were charged balanced by

attaching a proton to each of the nonbridging oxide anions at a distance of 1.0Å to form

molecules of H12Si5O16 composition with straight SiOH angles (Gibbs et al., submitted). The

bcp properties of the central silicate tetrahedron calculated for each molecule are given in Table

1 together with the lengths of the SiO bonds observed for coesite. The properties were

calculated using a version of the AIMPAC series of programs (Biegler-Ednig et al., 1980),

generously supplied by Richard Bader and his research associates in the Chemistry

Department at McMaster University.

Observed electron density distribution

The experimental bond critical point data for coesite were obtained using the X-ray

diffraction data measured by Geisinger et al. (1987) and the generalized scattering factor (GSF)

method that generates a representative model of the total electron density distribution (Downs

et al., 1995). In the study, the eigenvalues and the eigenvectors of the Hessian of the model

electron density distribution were determined at the critical point along each of the eight

nonequivalent SiO bonds together with ρ(rc), λ1, λ2, λ3, ∇2ρ(rc) and rb(O) (Table 1).

TRENDS BETWEEN CALCULATED AND OBSERVED BOND CRITICAL POINT

PROPERTIES

A comparison of molecular and crystal results

As observed by Gibbs et al. (1994) for several H6Si2O7 molecules, the bcp properties

calculated for a coesite crystal are highly correlated with R(SiO). As R(SiO) decreases, rb(O)

decreases and ρ(rc), |λ1|, |λ2|, |λ3|, and ∇2ρ(rc) each increase (Figure 2). In particular, with

decreasing bond length and increasing SiOSi angle, rb(O) decreases from 0.952Å to 0.932Å

while rb(Si) decreases to a lesser extent from 0.669Å to 0.663Å. Also, as the SiOSi
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Table 2:  Bond Critical Point Properties For SiO2.

Properties calculated for coesite:

R(SIO) rb(O) ρ(rc) λ1 λ2 λ3 ∇2ρ(rc)

1.595 0.932 0.987 -6.63 -6.62 38.52 25.27

1.605 0.940 0.973 -6.47 -6.38 37.09 24.24

1.611 0.944 0.957 -6.32 -6.27 36.30 23.71

1.612 0 945 0.966 -6.42 -6.34 36.14 23.38

1.613 0 946 0 956 -6.33 -6.23 35.98 23.42

1.614 0.947 0.956 -6.30 -6.22 35.88 23.36

1.619 0.950 0.952 -6.28 -6.11 35.26 22.88

1.621 0.952 0.947 -6.24 -6.15 35.00 22.62

Properties calculated for H12Si5O15 molecules:

1.594 0.931 1.025 -7.67 -7.66 38.18 22.85

1.606 0.940 1.011 -7.50 -7.44 36.52 21.58

1.610 0.943 0.999 -7.36 -7.31 35.87 21.21

1.612 0.944 1.001 -7.36 -7.30 35.66 21.00

1.612 0.944 1.007 -7.42 -7.32 35.67 20.92

1.613 0.945 0.997 -7.34 -7.26 35.47 20.87

1.619 0.947 0.990 -7.34 -7.23 35.21 20.63

1.622 0.952 0.988 -7.21 -7.12 34.32 19.98

Properties observed for coesite (Downs, 1995):

1.595 0.920 1.11 -7.5 -7.0 36.7 22.1

1.605 0.927 0.95 -6.7 -6.2 34.2 21.4

1.612 0.935 1.03 -7.2 -7.0 34.4 20.5

1.613 0.942 1.16 -8.1 -7.3 33.9 18.5

1.614 0.937 1.08 -7.1 -6.9 33.0 19.0

1.611 0.933 0.93 -6.9 -6.5 35.3 22.0

1.619 0.942 1.07 -7.2 -7.0 33.8 19.7

1.621 0.945 1.04 -7.2 -6.8 33.7 19.6
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Figure 2:  Scatter plots of the SiO bond lengths, R(SiO), observed for coesite vs. the bcp

properties of the bonds calculated for the crystal;  rb(O) is the bonded radius of the oxide anion,

ρ(rc) (e/Å
3
) is the electron density, λ1 and λ2 are the curvatures of ρ(rc) (e/Å

5
) perpendicular to

the bonds, λ3 is the curvature of ρ( rc) parallel to the bonds, ∇2ρ(rc) (e/Å
5
) is the Lap. of ρ(rc).
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angle in coesite increases, there is a progressive build-up of electron density at rc and a

progressive decrease in the size of the oxide anion. Thus, the shortening of the SiO bond with

increasing SiOSi angle can be ascribed to both a build up of electron density in the bond and to

a decrease in the size of the oxide anion. The bcp properties calculated for the two H12Si5O16

molecules correlate with R(SiO) (Fig. 3) in much the same way as they correlate with the bcp

properties calculated for coesite. Not surprising, properties calculated for coesite are also

highly correlated with those calculated for the central silicate tetrahedra of the two larger

H12Si5O16 molecules (Fig. 4) (Gibbs et al., submitted); rb(O), ρ(rc) and λ3 for both coesite and the

H12Si5O16 molecules differ by less than 5%, on average, and follow the identity line. On the

other hand, the values of λ1, λ2 and ∇2ρ(rc) differ from those calculated for the molecules

between 12 and 14%, on average. Indeed, Gatti et al. (1992) found much better agreement in a

similar analysis of the bcp properties for L-alanine; the ∇2ρ(rc) values generated for a molecular

moiety isolated from the structure of L-alanine differs only in the third decimal place from

those observed for the crystal. They also found that the calculated electron density distributions

usually reproduce the experimental trends, but the absolute values of ρ(r) are 10 to 15% larger

than the calculated densities. The high correlation between the molecular and crystal data

calculated for coesite and the close correspondence in the molecule and crystal data for L-

alanine indicates that the electron density distributions in these materials are governed. for the

most part, by local forces. It also suggests that electron density distribution generated with

molecular wavefunctions can provide a faithful representation of the distribution for a

chemically similar crystal.

As noted above, Gibbs et al. (1994) observed that the ellipticity of the SiO bond is expected

to be zero when the SiOSi angle is straight and both π-systems are involved in forming a bond

(Cruickshank, 1961). Also, ε is predicted to increase, as indicated above, as the angle narrows

and the it system perpendicular to the SiOSi plane becomes dominant. The ellipticities for the
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Figure 3: Scatter plots of the SiO bond lengths, R(SiO), observed for coesite vs. the bcp

properties of the bonds calculated for two H12Si5O16 molecules; see Figure 2 caption for the

definition of parameters
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Figure 4:  Scatter plots of the bcp properties calculated for a coesite crystal (xtl.) vs. those

calculated for H12Si5O16 molecules (mol.).
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SiO bonds, plotted against fs(O) in Figure 5, show a small but systematic decrease in value as

the SiOSi angle widens to 180° for both the molecules and the bulk crystal.

It is noteworthy that the SiOSi angles in the crystal also conform with the build-up of

electron density in the bonds. The SiOSi angles between bonds of larger ρ(rc)-values tend to be

wider than those between bonds with smaller ρ(rc)-values. Although bonds with larger ρ(rc)-

values in the Si(1)O4 silicate tetrahedron tend to involve wider OSiO angles, no such

relationship holds for the Si(1)O4 tetrahedron (Gibbs et al., 1977).

A comparison of observed and calculated bcp properties

The bcp properties observed for coesite agree to within ~9%, on average, with those

calculated for the crystal and to within 3%, on average, with those calculated for the molecules

(Table 1). Of the observed bcp properties, only the bonded radius of the oxide anion, λ3 and

∇2ρ(rc) correlate with those calculated (Fig. 6) while the remaining bcp properties show no

correlation with the calculated values. Likewise, no correlation obtains between ε and fs(O) for

the observed data (Fig. 5). This lack of agreement between the individual values observed and

calculated for coesite may be related to problems encountered in recording the X-ray diffraction

intensity data for the mineral and the difficulty in finding a suitable model for correcting the

diffraction data for extinction effects (Geisinger et al., 1987). As is well known, the intense, low

angle intensity data, which embody most of the information content on the valence electrons.

are most affected by extinction. Also, as extinction may be anisotropic, it is not uncommon for

symmetry equivalent reflections in mineral data sets to differ from one another by as much as

60%. Thus, an averaging of the symmetry equivalent reflections, as done by Geisinger et al.

(1987) in obtaining a set of intensity data for coesite, may account in part for the lack of

agreement between the observed and calculated bcp properties.
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Figure 5:  Scatter plots of the ellipticity, ε, of the SiO bonds in coesite (a) calculated for a coesite

crystal, (b) calculated for H12Si5O16 molecules, and (c) observed for coesite vs. fs(O) =

cosΘ/(cosΘ-1.0) where Θ = <SiOSi.
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Figure 6:  Scatter plots of the bcp properties calculated for a coesite crystal (xtl.) vs. those

observed (obs.) (Downs, 1994).
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Calculations for BeO

For purposes of comparison, the bond critical point properties for the mineral bromellite,

BeO, were also calculated using the CRYSTAL9S—TOPOND software and compared with

those observed (Downs, 1991) and those calculated for the molecule H6BeO4 (C3v point group

symmetry). The calculation for the crystal was completed using the cell dimensions, the

coordinates of the atoms and the space group type reported by Downs (1991) for bromellite

and an 8-411G Gaussian basis set for both Be and O. The bcp properties of the H6BeO4

molecule were also calculated with MO methods at the Becke3lyp/6-311G(2d,p) level with the

geometry of the BeO4 moiety of the molecule clamped at that observed for the BeO4 moiety in

bromellite. The bcp properties obtained in these calculations are compared with those observed

in Table 2. As observed for coesite, the calculated bonded radii for the oxide ion measured

along the BeO bond for bromellite is in close agreement with that observed. However, the

value of ρ(rc) calculated for the bulk crystal is ~10% less than that observed whereas that

calculated for the molecule falls within the range of observed values. The values of λ1 and λ2

calculated for both the crystal and the molecule are ~25% larger than observed while the values

calculated for λ3 and ∇2ρ(rc) are in reasonable agreement with those observed. Overall, the

calculated bcp properties for the crystal and the molecule are in better agreement than either of

the calculated data sets are with the observed properties.

With the bcp properties observed for bromellite and coesite, the electronegativities of both

Si and 0 can be estimated (Boyd and Edgecomb, 1988; Hill et al., 1997). As expected, the

electronegativity values calculated for Be (1.3) is larger than that calculated for Si. The value

calculated for Be is ~15% smaller than that (1.5) reported by Pauling’s (1960) while that

estimated for Si (1.8) in coesite is in exact agreement with Pauling’s value.
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Table 3:  Bond Critical Point Properties For BeO.

Properties calculated for bromellite:

R(BeO)
rb(O) ρ(rc) λ1 λ 2 λ 3 ∇2ρ(rc)

1.655 1.074 0.48 -3.35 -3.35 17.33 10.60

1.647 1.067 0.49 -3.52 -3.52 18.00 10.96

Properties calculated for a H6BeO4 molecule:

1.655 1.084 0.56 -3.08 -3.08 17.34 11.18

1.647 1.078 0.57 -3.20 -3.20 17.91 11.51

Properties observed for bromellite (Downs, 1991):

1.655 1.086 0.63 -4.67 -4.67 17.24 7.9

1.647 1.085 0.50 -4.90 -4.11 19.57 10.6

DISCUSSION

With the recent release of the CRYSTAL95-TOPOND software (Dovesi et al., 1991; Gatti,

1997), calculations comparable with those completed by Bader (1990) and his colleagues on

molecules can now be completed for minerals. Indeed, such calculations are bound to provide

new and important insights into the bonded interactions in a wide variety of minerals, ranging

from silicates to sulfides. Not only can they highlight those bonds that are strained and

susceptible to cleavage, but they can also pinpoint those regions on mineral surfaces that are

prone to electrophilic and nucleophilic attack (Aray and Bader, 1996). The electron density

distribution of a mineral can also be monitored to learn how the bcp properties change, how

bonds are formed and broken and coordination numbers change with increasing pressure and

temperature.

An accurate determination of an experimental electron density distribution for a mineral

like coesite from X-ray diffraction data is a difficult task because such data is often fraught with
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systematic errors such as extinction that are difficult to correct exactly. As has been seen in this

study, when an X-ray diffraction experiment is completed for a mineral, the resulting electron

density distributions (as in the case of coesite and bromellite) may be wanting and may not

show the systematic trends that are generated by CRYSTAL95 and TOPOND. But, as the

trends provided by this software are in good agreement with those generated in accurate MO

calculations on molecules, we believe that the trends in the bcp properties, such as those

presented in Figures 2 and 3, will closely mimic those provided by an error free set of

diffraction data. Moreover, Gatti et al. (1992) not only found that the bcp properties observed

for L-alanine are in good agreement with values calculated for the crystal, but also that the

properties of a molecular moiety cut from the structure did not differ significantly from those

of the crystal.

As more and more mineralogists use the CRYSTAL95-TOPOND software in their research

efforts, a new effort in mineralogy is bound to unfold that is likely to result in important

advances in our understanding of minerals, their properties and crystal chemistry and how the

bonded interactions in minerals change with pressure and temperature. The calculations are

also likely to improve our understanding of reactions mechanisms and twinning as well as

providing new and important insights into solid state relations, polymorphic transformations

and metastability.

Finally, the conviction that molecules can be used to model bonded interactions in crystals

is not new.  It is an old idea that was proposed more than 50 year ago by the well known solid

state physicist J. C. Slater (1939) who, on the basis of the similarities of the geometries and

rigidities of several aliphatic molecules and diamond, wrote that “A diamond is really a

molecule of visible dimensions held together by just the same forces acting in small molecules.”

Subsequently, with the determination of the structure of the gas phase molecule disilyl ether,

H6Si2O, Almennigen et al. (1963) concluded that the bonding picture of the skeletal Si-O-Si
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dimer of the molecule is similar to that in a silicate crystal because the geometry of the dimer

(R(SiO) = 1.632Å; <Si-O-Si = 142.2°) is similar to that observed, on average, for a silicate crystal

(R(SiO) = 1.626Å; <Si-O-Si = 144°).  It is worthy of notice that an X-ray structure analysis of a

disilyl ether crystal, synthesized at liquid nitrogen temperatures, shows that the geometry of

the molecule in the crystal is statistically identical with that in the gas phase, despite

differences between the forces acting on the atoms in the gas phase molecule and those in the

crystal (Barrow et al., 1979).  In addition. a search of the literature shows that the average SiO

bond length (1.634Å) and SiOSi angle (144°) observed for a variety of siloxane molecules are

also similar to those observed for disilyl ether and the silicate crystals. Indeed, the structures of

the condensed tetrahedral anions of organosiloxanes and silicates are so similar that they have

been classified with the well known scheme used by Bragg to classify silicates (Noll, 1968).

Further, as observed above, the calculated geometry, electron density distribution and the bcp

properties of the distribution of the Si5016 skeleton of the H12Si5O16 molecule are strikingly

similar to those calculated for coesite.  Collectively, these results not only indicate that the force

fields that govern the structures and electron density distributions of silicic acid molecules and

silicate crystals are not all that different, but they also contribute to the body of data that

indicates that the silica polymorphs can be viewed, as asserted earlier by Gibbs (1982), as giant

molecules bound together by the same forces that bind the Si and O atoms of the silicate

skeleton of a silicic acid molecule, despite the greater size of the former.  It also provides a basis

for understanding why the structures and the elastic properties of the silica polymorphs can be

modeled with a molecule orbital based potential energy function (cf. Lasaga and Gibbs, 1987;

Stixrude and Bukowinski, 1988; Tsuneyuki et al. , 1988; Gibbs et al., 1988; van Beest et al., 1990;

Purton et al., 1993; Boisen et al., 1993) and why a large number of new silica structure types can

be generated using simulated annealing strategies and a molecular potential energy function

(Boisen et al., 1994).  As observed above, the body of evidence indicates that the forces that bind

Si and O ions together in a silicate crystal can be treated as if localized as in a molecule.  It also
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serves as strong evidence that the chemically similar molecules can serve as useful models for

studying bonded interactions in a wide range of materials (Gibbs, 1984; Lasaga and Gibbs1990).
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