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Link Establishment in Ad Hoc Networks Using Smart Antennas

Vikram Dham

(Abstract)

Traditionally medium access control protocols for ad hoc networks have been designed
for nodes usng omni directional antennas. Through the use of directiona antennas, it is
possible to obtain higher efficiency. In this thesis we investigate the impact of these antennas
on aggregate throughput and end-to-end delay. The use of omni-directional antennas not only
results in lower power efficiency, but also decreases network efficiency due to interference
caused by the transmission of packets in undesired directions. This thesis explores the effect of
using smart antennas and proposes a signaling mechanism for forming the extended links using
the network layer. For the performance assessment of the wireless networks using directional
antennas, baseline models of phased array antenna and channel have been developed using the
discrete event simulator OPNET Modeler™ 8.0. Simulation scenarios have been created for
single hop as well as multihop networks From the results of the smulation we observe that
although the nodes forming the extended link experience decrease in end-to-end delay, the data
successfully transmitted using extended link is correlated to the spatial distribution of nodes.
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Chapter 1: Introduction

Ad hoc networks are formed by a collection of wireless nodes without the support of any
existing infrastructure. Nodes in an ad hoc network may serve as hosts (end points of
communication) or as routers forwarding packets to other hosts. Traditionally, ad hoc networks
have been known to use omni-directional antennas for transmission as well as reception. The
use of omni-directional antennas may result in lower power efficiency due to interference
caused by the transmission of packets in undesired directions. Use of smart antennas in ad hoc
networks is envisioned to take advantage of space division multiple access (SDMA) to increase
network efficiency by directing the transmitted power in the desired direction. This thesis
explores the effect of using smart antennas in ad hoc wireless networks. Since ad hoc networks
use a broadcast medium for packet transmission, it is important to observe the effect of smart

antennas on medium access control schemes.

1.1 Motivation

The current trend is to use omni-directional antennas in ad hoc networks. Various
medium access control protocols have been proposed under the assumption that antennas are
omni-directional. With the development of smart antennas, the research community has shown
interest in integrating them into ad hoc networks to realize the benefits of space division
multiple access. If smart antennas can be successfully integrated into wireless networks, this
would result not only in an increase in network throughput, but, aong with power control
mechanisms, a significant power saving in transmitters. Further, the use of smart antennas
directs the energy towards a desired direction, thus resulting in an increase in range of packet
transmission, effectively decreasing the number of hops in a multihop route network. The use
of smart antennas results in formation of time varying links in the network. This demands a
complete study of the various links possible and development of a mechanism for establishing

those links.

1.2 Contribution
The integration of smart antennas into medium access control protocols, which were

inherently developed for omni directional antennas, is a nonttrivial problem. To this end this



thesis concentrates on different link establishment mechanisms and illustrates typical scenarios

using simulations in OPNET.

The main contributions of thisthesis are as follows:
Development of a phased array antenna model
Development of a methodology to specify orientation of antenna in three dimensional
space
Development of awireless channel model to realize space division multiple access
Discussion of the various link establishment mechanisns using smart antennas
Discussion of the different possible medium access control mechanisms using smart
antennas
Proposal of an extended link establishment mechanism using network layer protocols
Use of simulations to compare the performance of some of the directional medium
access control protocols
Validation of the extended link establishment mechanism using simulation

Assessment of the performance of extended links in some typical scenarios

1.3 Organization of Thesis

The thesis is organized as follows. Chapter 2 provides an overview of the research done
to incorporate smart antennas in wireless networks. Chapter 3 discusses the basdline antenna
and channel models developed in OPNET Modeler 8.0. Chapter 4 focuses on the different
links, which can be established using the directional antennas, and highlights the
methodologies for determining the location of nodes in the network. Chapter 5 discusses
directional medium access control protocols and the extended link establishment mechanism
using Dynamic Source Routing (DSR). In Chapter 6 we use the baseline models developed in
Chapter 3 along with directional medium access control and routing protocols to simulate
sngle-hop and multihop networks using directional antennas. Chapter 7 puts forth the
conclusion and also lays directions for future work in this area.



Chapter 2: Background

This chapter provides background on two major components of our investigation: wireless
local area networks (WLANS) based on the IEEE 802.11 standard and technology for
directional transmission and reception of signals through the use of smart antenna arrays. We
also summarize related work on data link and network layer effects of using directional
antennas in a WLAN environment operating in ad hoc mode and position our work with

respect to the existing literature.

2.1ThelEEE 802.11 WirelessLAN Standard

After seven years of rigorous draft revisions and competing proposals from different vendors,
the final draft of IEEE 802.11 was approved in June 1997 [1]. The wireless standard specifies
both the physical layer characteristics as well as link layer protocol for medium access in
broadcast channels.

2.1.1 Physical Standard

The IEEE 802.11 wireless LAN standard [1] defines the specifications for the physical channel
to be wsed by wireless networks. The specification mainly comprises channel characteristics
such as type of modulation, frequency of operation, channel bandwidth and transmission
power. The origina standard supported the use of either frequency hopping spread spectrum
(FHSS) or direct sequence spread spectrum (DSSS). Since the development of the original

standards, the specifications have been expanded to allow for higher data rates and the use of a
different frequency band. The 802.11b standard was the first to be embraced by industry and it
allows the use of frequencies in the range 2.400-2.4835 GHz, which coincides with the
frequency of operation of home appliances such as microwave ovens. This allows the operation
of the network at data rates of 1 Mbps, 2 Mbps, 5.5 Mbps and 11 Mbps. The standard offers
organizations an affordable, fast and easy to integrate wireless LAN solution. The 802.11b 11
Mbps mode is now widely used by organizations to support their applications such as email

messaging, file sharing and Internet access. |IEEE 802.11b uses carrier sensing multiple
access/collision avoidance (CSMA/CA) for medium access control (MAC). The standard can
support 11 channels in the available 83.5 MHz band, although typically only three of the non



overlapping channels are effectively used. In a typical indoor environment, 802.11b can
provide coverage up to 400 feet [2]; however, the effective bandwidth available fluctuates as
the distance between the wireless nodes increases.

The |IEEE 802.11a standard was introduced to provide increased bandwidth. IEEE 802.11a can
support data rates up to 54 Mbps and operates at 5 GHz. The gain in bandwidth is obtained by
using orthogonal frequency division multiplexing (OFDM) modulation. The two standards,
802.11a and 802.11b are not compatible with each other.

2.1.2 Medium Access Control Protocol used by IEEE 802.11 Family of Standards

According to the IEEE 802.11 medium access control sub layer, the wireless nodes use Carrier
Sense Multiple Access along with Collision Avoidance for acquiring the channel. Unlike the
medium access control protocols defined for wired networks such as IEEE 802.3, it is not
practical for wireless nodes to detect collison when they transmit a frame. After the
transmission of a frame, the transmitting node waits for a positive acknowledgment from the
receiver to determine whether the intended node successfully received the frame. If the
acknowledgment is not received within the stipulated period, the frame is assumed to have

been corrupted and is scheduled to be transmitted again.

For collison avoidance, the standard alows the use of either a basic access method or an
optional handshake by exchanging Request to Send (RTS) and Clear to Send (CTS) messages.
Under the basic access method, a station, when ready for a new data frame transmission, first
senses the channel status. If the channel receiver statusis found to be idle for at least a duration
determined by the DCF Inter Frame Spacing (DIFS) parameter, the station chooses a random
number for the back off timer. The random number specifies the number of time dots the
transmitter must sense the channel as idle before transmitting the packet. The back off timer
continues to decrement while the channel is idle and is stopped if the channel becomes kusy
some time during the back off period. When the back off timer reaches zero, the data frame is
transmitted. This helps in arbitration if numerous nodes attempt to obtain the channd at the
same time, because the back off time is selected randomly for al nodes. After transmitting a

data frame, the transmitter waits for an acknowledgement (ACK) frame from the receiver for a



period determined by the parameter Short Inter Frame Spacing (SIFS). If the ACK frame is not
received within the specified period of time, a binary exponential back off procedure is
invoked.

In the RTS / CTS control information exchange, after the back off duration the transmitter
sends a Request To Send to the recelver node. The destination node, upon receiving the RTS
message, sends a Clear To Send frame after a duration dictated by the SIFS. The CTS
effectively reserves the channel for the sender, implicitly notifying all neighboring stations of
the upcoming transmission. After the exchange of RTS/CTS control frames the sender begins
the transmission of data frames to the destination node after a duration determined by the SIFS.
The destination node acknowledges successful data frame transmission by sending an ACK to
the source node. For data transmissions involving data packets greater than the maximum
allowed data frame size, the source node may continue to transmit packet fragments at intervals
of SIFS duration after receiving the ACK. This can continue until the packet is completely
transmitted or the node uses the channel for atime duration equal to the dwell time boundary.

2.2 Phased Array Antenna

Phased array antenna systems consist of an array of antenna elements connected by a feeder or
adder network arranged so that their individual signals combine to provide maximum gain in
one direction while minimizing it in other directions [3]. In case of atransmit antenna, a feeder
network is used to feed signals with different phase shifts to each of the elements of the array
so that the desired transmit antenna pattern can be obtained. For a receiver antenna, the output
of al the antenna elements is phase shifted using pre-determined phase shifts and added in an
adder network so as to obtain the desired receiver antenna pattern, which may either maximize
or minimize the gain in a particular direction (corresponding to beam steering or null steering,
respectively). The gain obtained in the use of phased array antennas is due to the vector

addition of received / transmitted signals.

2.2.1 Examples of Antenna Arrays
A phased array antenna system may consist of any number of antenna elements distributed in

any pattern [10]. Typically, antenna elements are spaced at regular intervals in a geometrical



pattern such as alinear array, planar array or circular array. An M-element linear array that has

8 Element Linear Equally Spaced
Antenna Array

Theta

Incident Wave

Figure 2.1 lllustration of an 8-element linear equally spaced antenna array.

Incident Wave

2 Element Equally Spaced Circular
Array

Figure 2.2 Illustration of an 8-element equally spaced circular array antenna.



elements at equal spacing is called a Linear Equally Spaced Array. A Linear Equally Spaced
Array in which al elements are fed with signals of equal magnitude is called a Uniform Linear
array. An M-element array that has its elements located at equal spacing on the circumference
of acircleand is fed with signals of equal magnitude is called a Uniform Circular Array.

In general, the greater the number of elements comprising the array, the larger its directivity. In

Figures 2.1 and 2.2 we illustrate eight-element linear and circular arrays.

2.2.2 Vector Combination of Signalsin Phased Array Antenna

A linear array [3] comprises of n antenna elements each with constant gain A in the direction
of the received signal. The signals incident on each of the antenna element are displaced in
phase due to the path difference between the antenna elements. Each of the received signalsis
amplified and multiplied by a vector quantity referred to as an antenna weight. The signals
received after multiplication by the weights serve as inputs to the adder network that combines
al signals. Thus, the gain of the antenna array can be varied by varying the spacing between
the antenna elements or by varying the value of the weights used to amplify the individual

antenna signals.

2.2.3 Beam Forming

Beam forming is a technique in which the gain pattern of an adaptive array is steered to a
desired direction through either beam steering or null steering signal processing algorithms.
When these algorithms are implemented using a digital signal processor, we refer to them as
digital beam forming. This alows the antenna system to focus the maxima of the antenna
pattern towards the desired user while minimizing the impact of noise, interference and other
effects from undesired users that can degrade signal quality. By using adaptive beam forming
algorithms, substantial gain can be achieved (on the order of 10log(M) dB, where M is the

number of antenna elements) [3] as compared to an omni directional antenna system.

In a multi- user environment, an improvement in performance is observed due to the fact that an
adaptive beam forms maxima towards the desired signal and at the same time tries to steer
nulls towards the interfering signals, thus reducing co-channel interference. Note that the beam

pattern of both the receive and ransmit antennas can vary. Therefore, the set of nodes with



which a given node can close a direct link depends on the beam patterns for both transmission
and reception. A typical antenna pattern obtained using circular array antenna is shown in

Figure 2.3.

Figure 2.3 Antenna pattern of 7-element uniform equally spaced circular array.

2.3 Directional Antennas for Medium Access Control in Ad Hoc Networks

The IEEE 802.11 standard for WLANS has been designed under the assumption that all nodes
use omni directional antennas. Most of the research to date has concentrated on developing
medium access control protocols under this assumption. With the advances in antenna
technology, it is now possible to integrate smart antennas in wireless nodes. However, this
requires the development and standardization of a medium access control protocol that is
tailored to support the use of smart antennas in the network. Some researchers have looked into

the use of directional antennas for ad hoc networks [4, 5, 6,7].

Typically, the use of directional transmit antennas results in higher gain in the desired direction
of transmission. Consequently, it may result in increased interference with users lying in this
direction. Similarly, the use of a directiona receive antenna may result in a node's inability to
listen to other transmissions in its vicinity, but outside the direction of the main lobe of the
antenna pattern. We observe from this that although the directional antennas have the potential

to increase in network throughput due to spatial reuse, whether this benefit is achieved or not



depends on the mechanism used to orient the smart antennas and the location of nodes in the
network. In other words, information provided from layers above the physical layer is required

to realize the potential benefit from a network perspective.

2.3.1 Related Work

Nasipuri, et al. [4] proposed a directional CSMA/CD mechanism that utilizes a switched beam
antenna array and assumes that the gain of the directional antenna is equal to the gain of an
omni-directional antenna. The transmitters use omni-directional antennas to transmit RTS
frames and the receiver’s antennas remain in omni-directional mode. Assuming the receiver is
idle, it receives the RTS and transmits a CTS, again using an omni-directional antenna. The
transmitter estimates the angle of arrival (AoA) of the CTS being received and transmits data
using the directed antenna beam. Since the transmissions and receptions involving omni-
directiona antenna patterns are susceptible to collisions, this mechanism suffers from high
probability of packet error. The authors used a switched beam antenna array that could only
switch among a limited number of antenna patterns.

Takai, et a. [6] extended Nasipuri’s work [4] by proposing the use of a caching mechanism to
store information about angular location of neighboring nodes. This information is obtained
from AOA estimation for frames received by each node. Whenever the medium access control
layer receives a packet from an upper layer, it would look in the cache to determine whether it
has the information about the angular position of the destination node. If the angular position
of the destination node is known, the packet is transmitted using the directional antenna after a
directional exchange of RTS/CTS control packets. This helps to decrease the dependency on
omni-directional antennas. The scheme still reverts to omni-directional mode if angular

information is not obtained from the cache.

Choudhury, et a. [5] and Takal, et al. [6] have suggested the use of directional virtual carrier
sensing (DVCYS), in which a Directional Network Allocation Vector (DNAYV) is constructed.
The DNAYV table stores the angle of arrival of RTS packets along with the duration of data
transmission in any given direction. Thus, when the medium access control layer receives a

packet from an upper layer, along with the angular profile of the destination node with respect



to the source node, the DNAYV table is consulted to determine whether the angle overlaps with
any of the ongoing transmissions. If there are no overlaps, the packet is transmitted; otherwise,
packet transmission is deferred in accordance with a back off mechanism. In [6] the authors
have established the benefits obtained by using DV CS through simulations using QualNet [8].
Both of these studies assume that the signal from arriving packets can be used to infer the
gpatia location of the source node with respect to the destination node. In [5], the authors also
propose a technique for establishing multi- hop links by orienting transmit and receive antennas
towards each other. They have used the concept of multi hop RTS to establish such alink and
established through simulations that this results in improvement in network throughput. For the
propagation of the RTS through multiple nodes, it is assumed that upper layers provide the
routing information to the MAC layer.

Most of the analysis and simulations done for characterizing the network performance of nodes
using directional antennas are based on the assumption of an ideal antenna pattern having no
side lobes which is practically not redizable. In our ssmulations we used a realistic antenna
pattern of a circular array. For the incorporation of the antenna model into practical simulation
scenarios we have developed a new antenna orientation approach that can be used by users to
specify the orientation of the antenna axis with respect to a geocentric axis. This is necessary to
obtain trustworthy results from simulations, which not only should incorporate the constructive
contribution of directed beam, but should also be able to take into consideration the effects of
side lobes. Besides the development of the antenna model, another challenge has been to
incorporate simulation scenarios involving use of directional antennas into OPNET 8.0.
OPNET 8.0 uses an abstract channel model, which uses a fixed transmission range as a
criterion to determine whether the packet being received is valid or noise. In simulations
involving directiona antennas we are confronted with spatially varying transmission range of
the wireless node depending on the gain of antenna in the direction of transmission. In our
customized channel models, received signal strength and signal to interference noise ratio are

used as a criteria to determine whether received packet is noise or valid.

Using the developed models, we have built simulation scenarios to characterize the

performance of ad hoc networks using realistic adaptive beam forming models and some of the

10



proposed directional medium access control protocols. After the discussion of the baseline
models we illustrate the methodology to establish an extended link using the network layer.
Recently we have come across work being done by Choudhury, et al. [5] that s similar to the
extended link establishment mechanism we have proposed in this thesis. While Choudhury, et
al. assume that RTS is propagated in the network by the MAC layer, our proposal is to use
network layer RequestToOrient packets for sending requests for link establishment. For
establishing extended links, we propose a basic signaling protocol based on the Dynamic
Source Routing (DSR) protocol.

24 Summary

The chapter was intended to give the reader a brief overview of the basics of the IEEE 802.11
wireless LAN standard. The discussion of the relevant parts of the standard is followed by a
discussion of basic concepts of phased array antennas. We illustrate some commonly used
antenna arrays and associated antenna patterns. We also review the current research in the area,
focusing on the development of medium access control protocols for ad hoc networks using
directional antennas. We describe the contribution of this thesis with respect to the work
published to date in this field.

11



Chapter 3: Smulation M odédl

This chapter describes the simulation models we developed to test and evaluate the use of

adaptive beam forming in mobile ad hoc networks.

3.1Introduction

The objective of our smulation studies is to characterize some of the proposed directional ad
hoc medium access control protocols and analyze the performance gains achieved due to use of
gpace division multiplexing in wireless ad hoc networks. All the simulations for network
performance characterization have been performed using the discrete event simulator OPNET
Modeler™ version 8.0 [9]. OPNET is commonly used for network simulation and provides a
rich library of models for implementing wired and wireless simulation scenarios. In this
chapter we begin with a brief discussion of the modeling and simulation methodology used in
OPNET. The next section discusses the basic methodology for interfacing OPNET and
MATLAB™. We integrated MATLAB code into the antenna model to alow the reuse of
antenna null and beam forming algorithms previously developed using MATLAB. This is
followed by an overview of the design and interface of the phased array antenna model. In
Section 3.6 we discuss the modifications performed in the OPNET 8.0 channel model to
incorporate space division multiplexing. Section 3.7 illustrates the application of the models by
integrating them with a wireless node using the IEEE 802.11 MAC protocol modified to be
used with directional antennas. Finaly, we present a simulation snapshot from a validation

simulation scenario.

3.2 Network Modeling Using OPNET
OPNET is among the leading discrete event network simulators used both by the commercia
and research communities. It provides a comprehensive framework for modeling wired as well

as wireless network scenarios.
Simulation models are organized in a hierarchy consisting of three main levels. the simulation

network, node models and process models. The top level refers to the simulation scenario or

simulation network. It defines the network layout, the nodes and the configuration of attributes
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of the nodes comprising the scenario. The node models are at the second level in the hierarchy
and consist of an organized set of modules describing the various functions of the node. The
modules in the nodes are implemented using process models, the lowest level in the hierarchy.
Process models consist of finite state machines, definitions of model functions, and a process
interface that defines the parameters for interfacing with other process models and configuring
attributes. Finite state machine models are implemented using Proto C, which is a discrete
event library based on C functions. The hierarcha structure of the models, coupled with
support for C language programming, allows for easy development of communication or

networking models.

OPNET Modeler™ uses an object-oriented approach for the development of models and
simulation scenarios. The models can be identified as a CLASS, which can be reused any
number of times in the simulation by creating its different instantiations, just like the creation
of objects in any object-oriented programming language. Besides allowing the creation of
multiple instances, OPNET allows the user to extend the functionality of the basic models
already available as part of the model library. Thus, by defining the value of the attributes of
the basic model the user can develop customized models following particular standards or
vendor specifications.

3.3 Integration of OPNET ™ and MATLAB™

OPNET provides a discrete event simulation engine. MATLAB is software for numerical
caculations and provides communication engineers with a vast library for implementing
communication systems such as channel models and beam forming algorithms. By integrating
MATLAB simulation with OPNET we are able to reuse the beam forming algorithms
developed in MATLAB and anayze their performance and effect on the upper layers
(specificaly, data link and network layers) of the communication system. This would be
difficult to realize without a discrete event simulator. In this thesis, we have interfaced
MATLAB and OPNET so as to reuse the antenna beam steering algorithms, which were
developed in MATLAB, and use the graphics library of MATLAB to provide the capability to

observe the dynamic changes in the antenna patterns during simulation execution.
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For interffacing OPNET and MATLAB, we made use of the MX interface provided by
MATLAB, which alows C programs to call functions developed in MATLAB. This is
illustrated in Figure 3.1. For calling MATLAB functions the user needs to include following

filesin the bind_shobj_libs environment attribute.

libmat.lib
libeng.lib
libmex.lib
libmx.lib

0w DN PF

Weights of Antenna Elements

LT RN NN RN N NN RN NN NN EEREAREEEEAEEEEEEEREEEEEEE [y

OPNET |[€— \ATLAB

mx interface

Antenna and Channel Attributes

Figure 3.1. OPNET and MATLAB interface.

The directory where the above files are present is included in bind_shobj flags. After
including the necessary files into the include path, the MATLAB engine is started by OPNET
simulation at the beginning of the simulation by using the function engOpen(). This provides
the OPNET simulation with a pointer to a memory location that can be used to pass MATLAB
commands to the MATLAB engine. The engine pointer can be shared among different
processes by declaring the engine pointer in a header file common to all process models.
Variables can be exchanged between OPNET and MATLAB using functions engPutArray/()
and engGetArray().
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3.4 Phased Array Antenna Model

The block diagram of the antenna model is illustrated in Figure 3.2. The phased array antenna
model is implemented using the mathematical equations describing the gain of antenna in
terms of aimuth and elevation angles and the vector weights assigned to each element
comprising the antenna array. The antenna controller process model receives the antenna
control information from the upper layer and determines the antenna gain pattern by varying
the magnitude and phase of the antenna element weights. The radio pipeline stages
“dra _tagain_fcs vt adap” and “dra_ragain_fcs vt_adap” interface with the antenna
controller process model using kernel procedures to determine the value of these weights.

upper layers /
antenna driver

t #pucl\.et + iciptr

ant_controller

|mlle1um elements weights

radio pipeline
stages

Figure 3.2. Architecture of the antenna model.

The antenna model makes use of interface control information pointers (iciptr) to send
commands to the antenna controller. The exact format of the iciptr pointer and the commands
that use this pointer are discussed in Section 3.5. Besides the control information passed from
the upper layers to the antenna controller, the model allows the user to specify the antenna

structure independently for transmit and receive antennas.
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Figure 3.3. Receive antenna attribute table.

The “Transmit Antenna Attribute” and “Receive Antenna Attribute” of the antenna_controller
process model are discussed next. The attributes for the receive antenna are illustrated in

Figure 3.3.

1. Array Type. The antenna array can be of either circular or linear type.

2. Number of Elements. Thisis used to specify the number of antenna elements.

3. Delta/ Radius. This attribute is used to specify the spacing between antenna elements for a
linear array or the radius for a circular array. It can take any real value greater than 0. In both
cases the antenna elements are distributed such that there is equal distance between all

elements.

4. Angle of Antenna Axis. This is the angle (in radians) made by the antenna’s x axis with
respect to the North Pole. The positive values orient the antenna x axis towards the northeast,
while negative values orient the antenna x axis towards the northwest.

5. Plot. This attribute can be used to ergble the plotting of instantaneous antenna patterns
during smulation time. If thisis set to True for either the transmit or receive antenna, the gain
pattern for that antenna is plotted whenever the beam forming agorithm is invoked. The

antenna patterns are plotted as polar plots usng MATLAB.

16



6. Sample Period. This attribute is used by a receive antenna only. It specifies how often the
channel is sampled in order to adaptively steer the antenna pattern.

7. Mode. This attribute is used by a receive antenna only. The mode can take either of two
values, AUTO or MAC. If the mode is set to MAC, then the receive beam is formed towards
the location of the transmitting entity as provided by the upper layers. If the mode is set to
AUTO, then the receive sampler process forms the beam towards the direction from which the

strongest signal is being received.

Besides these attributes that can be configured by the user, the antenna_controller module
obtains transmit and receive frequencies from the attributes of the radio receiver and
transmitter modules using the internal model access package. These values are required for the

calculation of weights for antenna elements.

3.5 Antenna Orientation in Three-Dimensional Space

The antenna modd that is part of the standard model library of OPNET 8.0 fails to completely
specify the orientation of the antenna pattern with respect to the reference axes used for system
specification, hence resulting in the ambiguity in calculation of azimuth and elevation angles

made with antenna axis.

In the developed antenna model we have used a novel approach for alowing the user to specify
the orientation of antenna with respect to system’s frame of reference. The three-dimensional
approach adopted employs vector mathematics and can be extended to allow the incorporation

of antennas located on mobile nodes.

3.5.1 Antenna Orientation M ethodology

In three-dimensional simulations spanning realistic geographical scenarios, the need arises to
use a global frame of reference. In many mobile network scenarios, node location is available
in the Globa Coordinate System. This provides the information about location of a node in

terms of latitude, longitude and altitude. For using the antenna model, the location of nodes is
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converted to a geo-centric axis with the earth’s center as the origin and the axis oriented as
shown in Figure 3.4. Thei and j axes are dlong (0° N, 90° E) and (0° N, 180° E), respectively.
The k axisis aong the North Pole. As shown in Figure 3.4, thei, j, and k axes follow the right
hand rule. Global coordinates of the node can be converted to geo-centric coordinates using

basic conversion equations.

The antenna pattern can be expressed as a function of the azimuth and elevation angles
between the antenna axis and the direction of the segment formed between source and
destination nodes. The orientation of antenna axis with respect to geo-centric axes must be
specified to determine the elevation and azimuth angles. A practical approach to do thisis to
specify the angle made by the antenna's x axis with respect to a segment joining the node and
the North Pole. This is analogous to specifying the angle made by the antenna axis with respect
to the North Pole. In the present model the z axis of antennais kept fixed.

k
A

(i,j,K) antenna axes

(i,j,Kk) geocentric axes

]
pi .
~"0°North, 180° East

1
] I -

(0,0,0) 0° North, 90° East

Figure 3.4. lllustration of the orientation of the antenna axes with respect to geocentric axes.
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3.6 Receive and Transmit Antenna Process M odels

OPNET uses “dra _tagain” and “dra ragain” models to determine the value of transmit or
receive gain attributes. For adaptive beam forming, the transmit and receive pipeline stages are
implemented using “dra tagain _fcs vt_adap” and “dra ragain_fcs vt _adap” models,
respectively. In the adaptive antenna model the value of the antenna gain in the direction of
transmission is determined using the equations characterizing the antenna behavior. The
weights of antenna elements, which are required for the calculation of antenna gain, are
obtained from the list stored in the antenna controller process model. The equations used for

linear as well as circular array are shown in Figures 3.5 and Figure 3.6.

S(exp(z* p*antenna_spacing/l )cos(g)*sin(f )* (1/w;))
1=0,n-1

antenna_spacing Spacing between elements of antenna

I Wavelength of transmitted signal

q Azimuth angle

f Elevation angle

Wi Complex weight of i antenna element
n Total number of antenna elements

Figure 3.5. Equation for determining gain of alinear array antenna.
The azimuth and elevation angles made by vectors joining the source node and transmitting

node with respect to the antenna axes are calculated by using three-dimensional vectors as
discussed in Section 3.5.
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S(exp(Z* p* (radiug/l )cos(g-2*i* p/n)*sin(f )* (w;))
1=0,n-1

radius Radius of circular antenna array

I Wavelength of transmitted signal

q Azimuth angle

f Elevation angle

n Total number of antenna elements

Wi Complex weight of i antenna element

Figure 3.6. Equation for determining gain of a circular array antenna.

The process model for the antenna controller is shown in Figure 3.7. This process maintains
two lists, “transmit_weight_list_ptr” and “receive weight_list_ptr,” which are stored as state

variables.

rom mac]

! b
from radio
i

Figure 3.7. Antenna controller process model.
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Whenever a command to form either a transmit beam or a receive beam is received from the
upper layers, the weights are calculated in accordance to the equations for the antenna type as
configured in the attributes of the model.

In the forced state “ init” the configurations of the transmit and receive antenna type to be used
are obtained from the compound attributes of the antenna controller asillustrated in Figure 3.8.
The channel attributes such as radio frequency and bandwidth are obtained from the radio
module.

] {ant1_control) Attributes x|
Attribute | vaue |
phame |ant1_control
process model antl_controller
icon name processor
Receive Antenna Attribute (-

Transmit Antenna Attribute {-..) Z
Extended Attrs.
__| &pply Changes to Selected Objects

cancel | oK |

Figure 3.8. Attributes of process “antenna_controller.”

The process model “antenna _controller” transitions to state “ from _mac” whenever it receives
a packet from the medium access control sub layer. The received packet is checked for the
presence of Interface Control Information (ICI). If there is no ICl associated with the packet, it
is sent to the lower layer for transmission. If the packet is associated with iciptr
“antenna_command,” the fields of the Interface Control Information are extracted and the
antenna pattern is changed accordingly. The parameters of the iciptr “antenna_command” are
shown in Figure 3.9.
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File Edit ‘Windows Help
Altribute Mame | Type [ Defau «|
command integer 1
format integer i
latitude double ]
longitude double il
altitude double 0
" double 0.0
y double [N
z double 0.0
omni integer ]
theta double [N1]
pi double 0o &
algorithm integer |

Figure 3.9 Format of control information sent to antenna controller.

The upper layers must specify the values of these fields. The command field specifies whether
the weights should be calculated for transmit or receive antenna. The format field determines
the format in which the target information is provided. The target may be specified either in
terms of agloba coordinate system, geo-centric coordinates or simply in terms of azimuth and
elevation angles made with the antenna axis. The algorithm field is used for the receive
antenna and determines whether to use beam steering or null steering algorithms. If the omni

field is set then an omni-directional antenna pattern is formed.

Once the desired direction of the beam and the algorithm type are determined, the appropriate
process for beam forming is invoked. Depending upon the values of command and algorithm
fields, one of the following processes is invoked.

1. Transmit Sampler
2. Receive Sampler

3. Null Sampler

The process enters the “ from radio” state whenever it receives a packet from the radio layer.

The received packet is then passed on to the upper layers.
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The process model for the transmit sampler is shown in Figure 3.10. The transmit sampler is
responsible for forming the transmit beam. This process is invoked when the
“antenna_controller” process gets a packet from the MAC layer with a command to form a
transmit beam or whenever the antenna controller process is interrupted due to mobility of a

target node. This process has three finite states: “ init,” “ form_beam,” and “idle.”

The forced state “ init” is responsible for the initialization of state variables when the processis
first invoked. In the unforced state “ form _beam,” the weights for the antenna elements are
calculated so as to direct the beam in the desired direction. The values of weights are stored in
the list “transmit_weight_list_ptr.” The process remains in the unforced state “idle” until it

gets a command for beam forming in a desired direction.

|Farm_bearm

Figure 3.10. Transmit antenna process mode.

Thus, at any time during simulation, the “transmit_weight_list_ptr” contains the values of
weights for transmit antenna elements. At the beginning of simulation, weights of all the
antenna elements are initialized to (1,0,0,0...), where number of zerosis equal to one less than

the number of antenna elements. This corresponds to an omni-directional pattern.

The receiver sampler, shown in Figure 3.11, increases the sensitivity of the receiver towards a

desired signa by steering the maxima (main lobe) of the gain pattern towards the angle of
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arrival (AoA) of the signal of interest. The receive sampler model can be configured to either
operate in autonomous mode, in which case the receive beam is formed in the direction of the
strongest signal received, or it can be configured to form the beam towards a given user as
directed by the MAC sub layer. The mode of operation is determined by the mode attribute of
the receive antenna. It can either be set to AUTO or MAC. The operation of “receive_sampler”

in either of the modes is described below.

When the mode is set to AUTO the receive sampler process is interrupted whenever there is a
change in signal power being received by the antenna. After sampling the received signals the
antenna forms the receive beam towards the strongest signal.

L
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Figure 3.11. Receive antenna process model.
When the mode is set to MAC, the antenna controller process gets a command from the upper
layers to form a receive beam bwards a given desired user. The target location is explicitly

provided by the MAC layer.

As shown in the process model in Figure 3.11, the main states of receive sampler process

model are: “init,” “form _beam,” “ sample wait,” and “idle.”

Forced state “init” is responsible for the initiaization of state variables when the process is

first invoked. In forced state “ form_beam” the weights for the antenna elements are calculated
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S0 as to direct the beam in the desired direction. The values of weights used in the antenna
beam forming equations are stored in the list “receive_weight_list_ptr.” The process remainsin
unforced state “idle” until it gets a command for beam forming towards a desired direction or
there is a change in received signa strength. Unforced state “ sample_wait” is entered if the
process is running in AUTO mode and stays in this state for a duration equal to the sample

period as defined in the antenna attributes.

The null sampler, shown in Figure 3.12, can be used to place a null towards the strongest
interferer and maximize the gain towards the desired user(s). The null sampler process is
similar to the receive sampler process. Unlike beam steering, for null steering the weights are
determined by running iterations of the beam forming algorithms over the set of received
signals. The adaptive nulling was implemented using the fast-constrained null steering
algorithm described by Elkamchouchi and Elsalam [11]. OPNET calls MATLAB procedure

null.m using the MX interface to determine the weights required for null steering.
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[channel_change]
Figure 3.12. Null forming process mode!.

The null forming algorithm, implemented in MATLAB, is passed the following parameters,
which are obtained from the OPNET simulation.

1. Received power of different signals arriving at the receive antenna
2. Angleof arrival of received signals with respect to the receive antenna axis

3. Angle of desired target with respect to the antenna axis
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4. Array type (linear or circular)

5. Antenna attributes such as number of antenna elements and spacing between elements

The MATLAB simulation uses the antenna and channel parameters obtained from the OPNET
simulation to determine the weights so as to form a beam towards the desired target while
forming nulls towards the other users. The weights obtained by the MATLAB simulation are
passed back to the OPNET simulation and used to form the receive antenna pattern.

3.7 Channel Model

OPNET uses pipeline stages for simulating the various effects of the channel on packet
transmission. The baseline wireless pipeline stage “wlan_propdel” provided with OPNET 8.0
uses a predefined range as a criterion to determine whether the packet being received is valid
or noise. If the distance between the transmitter and receiver is less than acertain threshold the
packet is considered as valid; otherwise the packet is considered to be noise. When the receiver
pipeline stages receive a valid packet, a receiver busy statistic interrupt is generated to inform

the MAC sub-layer protocol that a packet is being received and the channel is busy.

This mechanism of detecting whether the channdl is idle or busy fails to account for path loss
and interference from other transmissions occurring in the vicinity of the recever. For
incorporating the phased array antenna into simulation scenarios, we have modified the
pipeline stages so as to consider signa to interference and noise ratio (SINR) and signal
strength in the receiver pipeline stages to determine whether the channel is busy or idle. The
modifications to the pipeline stages are listed below.

1. wlan_propdel. In this pipeline stage transmission data attribute (TDA)
OPC_TDA RA MATCH_STATUSis set equal to OPC_TDA RA MATCH_VALID for
all packets. A new TDA attribute RCV_FLAG is defined for all packets and initialized
to O for all packets.

2. dra snr. When a packet reaches this pipeline stage the value of RCV_FLAG is
obtained. If the value of RCV_FLAG is 0 it means that this is the first time the
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“dra_snr” pipeline stage is being called for this packet. If the value of SINR is greater
than the value THRESHOLD, the channel lock is set for this particular channel and
statistic interrupt “receiver busy” is generated for the antenna controller, which is
connected to the “wlan_mac” process. This allows the generation of the receiver_busy
interrupt only if signal strength or SINR is above a given threshold value. For packets
with SINR greater than this value, TDA MATCH and OPC_TDA MATCH_STATUSare
st to OPC_TDA MATCH_VALID. For the other packetss, TDA MATCH and
OPC_TDA MATCH_STATUS are set equal to OPC_TDA MATCH_NOISE. If the
valueof RCV_FLAG is 1, it means that the “dra_snr” pipeline stage is being called for a
packet that is already being received. No calculations are performed for such packets.

3. wlan_ecc. If thevaue of TDA MATCH for a packet being received in the “wlan_ecc’
pipeline stage is egua to OPC_TDA RA MATCH_VALID, then TDA
OPC_TDA PK_ACCEPT is set equa to OPC_TRUE, the receiver channd is unlocked
and the statistic wire “receiver_busy” is pulled down.

The developed channel model alows the user to use either signal to interference noise ratio or
signal strength to determine the status of received packet.

Besides the modifications in the pipeline stages to incorporate space division multiple access,
the antenna controller for each node maintains a list containing information about al the
signals being received, their angle of arrival and strength. This list is updated by the
“dra_power” pipeline stage whenever a packet is received by the receiver pipeline stage. The
entry is removed when the transmission is completed. This information is used by the receive
sampler and null sampler process models to determine the signal strength and angle of arrival
for arriving signals and to form beams accordingly.

Thus, by making modifications in the pipeline stages we can realize a more robust channel
model for wireless medium access control and obtain the information about received signals

needed for adaptive beam forming.
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3.8 Antenna Controller

The antenna controller forms the transmit and receive antenna beam patterns in accordance
with the commands obtained from the MAC sub-layer. While forming the transmit beam the
antenna controller needs to know the value of the desired angle of transmission with respect to
the antenna axis.

tx_artenna 1%_antenna

Figure 3.13. Functional model of a wireless node using a smart antenna array.

The receive antenna can operate in two fundamental modes.

a) Autonomous Mode. In this mode the receive antenna tracks the strongest signal and

maximizes its receive antenna gain towards the angle of arrival of the strongest signal.

b) Controlled Mode In this mode the antenna controller orients the maxima of the
antenna pattern towards the desired direction as determined by the DMAC sublayer. In
practical scenarios the medium access control layer or the network layer can determine
the desired angle at which the beam should be directed and this is communicated to the

antenna controller to form the beam accordingly.
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Depending on the medium access control algorithm adopted, the MAC layer determines the
beam pattern of receive or transmit antenna or the mode of operation of the receive antenna.
When a packet is received, the antenna controller sends the information about signal
parameters for the received packet to the MAC layer. These parameters include the time
average of the power of the recelved signal and the angle of arrival of the packet. In Chapter 4
we discuss how this information is used to establish a direct link.

3.9 Sample Simulation Snapshot
In Figure 3.14, we illustrate a simulation scenario in which the nodes are using the developed

antenna model.

1. mobile_node 0 is amobile node and node 1, node 2 and node 3 are stationary nodes,

2. mobile_node 0 follows abilliard mobility model within a fixed rectangular region of
1000 meters~ 1000 meters. The position of the mobile node 0 is updated at intervals of 5
seconds. The step size is equal to 100 meters and the node continues to move in a fixed
direction until hits the boundary of the rectangular region,

3. node 1 and node 3 are configured to transmit packets towards mobile node O at 10-

second intervals,
4. mobile node 0 is configured to form a beam towards node 1 and a null towards the other

transmitters around it, and

5. node 2 is configured to form a recelve beam towards node 1.

The antenna attributes are configured according to the above description and some of the nodes
are enabled to plot their antenna patterns during ssmulation. Before starting the ssmulation, the
animation viewer is started by executing op_vuanim in the OPNET console window. At the
beginning of simulation, the MATLAB engine is started by OPNET and, thereafter, the

antenna patterns are formed in accordance to antenna attributes and commands received from

upper layers.
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Figure 3.14. Snapshot of a sample simulation scenario.

3.10 Summary
This chapter was intended to provide an overview of the methodology used in the development

of directional antenna and physical channel models in OPNET. We have presented a fully
three-dimensional model for the directional antenna and a mechanism for antenna orientation
in three-dimensional space. The physical channel models of OPNET have been considerably
modified to provide a more complete platform for wireless simulations involving space
division multiplexing. In Chapter 6 we use these models along with the upper layer protocols
to assess the performance of wireless nodes using directional antennas and directional medium

access control protocols.
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Chapter 4: Link Establishment Using a Directional Antenna

Use of time varying directional antenna patterns is envisioned to help in the establishment of
direct links in wireless networks that might otherwise not be possible through the use of omni-
directional antennas. In this chapter, we look at the different links that can be established using
directional antennas depending on the location of source and destination nodes. Directional
transmission requires a priori knowledge of the location of the destination node. In this chapter
we discuss some of the location determination methodologies proposed in the literature as well

as heuristics for determining the type of link to be established when using directional antennas.

4.1 Location Determination

We start by defining the following terms. Two nodes are considered near neighbors if they are
able to successfully exchange packets in a single hop without the need for both to orient their
antennas towards each other. Two nodes are considered far neighbors if the successful
exchange of packets between them requires the orientation of both transmit and receive

antennas towards each other.

The use of directional antennas in wireless networks typically requires some location
information about the nodes involved in the communications. Many systems have been
developed to solve the problem of location determination in outdoor and indoor environments.
Researchers have attempted to use different methodologies and signal characteristics to assist
in node location determination. Some examples include the Global Positioning System (GPS)
[13], infrared (IR) systems and radio frequency (RF) systems.

GPS is a satellite-based navigation system. The GPS constellation consists of 24 satellites
orbiting the Earth every 12 hours. The satellites constantly relay carrier signals, which carry
the navigation message. Signals transmitted by the satellites are received by GPS receivers and
used to determine the location of the recelver in an earth-centered coordinate system. GPS
satellites are maintained by the U.S. Department of Defense and the receivers can be purchased
for less than one hundred dollars. Using GPS, the user can determine his or her location

anywhere on earth in terms of latitude, longitude and altitude. GPS can provide accuracy on the
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order of millimeters under certain circumstances. Despite its advantages, GPS may not be
suitable for location discovery in some ad hoc networks as it may be too costly to install in
each node. Since the GPS operates in the L band, an additiona receive antenna might be
required, thus increasing the cost and the size of the equipment. GPS may also impose
significant power constraints and will not work in areas where satellite signals cannot be

recelved.

Technologies based on IR and RF have been proposed for location information in areas where
GPS cannot be used. The Active Badge [14,15] system was developed to determine the
location of persons inside a building. Badges worn by each person emit an IR signal every 10
seconds and sensors placed at known positions in the building detect the signal and notify
software agents that process this information. The IR-based system suffers from some magjor
drawbacks such as limited range of operation, lack of support for relaying location information
back to the nodes, significant installation costs and poor performance in the presence of

sunlight.

Radio frequency based location determination techniques have recently sparked considerable
interest in the research community. RF-based location determination techniques exploit the
characteristics of the signals transmitted during data exchange, thus avoiding the cost of
establishing an additional setup dedicated to location determination. RF-based location
determination techniques consider signal characteristics such astime of arrival, signal strength,
angle of arrival (AoA) and time difference of arrival. The use of time of arrival involves the
stamping of the current time on any outgoing signal by the mobile station. The base station
receiving the signal can determine the time taken for packet propagation and, hence, obtain the
distance between the mobile and base station. Though conceptualy simple, it is difficult to
obtain highly accurate estimates of distance due to the problems associated in synchronizing
the mobile and base station clocks. The time difference of arrival metric is based on measuring
the time difference of arrival of the signa at more than one base station. This eliminates the
need for clock synchronization with the base station. The previous two techniques are
applicable to infrastructure-based wireless networks (cellular networks in particular). AoA
methods [3,16] use phased array antennas to determine the angle of arrival of the signal. If at
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least two estimates of AOA at two base stations are available, then the location of the mobile
can be determined by triangulation. The drawback of AoA techniques is that for accurate
results the received signa must have a strong line-of-sight component. Recently, researchers
have suggested the use of signal strength to determine the location of nodes in wireless
networks. In the RADAR framework [17], the signal strength at the node from different base
stations is recorded by moving the node in a given area, thus generating an empirically-
obtained correlation between location and signal strength metrics. The basic assumption in this
approach is that signal strength is a strong function of the user’s location, i.e., signal strength
not significantly affected by fading or other channel impairments.

Finally, location information can be obtained through a combination of the techniques
described above and upper layer signaling protocols, such as the exchange of HELL O packets.

In this thesis, we assume that wireless nodes can employ one or more of the techniques
discussed above to determine the location of other nodes in the network and can use that

information to orient their antennas

4.2 Link Establishment Using Smart Antenna Arrays

The use of directional antennas for transmission and reception of packets complicates the
problem of medium access control, since the range of transmission varies with direction as well
as time. Use of directional antennas alows different possible combinations of antenna
orientations for link establishment, thus allowing the nodes to communicate over a wider range
of distances as compared to the use of constant omni-directional antenna patterns. In this
section, we look into how space division multiple access can be employed in wireless networks
and illustrate the different types of links possible. For clarity of discussion, we assume all

nodes use same type of directional antenna and the transmit power is equal and constant for all

the nodes.

While establishing the link, the transmitter and recelver may fal into one of the following

scenarios.
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1) If the transmitter and the receiver are near neighbors, the link between them can be
established by either using an omni-directional or a directional transmit antenna. We
cal thisan immediate link. This situation isillustrated in Figures 4.1 and 4.2.

Figure 4.1. Receiver and transmitter are within range with omni-directional antennas.

mob.':i,le_node_z

mobile_node_1

Figure 4.2. Recelver and transmitter are within range if transmit beam is directed

towards the receiver.

2) If two nodes are not near neighbors, they may still determine that they are far
neighbors. In this scenario data may be exchanged through multiple hops or the source
and destination node may establish a direct link between them by orienting their receive
and transmit antennas towards each other. We call this an extended link. This is
illustrated in Figure 4.3.



~"mobile_node_2

mobile_node_1

Figure 4.3. Receiver and transmitter are within range only if transmit and receive

antennas are oriented towards each other.

The establishment of an extended link requires signaling between the transmitter and receiver
nodes through multi-hop paths to allow appropriate orientation of both antennas. The decision
to establish an extended link for data transmission, instead of relying on multiple hops,
depends on a number of factors, such as delay in establishing the link, feasibility of a directed
link and the cost of the link in terms of its effect on aggregate throughput in the network.

4.3 Signaling Mechanism for Establishing an Extended Link

For establishing an extended link, antenna orientation information must be exchanged between
source and destination nodes. This signaling information must be routed through immediate
links. The source and destination nodes can use an established route to send antenna orientation

commands.

We demonstrate the basic principle for the orientation of the two antennas by defining a
hypothetical network comprising a source node S, destination node D and intermediate nodes
l1, I, ..., In. For extended link establishment we introduce three new packet types at the
network layer.

RequestToOrient (RTO). This packet is used by source node S to request the establishment of

an extended link with the destination node D and to send antenna orientation commands to the

antenna controller of the destination node. When the network layer receives a packet from the
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application layer for transmission, it uses a heuristic algorithm to determine whether to attempt
to form an extended link or transmit the packet using a multihop route. If nodes decides to
establish an extended link, it creates an RTO packet for the destination, node D, and transmits
the data packet using the extended link.

The RTO packet is sent to the MAC layer for transmission just like a normal data packet. The
MAC layer transmits the RTO packet to next hop (one of its near neighbors) using an
immediate link. Each intermediate node that recelves the RTO packet updates the location
information for the source node in its location cache and forwards the RTO towards destination
node D in accordance with the routing information. The RTO packet is handled at the network
layer. When destination node D receives the RTO packet it obtains the location information of
the source node from the information contained in RTO packet. In response to the RTO packet
areply packet ReplyRequestToOrient (RRTO) is created and sent from destination node D to
source node S acknowledging the request for extended link establishment. RRTO packets are
sent through the multiple hops using the immediate links between them. After the MAC layer
of the destination node receives an ACK packet for RRTO packet it sent, the antenna controller
IS sent the commands to orient the receive and transmit antennas towards the Source node S.
Thus, the RTO packet serves the dual purpose of providing the destination node with the latest
location information of the source node and of sending control information to the antenna

controller of the destination node to orient its receive antenna pattern towards the source node.

ReplyRequestToOrient (RRTO). This packet is transmitted by destination node D to source
node S after receiving an RTO packet. The RRTO packet contains acknowledgment for the
extended link request and provides source node S with destination node D’s location
information. On receiving RRTO, source node S orients its transmit and receive antenna

towards the destination node D, thus closing the extended link.

ExtendedDataPacket (XDATA) After the establishment of the exterded link, the data packets
that are in queue for destination node D are transmitted through the extended link and marked
as type XDATA to prevent the intermediate nodes from learning false routing information or

attempting to update their routing tables onthe basis of an extended link between source node
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S and destination node D. The packets marked as XDATA are sent to the application layer

when received by destination node D. The intermediate nodes disregard XDATA packets not
addressed to them.

The establishment of extended links can result in decreasing the end-to-end delay between
nodes that are far neighbors. Depending on network traffic load and relative positions of other
nodes, the extended link may have the effect of increasing or decreasing the overal network
throughput, as we demonstrate in Chapter 6. The effective network throughput depends on
whether the extended link interferes with the immediate links required by intermediate nodes
for data transmission or whether the extended link provides another channel for transmission of
packets between the source and destination nodes without interfering with the immediate links.
The amount of interference between the extended link and immediate links is a function of the
gpatial location of nodes in the network and the antenna patterns used for extended link

formation.

4.4 Summary

In this chapter we described the different possible link establishment scenarios using
directional antennas. Further we have looked into the mechanism for extended link
establishment and suggested the coupling of antenna control packets with location probing
packets. This is a basic framework, which could be incorporated into any routing protocol. In
the next chapter we present an example of extended link establishment conbined with the

Dynamic Source Routing protocol for data communications in a mobile ad hoc network.
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Chapter 5: Integration of Link Establishing M echanismswith
|EEE 802.11 Wireless Networks

To redlize gains in network performance due to the use of directional antennas, the upper
layers must be appropriately integrated with the antenna controller. Past research has resulted
in proposal for various directional medium access control mechanisms, each of which defines
the antenna beam control mechanism to be used along with the generic IEEE 802.11 wireless
LAN MAC. In this chapter we extend some of the proposed directional medium access control

mechanisms and integrate them with the Dynamic Source Routing (DSR) routing protocol.

5.1 AntennaTimeLine
To illustrate the different directional medium access control protocols we make use of timeline
diagrams. The antenna time line shows the state of wireless nodes at any time along with the

receive and transmit antenna modes of operation. Figure 5.1 illustrates a simple timeline.

Packet B3 packet b
< lzet
a  Packet TX packet a packet ¢
=
Omni directional | Omri directional o R :
Z.  TX Antenna Pattern Directed AL 437 | Omni directional
: G : 5 o :
B Antenna Pattern | Ommni directional Directed At 30 Directad At 30" | Omni directional
Slot 0 Slot 1 Slat 2 Slot 3
Time Slots

Figure 5.1. Illustration of antennatime line diagram.

At any time dot n the antenna time line diagram shows the packet being transmitted or

received by the node and the orientation of the main lobe of its transmit and receive antenna
patterns.

5.2 Neighbor Information Base

It is assumed that when a packet is received the radio receiver also obtains the directional

information of the transmitting node with respect to the receiving node. This spatial
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information can be explicitly contained in the packet or is inferred from the received signal.
Thus, the radio module provides the MAC layers with a packet and, aso, with the angle of
arrival of the packet. A neighbor information table is built using the angle of arrival
information and the source address of the received packet. With the passage of time and
transmission of packets each node builds a table containing information of angular location of

its neighbors. We call this a Neighbor Information Base (NIB).

5.3 Directional MAC for the Basic Access M ethod

In the basic access method, wireless nodes transmit packets if the medium is determined to be
idle for a period greater than or equal to the DIFS parameter. Control packets do not precede
the data packet transmission. After successfully receiving the packet, the destination node
sends an acknowledgment to the source node. We illustrate the operation of the medium access
control through an example in Figure 5.2.

Facket B3 DATA PET 1
[a]
o Packet T2 ACKE for PET 1
= Omni Directional | Directed To & | Directi .y
Z. TX Anterna Pattern Omni Directional | Ormni directional
B Antenna Pattern | Omni Directionali Directed To 4 | Ot Directional | Ormni directional
Blot O Blot 1 Blot 2 Slat 3
Time Blots
Packet RXC ACK for PET 1
o
o PacketTX DATA DKT 1
=
= L. .
Directed To B Directed To B i ;
7 TX Antenna Pattern Ormni Directional | Omni directional

R Antenna Pattern | Directed To B | Diected To p | Ot Directional | O directional

Slot 0 3lot 1 Slot 2 Slot 3

_—»
Time Blots

Figure 5.2. Antennatime line illustrating directional MAC for the basic access method.
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In the example, node A transmits a frame to node B. The various states that both nodes go
through are discussed below.

Initial state. Transmit and receive antennas of all nodes are configured to operate in omni

directional mode.

Packet Transmission. The source uses a table lookup to determine the angle of the destination
node. If angular information is obtained, the source orients transmit and receive antennas
towards the destination node. If the table does not contain angular information for the

destination node, the source forms omni-directional receive and transmit antenna patterns.

Data Packet Received. When the destination node receives a data packet it orients its transmit
antenna towards the source node and transmits the ACK packet. After the transmission of the

ACK the antennas again form omni-directional beams.

5.4 Directional MAC Using RTSICTS
In the RTS/ICTS method, control frames are exchanged between the source and destination
nodes before the transmission of the data packets. The control frames serve two main

functions.

1. Asinomni-directional scenarios, the use of control packets helps to alleviate the hidden
and exposed termina problems.

2. Theuse of control packets helps to reduce the probability of collision with data packets.
Control frames can be used by the communicating nodes to determine each other's

angular location for the orientation of antenna beam patterns.

5.4.1 Directional RTSOmni-directional CTS

In this method, the RTS is transmitted using a directional beam, but the CTS is transmitted
using an omni-directiona pattern. Upon receiving the RTS frame, the destination node obtains
the angular location of the source node and orients its receive beam towards the source node.
The destination node uses an omni directional antenna pattern for CTS transmission. The
antenna time line diagram for packet transmission from Node A to Node B is as shown in
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Figure 5.3. In this scenario it is assumed that Node A’s NIB has information about Node B’s
angular location.

Packet B CTS ACKE
E Parket TH ETS DaTa PETL
= T dtormaPatterg | DEtATeE | Directed ToB | DirectedToE | Directed ToB | Onmi Directional
R dstenna Pattem | Directed ToB | Directed ToB ¢ DiectedToB o Directed To B | Onmi Divectiomal
Slat 0 Slat 1 Slat 2 Slot 3 Slat 4
Time Slots
Packet RX RTS DATA PET 1
E Packat TX CT3 ACK

= T A rtermia Patteng | T DEEEENAL  Oneri Diectiomal | Directed To & | Divected To & | Oreni Directiomal

R Artenna Pattem | Onmni Directimal | Onod Directional  Directed To &4 Directed To 4 | Oned Dizectiomal
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Figure 5.3. Antennatime line for directional RTS/Omni-directional CTS MAC.

5.4.2 Directional RTS/Directional CTS
In this variation of the previously-described agorithm, both RTS and CTS frames are
transmitted using a directiona beam. The agorithm is illustrated as in Figure 5.4. The

receiving antenna pattern is the same as the transmitting antenna pattern.
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Figure 5.4. Antennatime line for directional RTS/Directiona CTS.

5.5 Extended Link Establishment Using Dynamic Sour ce Routing Protocol

In the remainder of this chapter, we describe how directional MAC protocols can interact with
network layer mechanisms. In particular, we propose extended link establishment using
Dynamic Source Routing ; we call the resulting mechanism XuDSR This mechanism is build

using Dynamic Source Routing (DSR) [18,19] protocol.

XUuDSR belongs to the class of reactive routing protocols in which the node performs route
discovery to the destination node if it does not currently possess routing information in its

routing table.

5.5.1 General Packet Processing

XuDSR handles the received data packet in the same manner as DSR, unless t receives an
indication to form an extended link. Suppose that an extended link is to be established. The
packet is processed as follows.
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SAC DEST RELAY Seg_Lelt Size_Route Type
[B hits) [B hits) [B hits) (8 hits) (8 hits) (8 hits)
MNade_0 MNade_1 MNade_2 Mode_3 MNode_4 Mode_5
[8 hitz) [8 hitz) [8 hitz) (8 hitz) (8 hitz) (8 hitz)
Mode_B Mode_7 atitude [ongitude

[8 bits) [8 bits) [1E bits) [1E bitz]

Figure 5.5. RequestToOrient (RTO) packet format.

Route Deter mination

(0]

If the route to the destination is obtained from the routing table and is greater than one hop,
then a RequestToOrient (RTO) packet, as shown in Figure 5.5, is created and sent to the
destination node.

o If the route to the destination is equal to one hop, the data packet is sent without the
exchange of RTO packets.
If the route to the destination is not found in the routing table, a request for a route to the

destination node is sent.

RTO Packet Arrival

o

If the packet is addressed to the node, the location table is updated with the location
information of the source node obtained from the RTO packet.

Since the destination node has information about the vectors joining the source and
destination, it can determine whether it is possible to establish an extended link between
them. If the link is feasible, a ReplyRequestToOrient (RRTO) packet, as shown in Figure
5.6, is created and sent to the source node using the DSR protocol. After the successful
transmission of RRTO the receive and transmit antennas are oriented towards the source

node.

SAC DEST RELAY Seg_Left Size_Route Type
[B hits) [B hits) [B hits) [B hits) [B hits) [B hits)
MNode_0 MNode_1 MNode_2 MNode_3 MNode_4 Mode_h
[B hitz) [B hitz) [B hitz) [B hits) [B hits) [B hits)
MNode_B Mode_7 latitude [ongitude

[B hits) [B hits) [16 hits) [1E hits)

Figure 5.6 ReplyRequestToOrient (RRTO) packet format.




o If the node is just arelay node between the source and destination nodes, the node obtains
location information from the RTO packet and updates its location table. The RTO packet
is then forwarded to the next hop node.

RRTO Packet Arrival

o If the packet is addressed to the node, the location information of the destination node is
updated in the location table.

0 Since the destination node has information of the vectors joining the source and
destination, it can determine whether it is possible to establish an extended link between
them. If the link is feasible, controls are sent to antenna controller to orient the antenna
receive and transmit beams towards the desired destination. The packets enqueued in the
buffer for the destination are sent to the medium access control layer using the XDATA
packet format as shown in Figure 5.8. This format is different from the normal DATA
packet format of the DSR protocol as it does not require multihop routing information. The
fields are defined as follows.

The RELAY addressis same as the DEST address.
Seg Left isset equa to 0.

Size Route is set equal to 1.

Typefield is set equal to XDATA.

SRAC DEST RELAY Seg_Left Size_Route Type
(8 bits) (8 bits) (8 bits) [8 bits) [8 bits) [8 bits)
data '
[inkented)

Figure 5.7 XDATA packet format.

o If thenodeisjust arelay node between the source and destination nodes, the location table
is updated with location information of the destination node. The updated RRTO packet is
then forwarded to the next hop.

5.5.2 Route Discovery
XUuDSR uses the same route discovery mechanism as DSR. Whenever the node has a packet

for transmission to a destination node whose routing information is not available in the routing
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table, route discovery is initiated by broadcasting a NON PROPA REQ. Every node that
receives NON PROPA REQ, looks in its routing table for the route to the requested node. If a
node determines that it has routing information to the destination node it replies to the
requesting node with the routing information. If the node does not have routing information the
NON PROPA REQ packet is destroyed and not sent any further. If the source node does not
receive a reply it sends a PROPA REQ for the route to the destination node. Unlike the NON
PROPA REQ, the PROPA REQ packet is forwarded by intermediate nodes if they do not have
the requested routing information in their routing tables. While forwarding the PROPA REQ
packet, the node adds its own address in the hop sequence table. This request is propagated in
the network until the routing information is found for the destination node or the destination
node receives this packet, whereby the node creates a unicast Route Reply (RREP) back to the
source of packet and containing the sequence of hops through which this node received the
Route Request (RREQ) packet. The RREP packet can also be sent using one of two possible
mechanisms. It can either be sent on the route obtained by reversing the sequence of hops
contained in the RREQ packet received or it can be piggybacked on a RREQ packet to the
source of the routing request. The first approach works well if the links involved are
symmetric. In case of symmetrical links, only the second approach can ensure the propagation
of the routing information.

5.5.3 Route Maintenance

This is used by nodes to update their routing tables whenever they detect a change in the
network topology, for instance due to mobility. Like DSR, XuDSR also assumes that the MAC
layer provides it with information about failed links. Whenever an intermediate node detects a
link failure it sends a route error packet to the source node. The source node updates its routing

table on receiving an error packet and initiates a route request to the destination node.

5.6 Summary
In this chapter we described different methods for link establishment based on the IEEE 802.11

wireless LAN Standard. We have developed XuDSR based on the DSR protocol for extended
link establishment and illustrated the signaling and probing functions performed by the control
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packets. In Chapter 6 we implement network scenarios using these methods and protocols and

characterize their performance.
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Chapter 6: System Model and Simulation Results

This chapter uses the models and the methods presented in earlier chapters to implement
simulation scenarios for the assessment of the wireless networks using directional antennas. In
Section 6.1 we discuss the assumptions made for channel model in simulations. Section 6.2
presents the system model and simulation results for networks using single-hop packet
transmission. This is followed by a discussion of the node & system models used for the

simulation of networks using multihop packet transmissions.

6.1 Channel Model Assumptions

For the wireless scenarios simulated, it is assumed that al nodes are in line of sight and multi
path signals are not present. The packet transmissions are modeled as quanta of energy in
channel. The duration for which the packet energy remains in channel is determined by the
transmission time and the propagation time of the packet. Signal to interference noise ratio is
used to determine the packet status as discussed in Section 3.7. The BER is obtained by using
the BPSK modulation curves. The path loss is calculated using the Hata- Okumara equations
[20, 21]. The range of nodes while using omni-directional antennas and transmitter power of

1 mw is approximately 350 meters.

6.2 Simulation of Single-Hop Network Scenarios

For the comparison of wireless LAN medium access control protocols using directional
antennas we erected system models that allow for single-hop packet transmissions. The node
models were built using the baseline directional antenna model and the modified wireless LAN

models. The following medium access control protocols have been implemented.

Scenario A. In this scenario all the nodes use omni-directional antennas for transmitting
and receiving the packets.

Scenario B. In this scenario directional antennas are used for transmitting the Request To
Send (RTS), Data and Acknowledgment (ACK) packets, while omni-directional antennas
are used for transmitting the Clear To Send (CTS) packet.
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Scenario C. In this scenario directional antennas are used for transmitting RTS, DATA,
CTSand ACK packets.

Scenario D. In this scenario Data is transmitted using the basic access method by
directing the transmit antenna towards the desired user. The receiver operates in the omni-
directional mode.

The modd of the wireless nodes is shown in Figure 6.1. The node model consists of the
medium access control module wireless lan mac interfacing with antenna controller
antl control using the ici_ptr. The process model “wireless lan mac” is modified to generate
commands for the antenna controller in accordance with the beam control algorithm. The
antenna controller varies the receive and transmit pattern in accordance with the commands
received from the medium access control sub-layer. For the network characterization we have
used an equally spaced sevenrelement circular array. The radius of the circular array is 0.15

meters. The nodes are located in area of 600 meters” 600 meters as shown in Figure 6.2.

N — |

ﬁ

it_0

Figure 6.1. Node model for nodes using directional medium access control protocol.

The wireless nodes obtain the angle of arrival from the antenna controller and maintain a

Neighbor Information Base that contains information about the angular position of neighboring



nodes. In the present smulation, packets are generated for the neighboring nodes using
uniformly distributed (0.0001,0.001) inter arrival times and a constant packet size of 1024 bits.
As seen in Figure 6.3, there is a performance improvement for scenarios involving use of
directional antennas. The performance gain is greatest for the method that uses directional
RTS/CTS. Figure 6.4 compares the throughput of the different directional medium access
control protocols over a range of inter-arrival times. The interarrival time is varied from
(0.0001, 0.001) to (0.0006, 0.006) at discrete steps of (0.0001, 0.001).
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Figure 6.2. Distribution of nodes in a square of 600 meters~ 600 meters
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Figure 6.3. Throughput of wireless LANs for scenarios A, B, C and D.

The plots of throughput in Figures 6.3 and 6.4 validate the argument that the throughput of the

network depends on the antenna control algorithm used. The use of directional RTS/directional

CTS provides better performance than using directional RTS/omni-directional CTS.
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Figure 6.4. Wireless LAN throughput for different antenna control scenarios.

6.3 Simulation of Multihop Network Scenarios
Network scenarios involving multihop packet transmissions were created to investigate the
effect of extended link formation on the upper layer. For multihop scenarios, the Dynamic

Source Routing protocol is used for routing.

6.3.1 DSR model for Nodes Using Immediate Links(node_dsr_omni)
We developed this node model for smulating the network scenarios that involve wireless
transmissions using the immediate links as discussed in Chapter 5. The node model is shown in

Figure 6.5.

The node model consists of a DSR routing process model that interfaces with the upper layer,
as well as medium access control interface module. The DSR routing process model has been
obtained from [22]. The DSR module receives the packets from the source module and
processes them in accordance with the DSR protocol. The packets that are to be transmitted to
the medium access control layer are sent to the wlan_mac_intf module. The wlan_mac _intf
module maps the network layer address to a medium access control layer address and passes

this information, along with the packet to the wilan_mac layer for transmission. The wlan_mac
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process model uses the basic access method for medium access control. The node mode is
configured to form omni-directional receive and transmit antenna patterns throughout the

simulation.

(5]

receiver_zink - EA [

ant_cantral

Figure 6.5. Node model of DSR node using immediate links.

6.3.2 XuDSR Model for Nodes Supporting Extended Links (node_xudsr)

The XuDSR node model is built to support the extended link formation. The node model
consists of the traffic source module, the XuDSR module, the wireless medium access control
module and the antenna controller module. The XuDSR module is obtained by modifying the
DSR process model from [21] to support extended link establishment. Racket handling for
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XUuDSR RequestToOrient, ReplyRequestToOrient and XDATA packets is introduced in the
DSR process model in accordance with the XuDSR mechanism discussed in Chapter 5.
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Figure 6.6. Node model for node using XuDSR.

The directional antenna array used in simulations is a seven-element equally spaced circular
array.

6.3.3 Simulation M ethodol ogy
The results of simulations using directional antennas depend on the spatial location of nodesin

the network. Scenarios are smulated using the two different node models discussed earlier.
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Thus, for each network topology and fixed set of traffic characteristic, we have the following

two simulation scenarios.

1. Scenario containing omni-directional DSR nodes. This scenario uses the
node dsr_omni node modd. We call this the omni-directional scenario.

2. Scenario containing XuDSR nodes. This scenario consists of nodes using the XuDSR
routing protocol along with the directional basic access method. We call this the
extended scenario. For analysis, we configured nodes node 1 and node 2 to establish
an extended link between them. All other nodes use immediate link for data
transmission.

The nodes are randomly distributed in a given physical area and simulations are run for a fixed
set of traffic characteristics. In all ssmulation scenarios node O generates traffic for node 1
using a uniformly distributed inter arrival time. All other nodes generate packets addressed to
each other using randomly selected destination address. The traffic in simulations is started at
t =2 seconds. The simulations are stopped when the throughput of node 1 reaches a steady
state value. The smulation is assumed to reach steady state when the 95% confidence interval
iswithin 1% of the average value. The simulations were run for 50 seconds for Scenario A and
4 minutes for Scenarios B and C. For characterizing the effect of network traffic on node 1
throughput, Scenario C is smulated by varying the traffic profile of nodes in network. Each
simulation is run for five different seed values. These simulations are performed for the
networks using the extended link as well as omni-directional links and for five different traffic
profiles. Since the simulation results are correlated to the spatial distribution of nodes, a

snapshot of network topology is maintained for each set of simulation results.

6.3.4 Performance Metrics

The following performance metrics are collected from the different simulation scenarios.

1. End-to-End (ETE) Delay. This statistic is used to determine the time difference
between the generation of packet in node 0 and the arrival of the packet at the upper



layer in node 1. The end to end delay dtatistic is collected for the packet transmissions
between node_1 and node 0.

2. Local Data Received. This statistic is used to determine the amount of data received by
node_1 at any time during the ssimulation.

3. Tota Data Successfully Received. This statistic measures the total number of packets
successfully received by al the nodes in the network.

4. Throughput of node 1. This statistic measures the effective throughput available

between nodes node 0 and node 1.

6.3.5 Analysis of Extended Link Establishment

For the performance analysis of network scenarios using extended links, we present the
network topologies and performance results for the scenarios simulated using OPNET. We
begin with an idedlistic scenario for illustrating the performance gain using extended links.
Figure 6.7 shows a network scenario consisting of nodes distributed in the network so as to
form a “U” shape. Simulations are run for this scenario using the node dsr_omni and

node xudsr node models.

ngde_1 fiode_0
H |'||'||=I_':| node B
nade_d Q npde_3
node_2

Figure 6.7. Spatial distribution of nodes in scenario A.
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In the ssimulation scenario using node dsr_omni node models, the packets from node O to
node 1 ae transmitted through the multihop link node O® node 6®
node 3® node 2® node 4® node 5® node 1. In the simulation scenario using node xudsr,
node O establishes an extended link with node 1 instead of sending data packets using the
multihop route.The ssimulations for both scenarios are run using the same traffic profile as
indicated in Section 6.2.3. The simulation is run for 40 seconds, as this time is sufficient to

observe steady-state metric values.
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Figure 6.8. End-to-end delay for packets transmitted from node O to node 1.

The plots for local end-to-end delay, total packets successfully transmitted in the network and
local data successfully received for packets transmitted between node_1 and node 0 are shown
in Figure 6.8, Figure 6.9 and Figure 6.10, respectively.

As seen from Figure 6.8, the use the of the extended link in network A shown in Figure 6.7,
leads to decrease in the end-to-end delay for packets transmitted between node 0 and node_1.
The improvement is obtained because the extended link forms a non-interfering wireless link

between node 0 and node 1, which is parald to the link formed by other nodes transmitting
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packets in the network. The plots shown in Figure 6.9 and Figure 6.10 demonstrate the

improvement in data received withthe use of extended link.
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Figure 6.9. Total data successfully transmitted (number of packets).
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Data Recerved
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Figure 6.10. Data successfully transmitted from node 0 to node 1 (number of bytes).

As mentioned earlier thisis an idea scenario for using extended link because the extended link
doesn’t interfere with already existing links in the network, thus resulting in the increase in the
network throughput and decrease in end-to-end delay for the nodes involved in extended link
establishment. The network throughput plot for node 1 is shown in Figure 6.11.
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Figure 6.11 Throughput of node 1
Figure 6.12 illustrates another network topology, Network B. In this network, nodes are

randomly distributed in a fixed area as shown.
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Figure 6.12. Spatial distribution of nodes in network B.
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For this network, simulations are run using the node models node dsr_omni and
node dsr_extended. It is observed that athough the local end-to-end delay decreases for
packets transmitted between nodes node 1 and node O, the network does not show any
improvement in total data successfully transmitted in the network. This is due to the increase in

the number of errors as compared to the omni-directional scenario, as shown in Figure 6.16.
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Figure 6.14. Throughput of node_1
Figure 6.14 shows the throughput of node 1. We observe dlight increase in node_1 throughput
using extended link mechanism in this scenario.
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Figure 6.15. Total data received by node 1 from node O (number of bytes) for network B.
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Thus, even though the nodes are able to establish an extended link in network B, the
interference due to neighboring nodes increases the number of errors, thus resulting in loss of
packets and decrease in overall network throughput.
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Figure 6.16. Tota errors detected.

In Figure 6.17 we illustrate another network C used for comparing the performance of the
extended link with an immediate link.

The end-to-end delay is compared for the different scenarios in Figure 6.18. Using the
extended link, we observe much lower end-to-end delay as compared to the omni-directional

scenario.

As shown in Figure 6.19, using the extended link we do not obtain any improvement in the

data received as compared to the omni-directional scenario.

62



.0.09

0.08

0.0v

0.06

0.05

0.04

0.03

0.0z

0.01

0.00

nade dDdE—E node_7
Q‘I hiode_# Q Q

riode:_E node_1

a B nu:u:lei:_E
) @@
Qde_[l de 1 fiode_4

node_9

=

Figure 6.17. Spatial distribution of nodes in network C.
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Figure 6.18. ETE delay for Scenario C.
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Figure 6.19. Data Received by node 1 from node O (number of bytes)
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From the results of the three random scenarios presented, we observe that using extended link
formation over the basic access medium access control method can provide improvement in
end-to-end delay, but may or may not provide gain in terms of network throughput depending
on the interfering links in the vicinity of the extended link. The results shown are from typical

scenarios for fixed traffic.

In Figure 6.21, Figure 6.22, and Figure 6.23, we show the results obtained by varying traffic in
Scenario C. Source inter arrival time T for all nodes except node 0O is uniformly distributed
between (0,t) such that T 10 and t = {0.00001,0.0001,0.001,0.01,0.1}. Inter arrival time for
node O is kept constant for all smulations. We observe that the extended link consistently
shows improvement in end-to-end delay unlike the performance metric node_1 throughput and

total data successfully transmitted which do not show any consistent pattern.
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Figure 6.21. End-to-end delay for varying source inter arrival times.
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Figure 6.22. Effect of increasing network traffic on throughput of node_1.
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Figure 6.23. Effect of network traffic on total data successfully received (number of packets).
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6.4 Summary

In this chapter, we illustrated the simulation model and scenarios used for simulating single-
hop wireless networks as well as multi-hop networks. From the single-hop simulations we
observe that using directional RTS/directional CTS provides better network performance than
directional RTS/omni directional CTS. Single-hop network simulations are followed by multi-
hop simulations for comparing the performance of extended link with multihop links. From
the simulations we observe that extended links result in decrease in end-to-end delay as
compared to multi-hop link. The network throughput of the extended link scenario may be
greater or less than that for multihop scenario, depending upon the location of nodes in the
vicinity of the two nodes forming the extended link.
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Chapter 7: Conclusionsand Future Work

7.1 Conclusions

In this thesis we have examined the incorporation of smart antennas into ad hoc networks. The
objectives of this thesis were to develop a model for simulating the wireless networks using
smart antennas and to propose the use of network layer for extended link formation. Through
simulation we observed that using directional RTS/CTS packets provides better network
throughput as compared to scenarios using directed RTS and omni-directional CTS. In mesh
networks, the use of an extended link alows the transmission of the data using fewer hops.
This results in a decrease in the end-to-end delay for the nodes using extended link. The
increase in the throughput depends on the spatial location of nodes in the network. If the
extended link does not interfere with the immediate links in the network, we observe a
dramatic improvement in network throughput. If there is interference between the extended
link and the immediate links in vicinity of the nodes forming the extended link, we may not
observe an increase in network throughput. In contrast to mesh networks, the performance of
directional antennas in mobile ad hoc networks will depend on the mobility of the nodes and
the time taken by the angle of arrival determination algorithms. If the time taken to determine
the angle of arrival is sufficiently smaller than the duration of packet transmission and the
nodes do not move much during this period, then nodes can learn each other’s position fairly
accurately and the performance approaches that of mesh networks. If the time taken to
determine the angle of arrival is comparable to the duration of packet transmission or if the
nodes move enough during this period, then use of the directional link establishment
mechanisms would lead to worse performance than that of the mesh networks. In extended link
formation we have used the basic access method for medium access control. Thisis in contrast
to research by Choudhury, et a. [4] in which authors have used directional RTS for acquiring
the channdl.

7.2 Contribution

We have presented a novel methodology for implementing phased array antennas in OPNET.
The model supports linear as well as circular arrays and alows adaptive beam forming as well
as null steering. This thesis illustrated how MATLAB and OPNET simulations can be
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interfaced to allow the incorporation in OPNET of software and libraries developed in
MATLAB. The simulation models that were developed have been used to assess the
performance of some of the medium access control protocols based on IEEE 802.11. Medium
access control performance assessment is followed by the proposal of the extended link
formation using network layer. We have proposed XuDSR based on DSR for multihop
networks and used simulations to assess the advantage of establishing the extended link using

the basic access method.

7.3 Future Work

Medium access control in wireless networks using smart antennas is still an active topic of
research. Besides using immediate links for communications, it opens the possibility of using
the extended links in the network for data transmission. One of the next steps of this research
involves characterizing the performance of extended links in mobile ad hoc networks. A robust
heuristic mechanism is required to determine when to form an extended link. To use the
extended links, it might be necessary to interface the heuristic agorithm with a quality of
service mechanism, such as a policy-based network management framework. This could help
in arbitration if the extended link to be formed might interfere with other immediate links in its
vicinity. Further, it might be interesting to characterize network performance using multiple
extended hops in comparison to multiple immediate hops, which are currently used in ad hoc
networks. Using directional antennas, it may be possible to establish links between nodes using
more than one set of paths. To efficiently utilize network resources it is necessary to develop
an algorithm to determine which links to establish and which path to use to send data to the
destination node in rea time. Another challenging task is to investigate the fairness of the
medium access control using extended links and determine an algorithm for weighted fair

channel alocation using smart antennas.
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