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ABSTRACT

A hybrid method is presented for the analysis of layers, plates, and multilayered systems consisting of isotropic and linear elastic materials. The problem is formulated for the general case of a multilayered system using a total potential energy formulation and employing the layerwise laminate theory of Reddy. A one-dimensional finite element model is used for the analysis of the multilayered system through its thickness, and integral Fourier transforms are used to obtain the exact solution for the in-plane problem. Explicit expressions are obtained for the fundamental solution of the typical infinite layer, which are applied in the two-dimensional boundary integral equation model to produce the integral representation of the solution. The boundary integral equation model is two-dimensional, displacement-based and assumes piecewise continuous distribution of the displacement components through the system's thickness. The developed model describes the three-dimensional displacement field, the stress field, the strains and the interlaminar stresses
over the entire domain of the problem as continuous functions of the position. This detailed three-dimensional analysis is achieved by incorporating only contour integrals.

The boundary integral equations are discretized using the boundary element method and a numerical model is developed for the single numerical layer (element). This model is extended to the case of a multilayered system by introducing appropriate continuity conditions at the interfaces between the layers (firmly bonded layers, or separation, slip and friction between the layers). Assembly of the element matrices yields the global system of equations, which can be solved via iterative techniques. In addition, numerical techniques are developed for the evaluation of the boundary and domain integrals involved in the construction of the element matrices. The singular boundary integrals are computed using a special coordinate transformation, along with a subdivision of the boundary element and a transformation of the Gauss points. The domain integrals (regular, singular or near-singular) are transformed to regular definite integrals along the boundary through a semi-analytical approach.

The proposed method provides a simple, efficient, and versatile model for a three-dimensional analysis of thick plates or multilayered systems. It can also be used to study plates resting on elastic foundations or plates with internal supports. The proposed method can be applied in an obvious manner to anisotropic materials and vibration problems.
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Chapter 1

INTRODUCTION

1.1 LITERATURE REVIEW

In recent years the boundary element method (BEM) has become an established method for analyzing structures, and it is widely used to solve elasto-static and elastodynamic problems (Banerjee and Butterfield, 1981; Brebbia et al., 1984; Hartmann, 1989; Beskos (ed.), 1991). In many cases the method is more economical and accurate than the domain methods (e.g., finite difference and finite element methods). The method is applied by obtaining first an integral representation of the solution (usually the displacement field for elasticity problems) which involves only integrals of the boundary displacements and tractions. The integrals are over a surface for two-dimensional problems or along a line for two-dimensional problems. The application of the method requires then discretization only on the boundaries of the domain and thus it reduces the spatial dimensions of the problem by one. The boundary displacement and traction vectors are calculated with the same degree of
accuracy, and once the solution on the boundary has been obtained, displacements and stresses can be computed at any point in the interior of the domain as accurately as the boundary quantities. Since, the solution is continuous in the domain of the problem and not discrete values at nodal points, the strains and stresses can also be expressed as continuous functions of the position. Any approximation is introduced in the final stage of the analysis, where a variation of the primary variables (the displacement components) has to be assumed in order to numerically evaluate the boundary integrals.

The formulation of boundary integral equations via the direct method requires a fundamental solution. This is generally characterized as the particular singular solution of a boundary value problem (elliptic for the linear elasticity) which corresponds to a "concentrated load." In general, however, the singular part of the fundamental solution is not uniquely determined by this specification. The determinacy is usually eliminated by requiring the solution to be well behaved in the infinite region exterior to the singular point and to have proper decay behavior at infinity (the so-called free-field condition). The dependence of BEM on fundamental solutions that satisfy the governing differential equations makes the formulation of this method more complicated compared to the domain methods, which use simple approximations of the solution in the domain, but more accurate and more economical since approximation of the variables is required only on the boundary in the numerical solution of the integral equations. These features are particularly advantageous for problems extending to infinity and for modeling accurately and efficiently regions with high stress gradients, making the BEM an appealing tool for solving boundary value problems of the mathematical physics.
In a number of papers, different boundary integral formulations have been shown to be useful for different classes of boundary value problems. The main difference among them is the fundamental solution, which is dependent on the geometry of the problem. Kelvin's (1848) fundamental solution of a concentrated load in an infinite medium has been widely used for two- and three-dimensional elastostatic problems (Rizzo, 1967; Cruse, 1973; Katsikadelis and Kokkinos, 1987). For problems involving a free-surface the solution presented by Melan (1932) for the stress distribution due to point loads applied within the isotropic half-plane or the one given by Mindlin (1936) for the half-space are of special interest (Telles and Brebbia, 1981). Mindlin constructed the solution for the infinite half-space by combining Lamé's strain potentials and Galerkin's vectors and utilizing the method of images (Westergaard, 1952). The same problem for concentrated normal force on the surface of the isotropic half-space was also studied by Boussinesq (1885) and the case of tangential force by Cerutti (see, Love, 1944). These fundamental solutions have been applied to BEM by many researchers and they find extensive application in soil mechanics, in problems of soil-structure interaction, and generally, in problems with a half-space. They have also been used to construct nonsingular boundary integral equations (Stern, 1985; Wu and Stern, 1991).

The problems of a single infinite layer or the multilayered half-space have received extensive attention because of their relevance to the theory of plates, foundations, geotechnical engineering, micro-mechanics, and composite materials. For these problems it is rather cumbersome to evaluate the exact state of stress and displacement, and most of the solutions that have been reported in the literature are not readily and efficiently applied to the analysis of multilayered systems and, especially, to the BEM for the case of finite plates or laminates.
Michell (1899a, 1899b) applied a stress formulation to the theory of plates and obtained two fourth order differential equations for the determination of two unknown functions in terms of which the normal displacement and the stretch of the median plane were expressed. He formulated the problem of the infinite plate subjected to unit loads and the transmission of stress across the interface between two plates in contact for the cases of complete bond or free slipping. Michell (1900a) also obtained some elementary stress distributions for the case of a force applied to an isotropic elastic solid, either at an internal point, or on a plane boundary, or at the vertex of a cone, making assumptions for the variation of the displacement and stress components. He used these distributions to solve problems of infinite cylinders and infinite thin plates under plane stress conditions (Michell, 1900b). The problem of a single elastic layer in equilibrium was considered thoroughly for the first time by Dougall (1904), who conducted an extensive study of a thick plate subjected to arbitrary surface or internal loading using potential functions. He proposed an approximate solution in series of Bessel functions and, using Betti's reciprocal theorem, he deduced the solution for finite circular plates and thin plates from the infinite layer solution. Green and Zerna (1960) used conformal transformation and complex potentials to study isotropic and some special cases of orthotropic plates under isolated forces. Luré (1964) constructed a solution by expressing the unknown displacement components in power series of the normal to the plate coordinate and employing a symbolic method of operators. The problem was reduced to the determination of stress functions. Kupradze (1979) studied elastic bodies bounded by either one or two parallel planes, and sought the solution in the form of Fourier type integrals involving Kelvin's fundamental matrix. In the area of soil mechanics, Shekhter and Prikhodchenko (1964), and Shekhter (1965) studied the
response of a three-dimensional layer on a rigid base under a horizontal force by using Kelvin's solution and an auxiliary Galerkin's vector.

Burmister (1945) extended the classic solution of Boussinesq (1885) to include the problems of normal static loads acting on the surface of a two- and three-layered half-space. Harding and Sneddon (1945) studied the elastic stresses produced by the indentation of the plane surface of a semi-infinite elastic solid by a rigid punch in cylindrical coordinates, and discussed the application of their solution to the case of a plate of finite thickness. Sneddon (1946) also studied thick plates under the application of pressure to their free surfaces. The same problem was later considered by Bufler (1971), who provided a suitable and systematic matrix formulation in Cartesian coordinates by means of two-dimensional integral transforms introduced by Sneddon. Bufler's paper contained a comprehensive elastostatic formulation of the multilayered system in the two-dimensional Fourier transform domain but did not provide any information regarding the distribution of stresses and displacements in the physical domain of a single layer or a multilayered system.

Bufler's work (1971) was completed by Benitez and Rosakis (1987), who considered the more general problem of a three-dimensional layer containing arbitrary internal loads. For the specific case of a concentrated unit load, analytical expressions for the stresses and displacements were obtained in terms of convergent integrals that involved Bessel functions. The solution was obtained by transforming the three-dimensional elasticity equations to the two-dimensional Fourier space and solving the ordinary matrix differential equations by means of the Cayley-Hamilton theorem. They also showed how their formulation for the single layer can be applied to the case of a multilayered medium subjected to both surface and internal loads through the methods of transfer matrices and flexibility matrices that were presented in
Butler's paper. This is the most complete solution reported in the literature, since it presents for the first time analytical expressions for the stress distribution and the displacement field in an infinite layer which is subjected to unit loads. However, this solution has two drawbacks. First, the expressions for the displacement and stress components are very complicated and involve infinite integrals with kernels that consist of Bessel functions, and second, the approach cannot be used efficiently to solve problems with multiple layers. Nevertheless, it is a powerful tool for detailed and accurate analysis of single infinite layers which are subjected to arbitrary loading and may include holes.

More recently, a similar approach was used by Chatterjee (1987) to study the three- and two-dimensional stress fields near delaminations in laminated composite plates, and by Madenci and Westmann (1993) to study the problem of delamination growth in layered systems under compressive load. In the latter, the authors solved the problem of an infinite layer with slightly imperfect circular delamination subjected to axisymmetric and uniaxial in-plane compressive loading. Pinder and Lane (1993) used Fourier transforms and expansions in Chebyshev polynomials to study the frictionless contact of layered half-planes in two dimensions.

1.2 MOTIVATION

The review of the pertinent research on the subject of unit load solutions and solutions for infinite layers and layered media reveals that, due to the inherent complexity of these problems, the mathematical and numerical approach greatly affects the form, efficiency, and applicability of the solution. These problems appear to have two phases. The first is the determination of the
displacement and stress distributions along the direction perpendicular to the faces of the system (\(x_3\) direction), and the second phase is the derivation of the in-plane distributions (\(x_1\) and \(x_2\) directions) using the results of the first phase. Since the domain in the plane extends to infinity, it is convenient to transform the governing partial differential equations of the three-dimensional elasticity to the Fourier space where they become ordinary differential equations in one independent variable, \(x_3\). The exact solution of these equations (first phase) can be obtained in a simple manner (Bufler, 1971; Benitez and Rosakis, 1987), but because it involves hyperbolic functions it produces complicated expressions in the Fourier domain, which become even more complicated and lengthy when they are transformed back to the physical space. Actually, in most of the solutions that can be found in the literature, the final expressions in the physical space are in the form of either infinite series or convergent infinite integrals involving Bessel functions.

In the present work, the author assumes \textit{a priori} a specific variation of the dependent variables of the problem through the layer thickness, derives in a formal and systematic way new governing equations based on these approximations, and then applies the integral transforms. The advantage of this modeling is that the first phase of the problem is treated in the physical space using matrix formulation from the beginning, avoiding differential equations higher than the second order, and reducing the independent variables to two (\textit{i.e.}, \(x_1\) and \(x_2\)). Transformation of the new governing equations in the Fourier domain yields algebraic equations, instead of ordinary differential equations, that can be solved for the unknown transformed variables. The dependent variables may be the three displacement components for a displacement formulation, or the displacements and the stress components in the \(x_3\) direction for a mixed formulation. These predefined distributions
can be chosen to be polynomials in $x_3$, and their degree will depend on the required accuracy of the solution, the type of loading, and the complexity of the geometry.

This approach of assumed variation of the displacement field through the thickness of laminates was first introduced by Reddy (1987), the so-called layerwise laminate theory of Reddy. This theory has been used to develop, displacement-based, finite element models for the study of laminated composite plates (Reddy et al., 1989; Reddy, 1990; Barbero et al., 1990; Robbins and Reddy, 1993). The resulting model is capable of computing interlaminar stresses and other localized effects with the same degree of accuracy as the conventional three-dimensional finite element models. In the present work, this concept of layerwise approximation of the displacement field is adopted as an alternative to the complicated exact displacement variation through the thickness.

1.3 THESIS OBJECTIVES AND OUTLINE

The overall goal of this research is to develop a hybrid methodology for the analysis of layers, plates, and multilayered systems consisting of isotropic or orthotropic linear elastic materials. The basic characteristic of this methodology is to produce a one-dimensional model for the analysis of the three-dimensional multilayered system which maintains all the advantages and salient features of a pure three-dimensional model. This methodology, which incorporates integral equations, provides a continuous and accurate representation of the solution over the domain of the system, along with detailed information about the stresses and strains in the domain of each layer or at the interface between two contiguous layers.
Objective of this work is to develop a suitable and systematic derivation of discrete governing equations in Cartesian coordinates, find the fundamental solution for a typical single layer, and formulate a hybrid model for the analysis of multilayered systems. From the beginning of the analysis in the physical space, the problem is decomposed in a one-dimensional problem through the thickness, and a two-dimensional problem in the plane. A one-dimensional finite element model is constructed for the analysis of the first problem and the method of integral Fourier transforms is used to obtain the exact solution of the second problem. The behavior of each layer is mainly described by the corresponding stiffness matrix or alternatively by the corresponding flexibility matrix. Continuity and boundary conditions yield an algebraic system of equations for the components of the displacement and stress vectors at the faces and interfaces of the multilayered system. The final expressions for the displacement and stress components can be directly applied to a boundary integral equation model for the analysis of thick plates or multilayered systems with finite dimensions. Here we restrict ourselves to a displacement formulation, to plane elastic and isotropic layers and Cartesian coordinates. The proposed method can be applied in an obvious manner to anisotropic materials. The problem of delaminations, thermal stresses, vibrations or stability is treatable in an analogous manner.

An outline of the steps taken in developing this methodology is presented below.

- **I. Method for deriving fundamental solutions**

  Develop a methodology for deriving semi-analytical fundamental solutions for problems related to single layers and multilayered systems. The method is general and can be applied to either isotropic or orthotropic materials. The solutions are based on an assumed variation
of the displacement field through the thickness of the system, and produce displacement or mixed models. These solutions are obtained through an energy formulation of the problem, development of a one-dimensional finite element model through the thickness of the structure, and use of integral Fourier transforms to solve the differential equations for the plane problem. From the displacement solution one can derive expressions for the tractions and stresses which correspond to the problem of the infinite single or multiple layer system subjected to unit point loads. In the present work explicit expressions for the fundamental solution, tractions and stresses of a single isotropic layer have been derived. Fundamental solutions for orthotropic materials can be derived in a similar way. The methodology is the same and only the material constants (coefficients in the constitutive relations) will be different. The following steps II and III will be the same whether the layers consist of material with isotropic or orthotropic properties.

➢ **II. Boundary integral equations for a single layer**

Develop the boundary integral equations for a single layer. Derive the integral representation of the solution for points in the domain of the problem, and from this derive the solution for points on the boundary. Using these solutions find explicit expressions in integral form for the stress and strain components at any point in the three-dimensional layer.

➢ **III. Boundary Element Modeling**

Discretize the boundary integral equations of a single layer and develop the boundary element model for the single layer. Extend the model to the case of multilayered systems through appropriate continuity conditions at the interfaces between the layers.
IV. Numerical Analysis and Implementation

Obtain the matrix form of all the equations that describe each numerical layer and construct the element matrices. Assemble the local matrices for the numerical layers and apply the discretized continuity equations at the interfaces between the layers, to produce the global matrices (like a stiffness matrix) for the multilayered system. This is the global system of equations which, after incorporating the prescribed boundary conditions, will yield the solution to the problem. The element matrices are developed in such a way so that they can be introduced into an iterative solver.

V. Evaluation of boundary and domain integrals

Develop a purely numerical technique for the evaluation of singular and near-singular boundary integrals. Introduce another technique for the evaluation of regular and singular domain integrals, which transforms the domain integrals to boundary integrals, and in addition removes any singularities.
2.1 DESCRIPTION OF THE MULTILAYERED SYSTEM

Consider a thick multilayered plate of arbitrary shape and total thickness $H$ occupying the domain $V$ in the three-dimensional space and bounded by a surface $S$. Each layer of this plate is made of an isotropic and linear elastic material, and has elastic constants and thickness generally different from those of other layers. Each layer can also contain a finite number of inclusions and holes, which need not extend through the whole thickness of the plate (Figure 2.1).

The multilayered system can be subjected to body forces distributed over the entire volume or over a subregion, shared by some of the layers. It can be subjected to line loads and/or point loads either on the boundary or in the domain, and distributed boundary tractions. Regarding the support conditions of the system, its boundary may be free, clamped, or subjected to prescribed displacements along parts of it and/or at discrete points. It can also be
elastically supported over a part or at discrete points on the boundary, and simply supported in a prescribed direction at a point.

![Section a-a](image)

**Figure 2.1** Components and geometry of the multilayered plate.

The total potential energy for the multilayered system or for any of its layers is given as

$$\Pi(u_i) = \int_V \frac{1}{2} \sigma_{ij} \varepsilon_{ij} \, dV - \int_V f_i \, u_i \, dV - \int_S \hat{t}_i \, u_i \, dS$$  \tag{2.1}$$

where $f_i$ denotes the applied body forces per unit volume and $\hat{t}_i$ the externally applied tractions on the boundary. In equation (2.1) and in the remaining part of this paper summation on repeated indices is implied, unless otherwise stated.

The strain-displacement relations for geometrically linear behavior are

$$\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$$  \tag{2.2}$$
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and the constitutive relations for isotropic materials are

\[ \sigma_{ij} = \lambda \delta_{ij} \varepsilon_{kk} + 2 \mu \varepsilon_{ij} = \lambda \delta_{ij} \frac{\partial u_k}{\partial x_k} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \]  \hspace{1cm} (i, j, k = 1, 2, 3) \hspace{1cm} (2.3)

where \( \lambda \) and \( \mu \) are the Lamé constants, which are given in terms of the modulus of elasticity \( E \) and Poisson's ratio \( \nu \) as

\[ \lambda = \frac{\nu E}{(1 + \nu)(1 - 2\nu)} \quad \text{and} \quad \mu = \frac{E}{2(1 + \nu)}. \hspace{1cm} (2.4) \]

Substitution of equations (2.2) and (2.3) into equation (2.1) for the total potential energy yields:

\[ \Pi(u_i) = \int_V \left[ \lambda \delta_{ij} \frac{\partial u_k}{\partial x_k} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) dV \]

\[ - \int_V f_i \ u_i \ dV - \int_S \hat{t}_i \ u_i \ dS \hspace{1cm} (2.5) \]

where the volume \( V \) and surface \( S \) in the above statement correspond to a single layer of the multilayered plate.

The total potential energy principle is used to derive the governing equations and boundary conditions of the problem. The principle states that \( \delta \Pi = 0 \) and using equation (2.5) it is written as

\[ \delta \Pi = 0 = \int_V \left[ \lambda \frac{\partial \delta u_k}{\partial x_k} \frac{\partial u_i}{\partial x_i} + \mu \frac{\partial \delta u_i}{\partial x_j} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] dV \]

\[ - \int_V f_i \ \delta u_i \ dV - \int_S \hat{t}_i \ \delta u_i \ dS, \hspace{1cm} (2.6) \]

which is also called weak form of the differential equation of the problem (Reddy, 1984). Integrating by parts the terms in equation (2.6) that involve
partial derivatives of the virtual displacements $\delta u_i$, we obtain the following integral statement

$$
0 = \int_V \left[ -\lambda \frac{\partial^2 u_i}{\partial x_i \partial x_k} \delta u_k - \mu \left( \frac{\partial^2 u_i}{\partial x_j \partial x_j} + \frac{\partial^2 u_j}{\partial x_i \partial x_j} \right) \delta u_i \right] dV - \int_V f_i \delta u_i \, dV \\
- \int_S \hat{t}_i \delta u_i \, dS + \int_S \left[ n_k \lambda \delta u_k \frac{\partial u_i}{\partial x_i} + n_j \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \delta u_i \right] dS .
$$

(2.7)

The Euler-Lagrange equations and boundary conditions associated with the functional are

$$
(\lambda + \mu) \frac{\partial^2 u_i}{\partial x_i \partial x_j} + \mu \frac{\partial^2 u_i}{\partial x_j \partial x_j} + f_i = \frac{\partial \sigma_{ij}}{\partial x_j} + f_i = 0 \quad \text{in } V
$$

(2.8)

$$
n_j \left[ \lambda \delta_{ij} \frac{\partial u_k}{\partial x_k} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] - \hat{t}_i = n_j \sigma_{ji} - \hat{t}_i = 0 \quad \text{on } S .
$$

(2.9)

Equations (2.8) are the well known Navier equations of equilibrium for a three-dimensional elastic body.

### 2.2 INTEGRAL SOLUTION FOR TWO- AND THREE-DIMENSIONAL ELASTICITY

The differential equations (2.8) along with the boundary conditions (2.9) govern the general boundary value problem of the two- and three-dimensional elasticity. The problem can be solved using any of the popular numerical techniques, namely, the finite element method (FEM) and the boundary element method (BEM). The former utilizes a domain discretization into elements and assumes a priori a displacement approximation over each element, while the latter requires, first, a continuous representation of the solution in the form of integral equations, and then, a boundary discretization for the numerical evaluation of the boundary integrals. These are surface
integrals for the three-dimensional problems and line integrals for the two-dimensional problems.

The starting point for the FEM is the weak form (2.6), which is applied for every element in the mesh and in which, both the displacement components and their variations are represented by an assumed and approximate displacement field over each element. The starting point for the BEM is a variational statement obtained from the weak form through an integration by parts. The objective of this integration is to relieve the primary variables (displacement components) of any differentiation and the resulting expression for the total potential energy has the form

$$
\delta \Pi = 0 = \int_V \left[ -\lambda \frac{\partial^2 \delta u_k}{\partial x_i \partial x_k} - \mu \left( \frac{\partial^2 \delta u_i}{\partial x_j \partial x_j} + \frac{\partial^2 \delta u_j}{\partial x_j \partial x_i} \right) \right] u_i \, dV - \int_V f_i \delta u_i \, dV \\
- \int_S \delta u_i \, dS + \int_S \left[ \lambda \delta_{ij} \frac{\partial \delta u_k}{\partial x_k} + \mu \left( \frac{\partial \delta u_i}{\partial x_j} + \frac{\partial \delta u_j}{\partial x_i} \right) \right] u_i \, dS . \tag{2.10}
$$

The virtual displacements in the above equation are chosen in such a way that, the kernel in the first domain integral of (2.10) becomes equal to the Dirac delta function, \textit{i.e.},

$$
-\lambda \frac{\partial^2 \delta u_k}{\partial x_i \partial x_k} - \mu \left( \frac{\partial^2 \delta u_i}{\partial x_j \partial x_k} + \frac{\partial^2 \delta u_k}{\partial x_k \partial x_i} \right) = P_i \, \delta \left( \vec{x} - \vec{\zeta} \right) , \tag{2.11}
$$

and also, the following boundary conditions are satisfied

$$
\delta u_i \to 0 \quad \text{and} \quad \frac{\partial \delta u_i}{\partial x_k} \to 0 , \quad \text{for} \quad \vec{x} \to \infty \quad \text{(2.12)}
$$

where the subscripts \( i, k = 1, 2, 3 \) for the three-dimensional problem. The concentrated load \( \vec{P} \) is a unit load applied along the \( x_j \) direction and is given in the form

$$
\vec{P} = \delta_{ij} \delta \left( \vec{x} - \vec{\zeta} \right) \hat{e}_i . \quad \tag{2.13}
$$
The boundary value problem defined by equations (2.11) and (2.12) corresponds to the problem of an infinity elastic medium subjected to a unit load at a point \( \bar{\xi} \). The solution of this problem is the so-called *Kelvin's solution* (see Sir Thompson, W., 1848) or *fundamental solution* of the elasticity problem (2.8). This solution for the two-dimensional plane strain problem is

\[
U_{ij}(\bar{x}, \bar{\xi}) = -\frac{1}{8\pi \mu (1-\nu)} \left( (3-4\nu) \delta_{ij} \ln r - \frac{y_i y_j}{r^2} \right), \tag{2.14}
\]

while, for the three-dimensional problem it is

\[
U_{ij}(\bar{x}, \bar{\xi}) = \frac{1}{16\pi \mu (1-\nu)} \frac{1}{r} \left[ (3-4\nu) \delta_{ij} + \frac{y_i y_j}{r^2} \right], \tag{2.15}
\]

where \( y_i = x_i - \bar{x}_i \) and \( r^2 = y_i y_j \). \( U_{ij}(\bar{x}, \bar{\xi}) \) is a two-point tensor and represents the displacement field \( \delta u_i(\bar{x}) \) at point \( \bar{x} \) due to a unit load applied in the \( x_j \) direction at point \( \bar{\xi} \).

The fundamental solutions (2.14) and (2.15) can be substituted in the virtual statement of (2.10) to produce the integral representation of the displacement field, which is also called *Somigliana's identity*. The displacement field at any point in the domain is then expressed as

\[
u_j(\bar{\xi}) = \int_{\Omega} f_i(\bar{x}) U_{ij}(\bar{x}, \bar{\xi}) dV_x + \int_{S} \hat{\nu}_i(\bar{x}, \bar{\xi}) dS_x - \int_{S} u_i T_{ij}(\bar{x}, \bar{\xi}) dS_x \tag{2.16}
\]

in which \( \bar{x} \) is the integration point and \( T_{ij}(\bar{x}, \bar{\xi}) \) is a two-point tensor called *traction tensor* and it is built from the kernel of the last boundary integral of equation (2.10). The traction tensor is expressed in terms of the fundamental solution as

\[
T_{ij}(\bar{x}, \bar{\xi}) = n_m \left[ \lambda \delta_{im} \frac{\partial U_{kj}}{\partial x_k} + \mu \left( \frac{\partial U_{ij}}{\partial x_m} + \frac{\partial U_{mj}}{\partial x_i} \right) \right]. \tag{2.17}
\]
Equation (2.16) is the integral representation of the solution. It is a continuous function of the position vector $\vec{\xi}$, and it is the exact solution for the boundary value problem governed by equations (2.8) and (2.9). The application of this equation to problems with complicated geometry or inhomogeneities is almost impossible, and that is why it is required to discretize the boundary $S$ into elements. This leads to discrete boundary equations and then the problem is rendered to the BEM (Katsikadelis and Kokkinos, 1987). This numerical method will provide an accurate solution (displacements and stresses) not only at the boundary nodal points, but also at any interior point (see equation 2.16).

In the case of a multilayered system, as the one described in section 2.1, it is very "expensive" to apply the general solution (2.16) along with the fundamental solution (2.15) for each layer of the system. The reason is that such an approach requires discretization not only of the side surface of each layer, but also of the bottom and top surfaces. The double integrals must be evaluated over the boundaries of all the layers and the complete model of the multilayered system is obtained by applying the appropriate displacement compatibility and traction equilibrium conditions at the interfaces between the layers.

The boundary integral model of (2.16) may become very efficient, simple, flexible and applicable to the case of layered plates, if instead of using the fundamental solution (2.15) for the unbounded three-dimensional space (Kelvin's solution), an appropriate fundamental solution for the infinite layer is employed. If the problem for the infinite domain is set up with the appropriate boundary conditions for a layer or system of layers, its fundamental solution will produce in (2.16) line integrals instead of surface integrals, although the domain of the problem at hand is three-dimensional.
2.3 LAYERWISE DISPLACEMENT APPROXIMATION AND FINITE ELEMENT MODEL

The governing differential equations of a multilayered system are the Navier equations (2.8) along with the boundary conditions (2.9). These equations must be applied for any individual layer, taking into account its material properties and its geometry in the \(x_1x_2\)-plane. The multilayered system must be divided through its thickness and in the plane into homogeneous and simply connected sub-systems. Since a discretization of the continuum multilayered system is inevitable, and the closed form solution for a single layer is very complex and not efficiently applicable to the case of multiple layers (see Benitez and Rosakis, 1987), the most suitable approach is to subdivide each layer of the plate into a number of layers through the thickness. These sub-layers can be viewed as numerical layers with elastic constants and geometry in the \(x_1x_2\)-plane identical to those of the physical layer, but with different thickness. According to the layerwise theory of Reddy (1987, 1990), the displacements are expanded within each layer using the Lagrange family of interpolation functions. The nodal values through the thickness are functions of the in-plane coordinates \((x_1, x_2)\), and the \(i\)-th displacement component of each numerical layer is expressed as,

\[
u_i(x_1, x_2, x_3) = \sum_{n=1}^{N} v_i^n(x_1, x_2) \phi_n(x_3) \quad (i = 1, 2, 3) \quad (2.18)
\]

where \(N\) is the number of subdivisions through the thickness of the layer and \(\phi_n(x_3)\) are known functions of the thickness coordinate, \(x_3\). It is assumed that each numerical layer consists of \(N\) nodal points along the \(x_3\) direction and its thickness is \(2h\), as shown in Figure 2.2.
Figure 2.2 Definitions and geometry of a typical numerical layer with \( N \) nodes in the transverse direction.

Substituting the approximations (2.18) into the weak form (2.6) and separating the in-plane components \( u_i \) (\( i=1,2 \)) from the component in the transverse direction, \( u_3 \), one arrives at the statement

\[
\delta \Pi = \int_{-h}^{h} \int_{\Omega} \left[ \lambda \left( \frac{\partial}{\partial x_j} \frac{\partial \delta u_j^p}{\partial x_j} \phi_p + \delta v_3^p \frac{d\phi_p}{d\phi} \right) \left( \frac{\partial u_i^n}{\partial x_i} \phi_n + v_3^n \frac{d\phi_n}{d\phi} \right) \right. \\
+ \mu \frac{\partial}{\partial x_j} \frac{\partial \delta v_j^p}{\partial x_j} \phi_p \frac{d\phi_p}{d\phi} + \mu \frac{\partial \delta v_j^p}{\partial x_j} \phi_n \frac{d\phi_n}{d\phi} \\
+ \mu \frac{\partial}{\partial x_j} \frac{\partial \delta v_j^p}{\partial x_j} \phi_p \frac{d\phi_p}{d\phi} \frac{d\phi_p}{d\phi} \phi_n + \mu \frac{\partial \delta v_j^p}{\partial x_j} \phi_p \frac{d\phi_p}{d\phi} \frac{d\phi_n}{d\phi} \phi_n \\
+ \mu \frac{\partial}{\partial x_j} \frac{\partial \delta v_j^p}{\partial x_j} \phi_p \frac{d\phi_p}{d\phi} \frac{d\phi_n}{d\phi} \phi_n \left] d\phi_n \phi_n dx_3 d\Omega \right. \\
\left. - \int_{-h}^{h} \int_{\Omega} f_i \delta v_i^p \phi_p dx_3 d\Omega - \int_{S} \hat{t}_i \delta v_i^p \phi_p dS \right] \\
(2.19)
\]
where the superscripts $n, p$ represent the element nodes, and they take the values $n, p=1,2,\ldots, N$, the subscripts $I, J=1,2$ and $i=1,2,3$ denote the directions $x_1, x_2$ and $x_3$, and repeated indices imply summation convention. All quantities and interpolation functions in equation (2.19) are understood to be defined over a typical element; i.e., all expressions and quantities should have the element label $e$, but these were omitted in the interest of brevity. In equation (2.19), $\Omega$ represents the area occupied by the element in the $x_1 x_2$-plane and $S$ is the boundary of the three-dimensional body. This boundary can be decomposed into three different parts, $S = S_{side} \cup S_1 \cup S_N$, where $S_{side}$ represents the side area of the cylindrical surface and $S_1, S_N$ are the areas of the horizontal planes that pass through the first and last nodal point of the element, respectively. According to this decomposition the surface integral which involves the tractions on the boundary can be written as

\[
\int_S \hat{t}_i \delta v_i^p \phi_p \, dS = \int_{S_1} \hat{t}_i(x_1, x_2, -h) \delta v_i^1 \, dS + \int_{S_N} \hat{t}_i(x_1, x_2, h) \delta v_i^N \, dS
\]

\[
+ \int_{S_{side}} \hat{t}_i(x_1, x_2, x_3) \delta v_i^p \, dS
\]

\[
= \int_\Omega \left[ \hat{t}_i(x_1, x_2, -h) \delta v_i^1 + \hat{t}_i(x_1, x_2, h) \delta v_i^N \right] \, d\Omega
\]

\[
+ \oint_{\Gamma} \hat{t}_i \delta v_i^p \phi_p \, dx_3 \, d\Gamma
\]  

(2.20)

where in the last integral $\Gamma$ denotes the closed contour that encloses the domain $\Omega$ and which apparently is also the same for the domains $S_1$ and $S_N$.

In equation (2.19), integrals over the thickness of the typical numerical layer are applied only on the shape functions $\phi_n(x_3)$ and their derivatives, since these are the only continuous functions of $x_3$. Integrals of products
between the shape functions and their derivatives are the entries of the element matrices associated with the one-dimensional finite element model for the thickness problem. The matrices are defined in the following way:

\[
K_{np} = \int_{-h}^{h} \frac{d\phi_n}{dx_3} \frac{d\phi_p}{dx_3} \, dx_3 \quad \text{(symmetric)},
\]

\[
M_{np} = \int_{-h}^{h} \phi_n \phi_p \, dx_3 \quad \text{(symmetric)},
\]

\[
C_{np} = \int_{-h}^{h} \phi_n \frac{d\phi_p}{dx_3} \, dx_3 \quad \text{(non-symmetric)},
\]

\[
D_{np} = C_{pn} = \int_{-h}^{h} \frac{d\phi_n}{dx_3} \phi_p \, dx_3 \quad \text{(non-symmetric)},
\]

\[
F_i^p = \int_{-h}^{h} f_i \phi_p \, dx_3
\]

\[
\hat{Q}_i^p = \int_{-h}^{h} \hat{t}_i \phi_p \, dx_3
\]

Using the above definitions in equation (2.19) and collecting terms that contain the virtual displacements \(\delta u_i^p\) and multiply the displacements \(u_i\), the following expression is obtained for the total potential energy

\[
\delta \Pi = 0 =
\]

\[
\int_{\Omega} \left[ \lambda \left( M_{np} \frac{\partial \delta u_i^p}{\partial x_J} + C_{np} \delta u_3^p \right) \frac{\partial u_i^p}{\partial x_I} + \left( \lambda D_{np} \frac{\partial \delta u_j^p}{\partial x_J} + (\lambda + 2 \mu) K_{np} \delta u_3^p \right) u_3^p \right]
\]

\[
+ \mu M_{np} \left( \frac{\partial \delta u_i^p}{\partial x_I} + \frac{\partial \delta u_I^p}{\partial x_J} \right) \frac{\partial u_i^p}{\partial x_I} + \mu \left( M_{np} \frac{\partial \delta u_3^p}{\partial x_I} + C_{np} \delta u_I^p \right) \frac{\partial u_3^p}{\partial x_I}
\]

\[
+ \mu \left( K_{np} \delta u_i^p + D_{np} \frac{\partial \delta u_3^p}{\partial x_I} \right) u_i^p \right] \, d\Omega - \int_{\Omega} F_i^p \delta u_i^p \, d\Omega
\]

\[
- \int_{\Omega} \left[ \hat{t}_i(x_1, x_2, -h) \delta u_i^1 + \hat{t}_i(x_1, x_2, h) \delta u_i^N \right] \, d\Omega - \oint_{\Gamma} \hat{Q}_i^p \delta u_i^p \, d\Gamma
\]

(2.27)
in which, \( i=1,2,3; \) \( I,J=1,2; \) \( n,p=1,2,...,N, \) and the surface integrals of the boundary tractions have been expressed according to the results of (2.20).

### 2.4 Layerwise Governing Differential Equations

Equation (2.27) may be used to derive the governing differential equations for a single layer, whose displacement field is described by equations (2.18). This is accomplished by integrating by parts equation (2.27) in such a way that \( \delta \nu_i^p \) are relieved of any differentiation, by using the properties of the coefficient (element) matrices (i.e., \( C_{np} = D_{pn}, M_{np} = M_{pn}, K_{np} = K_{pn} \)), and applying the fundamental lemma of calculus of variations. The resulting differential equations (Euler-Lagrange equations) for the typical numerical layer are

\[
\delta \nu_i^p : \quad - (\lambda + \mu) M_{pn} \frac{\partial^2 v_i^n}{\partial x_I \partial x_J} - \mu M_{pn} \frac{\partial^2 v_i^n}{\partial x_J \partial x_J} + \left( \mu D_{pn} - \lambda C_{pn} \right) \frac{\partial v_i^n}{\partial x_I} + \mu K_{pn} v_i^n - \hat{F}_i^p = 0 \tag{2.28a}
\]

\[
\delta \nu_3^p : \quad - \mu M_{pn} \frac{\partial^2 v_3^n}{\partial x_I \partial x_I} + \left( \lambda D_{pn} - \mu C_{pn} \right) \frac{\partial v_i^n}{\partial x_I} + (\lambda + 2 \mu) K_{pn} v_3^n - \hat{F}_3^p = 0 \tag{2.28b}
\]

and the associated boundary conditions are

\[
\delta \nu_i^p : \quad n_I \lambda \left( M_{pn} \frac{\partial v_i^n}{\partial x_J} + C_{pn} v_i^n \right) + n_J \mu M_{pn} \left( \frac{\partial v_i^n}{\partial x_J} + \frac{\partial v_J^n}{\partial x_I} \right) - \hat{Q}_i^p = 0 \tag{2.29a}
\]

\[
\delta \nu_3^p : \quad n_J \mu \left( C_{pn} v_J^n + M_{pn} \frac{\partial v_3^n}{\partial x_J} \right) - \hat{Q}_3^p = 0 \tag{2.29b}
\]

where, in equations (2.28), the body forces are

\[
\hat{F}_i^1 = F_i^1 + \hat{t}_i(x_1, x_2, -h), \quad \hat{F}_i^N = F_i^N + \hat{t}_i(x_1, x_2, h),
\]

and

\[
\hat{F}_i^p = F_i^p \quad (p=2,3,..., N-1).
\]
2.5 LAYERWISE BOUNDARY INTEGRAL EQUATIONS

Equation (2.27) may also be used to develop the boundary integral equations (BIE) that govern the deformation of a single layer, with a displacement variation through its thickness in the form of (2.18). In this case, expression (2.27) for the total potential energy is integrated in such a way that all derivatives of \( u_i \) are transferred to the \( \delta u_i \). The integral statement (variational statement), which yields the BIE model, is given as

\[
0 = \int_\Omega \left[ -\lambda \left( M_{np} \frac{\partial^2 u^p_j}{\partial x_i \partial x_j} + C_{np} \frac{\partial \delta v^p_i}{\partial x_i} \right) v^p_i - \mu M_{np} \left( \frac{\partial^2 \delta v^p_j}{\partial x_i \partial x_j} + \frac{\partial \delta u^p_j}{\partial x_j} \right) v^p_i \right. \\
+ \mu \left( K_{np} \delta v^p_j + D_{np} \frac{\partial \delta v^p_i}{\partial x_i} \right) v^p_i + \left( \lambda D_{np} \frac{\partial v^p_j}{\partial x_j} + (\lambda + 2\mu) K_{np} \delta v^p_j \right) v^p_i \\
- \mu \left( C_{np} \frac{\partial v^p_j}{\partial x_i} + D_{np} \frac{\partial \delta v^p_i}{\partial x_i} \right) v^p_i \right] \, d\Omega - \int_\Omega F^p_i \delta v_i^p \, d\Omega \\
- \int_\Omega \left[ \hat{t}_i(x_1, x_2, -h) \delta v^1_i + \hat{t}_i(x_1, x_2, h) \delta v^N_i \right] \, d\Omega - \int_\Gamma \hat{t}^p_i \delta v_i^p \, d\Gamma \\
+ \int_\Gamma \left[ \lambda n_I \left( M_{np} \frac{\partial v^p_j}{\partial x_i} + C_{np} \delta v^p_i \right) v^p_i + \mu M_{np} n_J \left( \frac{\partial v^p_j}{\partial x_i} + \frac{\partial \delta v^p_j}{\partial x_i} \right) v^p_i \right. \\
+ \mu n_I \left( C_{np} \frac{\partial v^p_j}{\partial x_i} + M_{np} \frac{\partial \delta v^p_i}{\partial x_i} \right) v^p_i \right] \, d\Gamma. \tag{2.30}
\]

In the last contour integral of equation (2.30) the terms that multiply the \( v^p_i \) are the traction components \( \delta t^p_i \), and the term that multiplies \( v^p_i \) is the traction component \( \delta t^N_i \):

\[
\delta t^p_i = n_I \lambda \left( M_{np} \frac{\partial v^p_j}{\partial x_i} + C_{np} \delta v^p_i \right) + n_J \mu M_{np} \left( \frac{\partial v^p_j}{\partial x_i} + \frac{\partial \delta v^p_j}{\partial x_i} \right) \tag{2.31a}
\]

\[
\delta t^N_i = n_I \mu \left( C_{np} \delta v^p_i + M_{np} \frac{\partial \delta v^p_i}{\partial x_i} \right). \tag{2.31b}
\]
The following quantities are also defined,

\[
\delta p_i^p = - (\lambda + \mu) M_{np} \frac{\partial^2 \delta u_M^p}{\partial x_I \partial x_M} - \mu M_{np} \frac{\partial^2 \delta u_I^p}{\partial x_M \partial x_M} + (\mu D_{np} - \lambda C_{np}) \frac{\partial \delta u_3^p}{\partial x_I} + \mu K_{np} \delta u_I^p 
\]

(2.32a)

\[
\delta p_3^p = - \mu M_{np} \frac{\partial^2 \delta u_3^p}{\partial x_M \partial x_M} + (\lambda D_{np} - \mu C_{np}) \frac{\partial \delta u_M^p}{\partial x_M} + (\lambda + 2\mu) K_{np} \delta u_3^p .
\]

(2.32b)

which essentially represent concentrated unit loads applied at points in the domain of the numerical layer and, if they are equated to zero, they form the equations that must be satisfied by the fundamental solution of the problem.

Comparing equations (2.32a) and (2.32b) to the discretized governing equations (2.28a) and (2.28b), it becomes apparent that the differential operator which is applied on \( u_i^n \) and its adjoint which is applied on \( \delta u_i^p \) are identical, and thus the operator for the two-dimensional problem is self-adjoint. Substitution of the definitions (2.31) and (2.32) into statement (2.30), yields the following simplified integral equation for the typical numerical layer

\[
0 = \int_\Omega \delta p_i^n u_i^n d\Omega - \int_\Omega F_i^p \delta u_i^p d\Omega \\
- \int_\Omega \left[ \hat{t}_i(x_1, x_2, -h) \delta u_i^1 + \hat{t}_i(x_1, x_2, h) \delta u_i^N \right] d\Omega \\
- \oint_\Gamma \hat{Q}_i^p \delta u_i^p d\Gamma + \oint_\Gamma \delta t_i^n u_i^n d\Gamma .
\]

(2.33)

The above integral statement gives rise to the boundary integral equations for the single numerical layer, and forms the basis for the development of the BIE model in the analysis of the two-dimensional counterpart of the problem. However, in order to apply this method it is necessary to obtain the fundamental solution of this problem, i.e., the unit load solution to the problem of a
layer which has thickness $2h$ and extends to infinity in the $x_1$ and $x_2$

directions.

The virtual statement for the multilayered system of Figure 2.1, can be
expressed in a form similar to that of equation (2.33). The multilayered plate
is divided into $L$ numerical layers through the thickness. At the interface
between adjacent numerical layers appropriate conditions hold to ensure the
displacement continuity and traction equilibrium. Denoting by $e$ the typical
layer, these conditions are expressed as

$$ (v_i^N)_e = (v_i^1)_e + 1, \quad (\delta v_i^N)_e = (\delta v_i^1)_e + 1 $$

$$ t^e_i(x_1, x_2, h_e) + t^e(\epsilon + 1)_i(x_1, x_2, -h_{e+1}) = \hat{t}^e(\epsilon + 1)_i(x_1, x_2) $$

for $e = 1, 2, ..., L; \quad n = 1, 2, ..., N; \quad i = 1, 2, 3)$

where $\hat{t}^e(\epsilon + 1)_i$ denotes the components of the externally applied loads at the
interface between the $e$ and $(\epsilon + 1)$ numerical layers, and $t^e_i(x_1, x_2, h_e)$ are the
components of the tractions that develop at the upper surface of the $e$-th
numerical layer. Taking into account conditions (2.34) and (2.35), the virtual
statement for a multilayered system is written as

$$ 0 = \int_\Omega \left\{ \sum_{e=1}^L \sum_{n=2}^{N-1} (\delta p_i^n \delta v_i^e) + (\delta p_i^1 \delta v_i^e) + ... + \left[ (\delta p_i^N)_e + (\delta p_i^1)_{e+1} \right] (\delta v_i^1)_{e+1} \right. $$

$$ + ... + (\delta p_i^N \delta v_i^N)_{L} \right\} d\Omega $$

$$ - \int_\Omega \left\{ \sum_{e=1}^L \sum_{n=2}^{N-1} (F_i^n \delta v_i^e) + (F_i^1 \delta v_i^e) + ... + \left[ (F_i^N)_e + (F_i^1)_{e+1} \right] (\delta v_i^1)_{e+1} \right. $$

$$ + ... + (F_i^N \delta v_i^N)_{L} \right\} d\Omega $$

$$ - \int_\Omega \left\{ \hat{t}^1_i (\delta v_i^1) + ... + \hat{t}^e_i (\delta v_i^e) + \hat{t}^e(\epsilon + 1) (\delta v_i^{e+1}) + ... + \hat{t}^{(L+1)}(\delta v_i^{L+1}) \right\} d\Omega $
\[
- \oint_{\Gamma} \left[ \sum_{e=1}^{L} \sum_{n=2}^{N-1} (\hat{Q}_i^n \delta u_i^n)_e + (\hat{Q}_i^1 \delta u_i^1)_1 + \ldots + \left[ (\hat{Q}_i^N)_e + (\hat{Q}_i^1)_{e+1} \right] (\delta u_i^1)_{e+1} \\
+ \ldots + (\hat{Q}_i^N \delta u_i^N)_L \right] d\Gamma \\
+ \oint_{\Gamma} \left[ \sum_{e=1}^{L} \sum_{n=2}^{N-1} (\delta t_i^n u_i^n)_e + (\delta t_i^1 u_i^1)_1 + \ldots + \left[ (\delta t_i^N)_e + (\delta t_i^1)_{e+1} \right] (u_i^1)_{e+1} \\
+ \ldots + (\delta t_i^N u_i^N)_L \right] d\Gamma 
\] (2.36)

where the components $\delta\rho_i^n$ of the virtual body forces are given in equations (2.32a) and (2.32b) in terms of the layer's elastic constants and the virtual displacements, and $(\hat{Q}_i^n)_e$ are the components of the nodal forces acting on the side surface of the $e$-th numerical layer and are given in terms of the externally applied tractions in equation (2.26). The differential equations that are satisfied by the fundamental solution of the multilayered system are deduced from the first domain integral of (2.36). Equation (2.36) is the BIE model of the multilayered system that has been divided into $L$ numerical layers.

The boundary integral equations for the typical numerical layer in equation (2.33), and for the multilayered system in equation (2.36), are given at this stage of the analysis in the form of variational statements. They will produce, however, the corresponding boundary integral models, if appropriate fundamental solutions are derived and then utilized in these variational statements as an admissible set of virtual displacements. For this purpose, a methodology has been developed for deriving fundamental solutions of a single layer or multiple layers and it is presented thoroughly in the following chapter.
3.1 GOVERNING EQUATIONS OF AN INFINITE LAYER

The governing equations for a typical infinite layer (unbounded numerical layer) which is subjected to concentrated loads and which has been discretized through the thickness into $N$ nodal points, are given by equations (2.32). These equations can also be written in the following convenient form:

$$-(\lambda + \mu) M_{np} \frac{\partial^2 V^p_M}{\partial x_I \partial x_M} - \mu M_{np} \frac{\partial^2 V^p_I}{\partial x_M \partial x_M} + (\mu D_{np} - \lambda C_{np}) \frac{\partial V^p_3}{\partial x_I}$$

$$+ \mu K_{np} V^p_I = P^p_I$$

(3.1)

$$-\mu M_{np} \frac{\partial^2 V^p_3}{\partial x_M \partial x_M} + (\lambda D_{np} - \mu C_{np}) \frac{\partial V^p_M}{\partial x_M} + (\lambda + 2\mu) K_{np} V^p_3 = P^p_3$$

(3.2)

in which the subscripts $I, M$ take the values 1 and 2, while the indices $n, p$ take the values 1,2,..., $N$. The virtual displacements $\delta v^p_i$ ($i=1,2,3$) have been
replaced by $V_i^p$, and the virtual body forces $\delta p_i^n$ have been replaced by the unit concentrated load $P_i^n$ which is applied in the $x_i$ direction at the $n$-th node associated with an arbitrary point $(\xi_1, \xi_2) \in \Omega$. These forces $P_i^n$ are expressed as

$$P_i^n(x_1, x_2) = \delta(x_1 - \xi_1) \delta(x_2 - \xi_2) = \delta(x) \delta(y)$$

(3.3)

where $\delta(x_i - \xi_i)$ is the Dirac function, and $x = x_1 - \xi_1$, $y = x_2 - \xi_2$ is the distance between the two points in the $x_1$ and $x_2$ directions, respectively. It must be emphasized that, the load is applied only at node $n$ in the $x_i$ direction, which means that there are no loads applied in the other two directions at this node and at the other $(N-1)$ nodes as it is depicted in Figure 3.1.

Figure 3.1 Displacement components $V_i^p(x_1, x_2)$ at node $p$ of point $(x_1, x_2)$ for a unit load applied in the $x_1$ direction at node $n$ of point $(\xi_1, \xi_2)$. 
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The domain of the problem at hand is considered to be discrete in the transverse direction and continuous over the entire middle plane \( \Omega \) of the layer. Therefore, each point on this plane is associated with \( N \) nodal points through the thickness of the layer. Equations (3.1) and (3.2) along with the free-field boundary condition, that the solution should vanish at infinity, provide the displacement field as a continuous function of \( x_1 \) and \( x_2 \) at the \( N \) nodes associated with an arbitrary point \((x_1, x_2) \in \Omega\), for concentrated loads applied at the nodal points of another arbitrary point \((\xi_1, \xi_2)\) of plane \(\Omega\) (see Figure 3.1).

The fundamental solution in this case is a \(3N \times 3N\) matrix whose entries are denoted by \(U_{qs}(x_1, x_2; \xi_1, \xi_2)\), where the subscripts \(q\) and \(s\) are defined as

\[
q = 3(p - 1) + i \quad \text{and} \quad s = 3(n - 1) + j, \quad (3.4)
\]

with \(p, n = 1, 2, ..., N\), and \(i, j = 1, 2, 3\). \(U_{qs}(x_1, x_2; \xi_1, \xi_2)\) represents the displacement along the \(x_i\) direction of node \(p\) at point \((x_1, x_2)\), due to a unit concentrated load applied at the \(n\)-th node of \((\xi_1, \xi_2)\) in the \(x_j\) direction, where the \(i\), \(j\), \(p\) and \(n\) are uniquely determined from the \(q\) and \(s\) using expressions (3.4). The unit load is given in equation (3.3) and all other point forces at the nodes through the thickness at point \((\xi_1, \xi_2)\) are assumed to be zero (see Figure 3.1). The fundamental solution in its matrix form can also be viewed as the flexibility matrix of a typical element having \(N\) nodes along the transverse direction.

The stresses at any point \((x_1, x_2, x_3)\) in the domain \(V\), occupied by the typical element, can be expressed in terms of the displacements at the \(N\) nodes associated with point \((x_1, x_2)\) of the middle plane \(\Omega\) of the element, by introducing the displacement approximations (2.18) into the constitutive relations (2.3). The six stress components will be denoted by the stress vector \(\tau_k(x_1, x_2, x_3)\) whose entries are defined as
\[
\{\tau_1 \tau_2 \tau_3 \tau_4 \tau_5 \tau_6\}^T = \{\sigma_{11} \sigma_{22} \sigma_{33} \sigma_{12} \sigma_{23} \sigma_{31}\}^T,
\]

where the stress components can be expressed in terms of the displacement components \(V_i^p\) in the following way

\[
\begin{bmatrix}
\sigma_{11} \\ \sigma_{22} \\ \sigma_{33} \\ \sigma_{12} \\ \sigma_{23} \\ \sigma_{31}
\end{bmatrix} = \sum_{p=1}^{N} \begin{bmatrix}
(\lambda + 2\mu)\phi_p \frac{\partial}{\partial x_1} & \lambda \phi_p \frac{\partial}{\partial x_2} & \lambda \frac{d\phi_p}{dx_3} \\
\lambda \phi_p \frac{\partial}{\partial x_1} & (\lambda + 2\mu)\phi_p \frac{\partial}{\partial x_2} & \lambda \frac{d\phi_p}{dx_3} \\
\lambda \phi_p \frac{\partial}{\partial x_1} & \lambda \phi_p \frac{\partial}{\partial x_2} & (\lambda + 2\mu)\frac{d\phi_p}{dx_3} \\
\mu \phi_p \frac{\partial}{\partial x_2} & \mu \phi_p \frac{\partial}{\partial x_1} & 0 \\
0 & \mu \frac{d\phi_p}{dx_3} & \mu \phi_p \frac{\partial}{\partial x_2} \\
\mu \frac{d\phi_p}{dx_3} & 0 & \mu \phi_p \frac{\partial}{\partial x_1}
\end{bmatrix} \begin{bmatrix}
V_1^p \\ V_2^p \\ V_3^p
\end{bmatrix}
\]

or

\[
\tau_k = B_{ki}^p V_i^p \quad (k = 1, 2, ..., 6; i = 1, 2, 3).
\]

In the above equations, summation convention is implied over the repeated index \(p=1,2,...,N\), and \(B_{ki}^p\) denotes the differential operator in the constitutive relation (3.6). Equation (3.6) can also be used to describe the stresses in a typical element of the finite plate which correspond to the displacement field \((v_1^p, v_2^p, v_3^p)\).

In a way similar to that of defining the fundamental solution, a stress matrix \(S_{ks}(x_1, x_2, x_3; \xi_1, \xi_2)\) is introduced, where the subscript \(s\) is given in equation (3.4). Its columns are the six stress components \((k=1,...,6)\) at an arbitrary point \((x_1, x_2, x_3)\) in \(V\), which are produced by a unit concentrated load in the \(x_j\) direction at the \(n\)-th node of point \((\xi_1, \xi_2)\). This stress matrix is expressed in terms of the fundamental solution as

\[
[S(x_1, x_2, x_3; \xi_1, \xi_2)] = \begin{bmatrix}
[B^1(x_3)] & [B^2(x_3)] & \cdots & [B^N(x_3)]
\end{bmatrix} [U(x_1, x_2; \xi_1, \xi_2)]
\]
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where the operator $B^p_k$ at each node $p$ is given in equation (3.7).

The differential equations of an infinite multilayered plate, which is subjected to unit loads, are obtained in a similar way. In this case, the definitions of (2.32) are written for each numerical layer as

$$
(\delta p^a_1)_e = - (\lambda e + \mu e) M^e_{\lambda p} \frac{\partial^2 (V^p_M)_e}{\partial x_I \partial x_M} - \mu e M^e_{\lambda p} \frac{\partial^2 (V^p_I)_e}{\partial x_M \partial x_M} \\
+ (\mu e D^e_{\lambda p} - \lambda e C^e_{\lambda p}) \frac{\partial (V^p_3)_e}{\partial x_I} + \mu e K^e_{\lambda p} (V^p_I)_e 
$$

(3.9)

$$
(\delta p^a_3)_e = - \mu e M^e_{\lambda p} \frac{\partial^2 (V^p_3)_e}{\partial x_M \partial x_M} + (\lambda e D^e_{\lambda p} - \mu e C^e_{\lambda p}) \frac{\partial (V^p_M)_e}{\partial x_M} \\
+ (\lambda e + 2\mu e) K^e_{\lambda p} (V^p_3)_e 
$$

(3.10)

where $I, M=1,2; e=1,2,...,L$ and $n, p=1,2,...,N$. Then, setting the coefficients of the actual displacement components $(u^i_i)_e$ in the first domain integral of (2.36), equal to unit loads of the form of (3.3), the differential equations are derived in the following concise form

$$
(\delta p^a_n)_e = (P^a_n)_e \quad (n=2,3,...,N; e=1,2,...,L) 
$$

(3.11)

$$
(\delta p^N_i)_e + (\delta p^1_i)_{e+1} = \hat{P}^e_i \quad \text{and} \quad (V^N_i)_e = (V^1_i)_{e+1} \quad (e=1,2,...,L-1) 
$$

(3.12)

where $(\delta p^a_i)_e \quad (i=1,2,3)$ are given in equations (3.9) and (3.10). $(P^a_n)_e$ denote the components of unit nodal forces that act at nodes within the numerical layer, while $\hat{P}^e_i$ denote the components of unit forces that act at the common node between adjacent layers. All the unit loads in equations (3.11) and (3.12) are expressed mathematically in the same way as the load in equation (3.3).
3.2 FOURIER TRANSFORM
OF THE DIFFERENTIAL EQUATIONS

Equations (3.1) and (3.2) form a system of second order linear partial differential equations. The number of the unknowns and corresponding number of equations depend on the number of nodes in each element. The solution of this system can be obtained in a systematic way by transforming the differential equations to the two-dimensional Fourier domain and solving the corresponding $N$ ordinary algebraic equations for the $N$ unknown displacements. The solution in the physical space can then be obtained through the inverse transform. According to Sneddon (1951, 1975), the following two-dimensional Fourier transform is defined

$$\tilde{f}(\alpha_1, \alpha_2) = \mathcal{F}[f(x_1, x_2)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x_1, x_2) e^{i(\alpha_1 x_1 + \alpha_2 x_2)} \, dx_1 \, dx_2 \quad (3.13)$$

where $i = \sqrt{-1}$, and its inverse transform is

$$f(x_1, x_2) = \mathcal{F}^{-1}[\tilde{f}(\alpha_1, \alpha_2)] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{f}(\alpha_1, \alpha_2) e^{-i(\alpha_1 x_1 + \alpha_2 x_2)} \, d\alpha_1 \, d\alpha_2, \quad (3.14)$$

if $f(x_1, x_2)$ satisfies Dirichlet’s conditions for $-\infty < x_1, x_2 < \infty$ and if the integral

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x_1, x_2) \, dx_1 \, dx_2$$

is absolutely convergent. The transforms of the derivatives that appear in (3.1), (3.2) and (3.3) of the fundamental problem are given by

$$\frac{\partial \tilde{f}}{\partial x_1} = -i \alpha_1 \tilde{f}, \quad \text{for} \quad \lim_{|x_j| \to \infty} f(x_1, x_2) \to 0, \quad (3.15)$$

$$\frac{\partial^2 \tilde{f}}{\partial^2 x_1} = -\alpha_1^2 \tilde{f}, \quad \text{for} \quad \lim_{|x_j| \to \infty} f(x_1, x_2) \to 0 \quad \text{and} \quad \lim_{|x_j| \to \infty} \frac{\partial f(x_1, x_2)}{\partial x_1} \to 0, \quad (3.16)$$
\[
\frac{\partial^2 f}{\partial x_1 \partial x_2} = -\alpha_1 \alpha_2 \bar{f}, \quad \text{for} \quad \lim_{|x_3| \to \infty} f(x_1, x_2) \to 0 \quad \text{and} \quad \lim_{|x_3| \to \infty} f(x_1, x_2) \to 0. \quad (3.17)
\]

For the case of an infinite layer subjected to a concentrated load the displacements and the tractions vanish at infinity and therefore the displacement vector \( V_i^p \) is such that all the above conditions are fulfilled (equation 2.12).

Application of the above definitions (3.13, 3.15, 3.16 and 3.17) to the governing equations (3.1) and (3.2), yields

\[
(\lambda + \mu) \alpha_I \alpha_M M_{np} \bar{V}_M^p + \mu \alpha_M \alpha_M M_{np} \bar{V}_I^p
+ i \alpha_I (\lambda C_{np} - \mu D_{np}) \bar{V}_3^p + \mu K_{np} \bar{V}_I^p = \bar{P}_I^n
\quad (3.18)
\]

\[
\mu \alpha_M \alpha_M M_{np} \bar{V}_3^p + i \alpha_M (\mu C_{np} - \lambda D_{np}) \bar{V}_M^p
+ (\lambda + 2\mu) K_{np} \bar{V}_3^p = \bar{P}_3^n
\quad (3.19)
\]

and application to the equations (3.6) and (3.7) for the stresses, yields

\[
\begin{align*}
\begin{bmatrix}
\bar{\tau}_1 \\
\bar{\tau}_2 \\
\bar{\tau}_3 \\
\bar{\tau}_4 \\
\bar{\tau}_5 \\
\bar{\tau}_6 \\
\end{bmatrix} &= \sum_{p=1}^{N} \begin{bmatrix}
-i \alpha_1 (\lambda + 2\mu) \phi_p & -i \alpha_2 \lambda \phi_p & \lambda \frac{\partial \phi_p}{\partial x_3} \\
-i \alpha_1 \lambda \phi_p & -i \alpha_2 (\lambda + 2\mu) \phi_p & \lambda \frac{\partial \phi_p}{\partial x_3} \\
-i \alpha_1 \lambda \phi_p & -i \alpha_2 \lambda \phi_p & (\lambda + 2\mu) \frac{\partial \phi_p}{\partial x_3} \\
-i \alpha_2 \mu \phi_p & -i \alpha_1 \mu \phi_p & 0 \\
0 & \mu \frac{\partial \phi_p}{\partial x_3} & -i \alpha_2 \mu \phi_p \\
\mu \frac{\partial \phi_p}{\partial x_3} & 0 & -i \alpha_1 \mu \phi_p \\
\end{bmatrix} \begin{bmatrix}
\bar{V}_I^p \\
\bar{V}_2^p \\
\bar{V}_3^p \\
\end{bmatrix} \\
\end{align*}
\quad (3.20)
\]

or

\[
\bar{\tau}_k = \bar{B}_{ki}^p \bar{V}_i^p \quad (k = 1, 2, ..., 6). \quad (3.21)
\]

Equations (3.18) and (3.19) can be rewritten in a matrix form giving the following system of algebraic equations

\[34\]
\[
\begin{bmatrix}
\tilde{K}_{pp} & \tilde{K}_{pz} \\
\tilde{K}_{zp} & \tilde{K}_{zz}
\end{bmatrix}
\begin{bmatrix}
\tilde{V}^p \\
\tilde{V}^z
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{P}^p \\
\tilde{P}^z
\end{bmatrix}
\] (3.22)

where

\[
\{\tilde{V}^p\} = \begin{bmatrix}
\tilde{V}_1^1 \\
\tilde{V}_2^1 \\
\tilde{V}_1^2 \\
\tilde{V}_2^2 \\
\vdots \\
\tilde{V}_1^N \\
\tilde{V}_2^N
\end{bmatrix}, \quad \{\tilde{V}^z\} = \begin{bmatrix}
\tilde{V}_3^1 \\
\tilde{V}_3^2 \\
\vdots \\
\tilde{V}_3^N
\end{bmatrix}.
\] (3.23)

\[
\{\tilde{P}^p\} = \begin{bmatrix}
\tilde{P}_1^1 \\
\tilde{P}_2^1 \\
\tilde{P}_1^2 \\
\tilde{P}_2^2 \\
\vdots \\
\tilde{P}_1^N \\
\tilde{P}_2^N
\end{bmatrix}, \quad \{\tilde{P}^z\} = \begin{bmatrix}
\tilde{P}_3^1 \\
\tilde{P}_3^2 \\
\vdots \\
\tilde{P}_3^N
\end{bmatrix}.
\] (3.24)

The components of the force vectors in equations (3.24) are obtained from the Fourier transform of the unit loads of equation (3.3). Their transformed components are

\[
\tilde{P}_i^n = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta(x) \delta(y) e^{i(\alpha_1 x_1 + \alpha_2 x_2)} dx_1 dx_2 = \frac{1}{2\pi} e^{i(\alpha_1 \xi_1 + \alpha_2 \xi_2)}. \] (3.25)

The stiffness equation of a typical numerical layer, whose form is shown in (3.22), can be used to construct the stiffness equation of the multilayered plate that consists of \(L\) such layers and extends to infinity in the plane \(\Omega\). The element stiffness matrices are assembled using the continuity conditions that were introduced in (3.11) and (3.12). Denoting by \(e\) the typical layer, the transformed interface conditions are
\[
\left\{ \bar{V}^N_e \right\}_e = \left\{ \bar{V}^1_e \right\}_{e+1}^e \quad \text{and} \quad \left\{ \bar{P}^N_e \right\}_e = \left\{ \bar{P}^1_e \right\}_{e+1}^e \quad \left(3.26\right)
\]

where \( e=1,2,\ldots,(L-1) \) and \( \left( \bar{P}_i \right)_e \) denotes the components of the unit load applied at the interface between layers \( e \) and \( (e+1) \) and is given in equation (3.25). The final form of the assembled equations is going to be

\[
[\bar{K}(\alpha_1, \alpha_2)] \left\{ \bar{V}(\alpha_1, \alpha_2; \xi_1, \xi_2) \right\} = \left\{ \bar{P}(\xi_1, \xi_2) \right\} \quad \left(3.27\right)
\]

where \([\bar{K}]\) is the transformed stiffness matrix of the multilayered plate, \( \left\{ \bar{V} \right\} \) is the vector of all the transformed nodal displacements and \( \left\{ \bar{P} \right\} \) is the vector of all the nodal forces. The dimension of these vectors is, 3 \( [L \ (N-1)+1] \).

### 3.3 FUNDAMENTAL SOLUTION IN THE FOURIER DOMAIN

The formulation presented up to this point is general and refers to a \( N \)-node numerical layer with \( 3N \) degrees of freedom at every point in the plane \( \Omega \). However, a closed-form solution to the system of equations (3.22) can be obtained only if specific interpolation functions are chosen for the approximation of the displacements through the thickness of the layer. The degree of the polynomials in (2.18) is determined by considering requirements on the accuracy of the solution, the type of loading, the cross sectional geometry of the multilayered plate, and whether the problem is studied at a micro- or macro-mechanical level. In the sequel, it is assumed that the displacements vary linearly through the thickness \( 2h \) of the element, and thus, the finite element interpolation functions are

\[
\phi_1(x_3) = \frac{h-x_3}{2h} \quad \text{and} \quad \phi_2(x_3) = \frac{h+x_3}{2h} \quad . \quad \left(3.28\right)
\]
Substitution of these functions into expressions (2.21) to (2.24), yields (Reddy, 1993),

\[
[K] = \frac{1}{2h} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}, \quad [M] = \frac{h}{3} \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \quad \text{and} \quad [C] = [D]^T = \frac{1}{2} \begin{bmatrix} -1 & 1 \\ -1 & 1 \end{bmatrix}.
\] (3.29)

Making use of the element matrices given in (3.29) and by means of equations (3.18) and (3.19), the matrices in the transformed stiffness equation (3.22) become

\[
\begin{bmatrix} \overline{K}^{PP} \end{bmatrix} = \frac{h}{3} (\lambda + 2\mu)
\times \begin{bmatrix} 2(\alpha_1^2 + A_2\alpha_2^2) & 2A_3\alpha_1\alpha_2 & \alpha_1 + A_2\alpha_2^2 & A_3\alpha_1\alpha_2 \\ 2A_3\alpha_1\alpha_2 & 2\left(A_2\alpha_1^2 + \alpha_2^2\right) & A_3\alpha_1\alpha_2 & A_2\alpha_1^2 + \alpha_2^2 \\ \alpha_1^2 + A_2\alpha_2^2 & A_3\alpha_1\alpha_2 & 2\left(\alpha_1^2 + A_2\alpha_2^2\right) & 2A_3\alpha_1\alpha_2 \\ A_3\alpha_1\alpha_2 & A_2\alpha_1^2 + \alpha_2^2 & 2A_3\alpha_1\alpha_2 & 2\left(A_2\alpha_1^2 + \alpha_2^2\right) \end{bmatrix}
+ \frac{\mu}{2h} \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ -1 & 0 & 1 & 0 \\ 0 & -1 & 0 & 1 \end{bmatrix}
\] (3.30)

\[
\begin{bmatrix} \overline{K}^{PZ} \end{bmatrix} = i \frac{1}{2} \begin{bmatrix} (\mu - \lambda)\alpha_1 & (\mu + \lambda)\alpha_1 \\ (\mu - \lambda)\alpha_2 & (\mu + \lambda)\alpha_2 \\ -((\mu + \lambda)\alpha_1 & (\lambda - \mu)\alpha_1 \\ -((\mu + \lambda)\alpha_2 & (\lambda - \mu)\alpha_2 \end{bmatrix}
\] (3.31)

\[
\begin{bmatrix} \overline{K}^{ZP} \end{bmatrix} = i \frac{1}{2} \begin{bmatrix} (\lambda - \mu)\alpha_1 & (\mu - \lambda)\alpha_2 & \lambda + 2\mu \\ (\lambda - \mu)\alpha_2 & (\mu - \lambda)\alpha_1 & \mu + \lambda \\ -(\mu + \lambda)\alpha_1 & -(\mu + \lambda)\alpha_2 & (\mu - \lambda) \alpha_2 \\ -(\mu + \lambda)\alpha_2 & -(\mu - \lambda)\alpha_1 & (\mu - \lambda) \alpha_2 \end{bmatrix}
\] (3.32)

\[
\begin{bmatrix} \overline{K}^{ZZ} \end{bmatrix} = \frac{h}{3} \mu \begin{bmatrix} 2 & 1 \\ 1 & 2 \end{bmatrix} \left(\alpha_1^2 + \alpha_2^2\right) + \frac{(\lambda + 2\mu)}{2h} \begin{bmatrix} 1 & -1 \\ -1 & 1 \end{bmatrix}
\] (3.33)
with \( i = \sqrt{-1} \) and

\[
A_1 = \frac{\lambda}{\lambda + 2\mu} = \frac{v}{(1 - v)}, \quad A_2 = \frac{\mu}{\lambda + 2\mu} = \frac{(1 - 2v)}{2(1 - v)} \]

\[
A_3 = A_1 + A_2 = \frac{\lambda + \mu}{\lambda + 2\mu} = \frac{1}{2(1 - v)}
\]

(3.34)

Equations (3.22) form a system of six ordinary algebraic equations in six unknowns. The system is solved for each unit load and the six corresponding displacement vectors are grouped into a \( 6 \times 6 \) matrix \([\bar{U}]\). This matrix is the fundamental solution in the Fourier domain of a single infinite layer with linear variation of the displacements through the thickness. This matrix can also be viewed as the flexibility matrix of the layer. The structure of this matrix is shown schematically in the following equation,

\[
\begin{bmatrix}
\tilde{P}_1^1 & \tilde{P}_2^1 & \tilde{P}_3^1 & \tilde{P}_1^2 & \tilde{P}_2^2 & \tilde{P}_3^2 \\
\bar{U}_{11} & \bar{U}_{12} & \bar{U}_{13} & \bar{U}_{14} & \bar{U}_{15} & \bar{U}_{16} \\
\bar{U}_{21} & \bar{U}_{22} & \bar{U}_{23} & \bar{U}_{24} & \bar{U}_{25} & \bar{U}_{26} \\
\bar{U}_{31} & \bar{U}_{32} & \bar{U}_{33} & \bar{U}_{34} & \bar{U}_{35} & \bar{U}_{36} \\
\bar{U}_{41} & \bar{U}_{42} & \bar{U}_{43} & \bar{U}_{44} & \bar{U}_{45} & \bar{U}_{46} \\
\bar{U}_{51} & \bar{U}_{52} & \bar{U}_{53} & \bar{U}_{54} & \bar{U}_{55} & \bar{U}_{56} \\
\bar{U}_{61} & \bar{U}_{62} & \bar{U}_{63} & \bar{U}_{64} & \bar{U}_{65} & \bar{U}_{66} \\
\end{bmatrix}
\]

\[
\rightarrow \begin{bmatrix}
\tilde{V}_1^1 \\
\tilde{V}_1^2 \\
\tilde{V}_1^3 \\
\tilde{V}_2^1 \\
\tilde{V}_2^2 \\
\tilde{V}_3^2 \\
\end{bmatrix}
\]

node 1

\[
\begin{bmatrix}
\tilde{P}_1^1 & \tilde{P}_2^1 & \tilde{P}_3^1 & \tilde{P}_1^2 & \tilde{P}_2^2 & \tilde{P}_3^2 \\
\bar{U}_{11} & \bar{U}_{12} & \bar{U}_{13} & \bar{U}_{14} & \bar{U}_{15} & \bar{U}_{16} \\
\bar{U}_{21} & \bar{U}_{22} & \bar{U}_{23} & \bar{U}_{24} & \bar{U}_{25} & \bar{U}_{26} \\
\bar{U}_{31} & \bar{U}_{32} & \bar{U}_{33} & \bar{U}_{34} & \bar{U}_{35} & \bar{U}_{36} \\
\bar{U}_{41} & \bar{U}_{42} & \bar{U}_{43} & \bar{U}_{44} & \bar{U}_{45} & \bar{U}_{46} \\
\bar{U}_{51} & \bar{U}_{52} & \bar{U}_{53} & \bar{U}_{54} & \bar{U}_{55} & \bar{U}_{56} \\
\bar{U}_{61} & \bar{U}_{62} & \bar{U}_{63} & \bar{U}_{64} & \bar{U}_{65} & \bar{U}_{66} \\
\end{bmatrix}
\rightarrow \begin{bmatrix}
\tilde{V}_1^1 \\
\tilde{V}_1^2 \\
\tilde{V}_3^2 \\
\end{bmatrix}
\]

node 2

(3.35)

The fundamental solution \( U_{ij}(x_1, x_2; \xi_1, \xi_2) \) is obtained by taking the inverse transform of \( \bar{U}_{ij}(\alpha_1, \alpha_2; \xi_1, \xi_2) \), and it represents the displacement in the direction and nodal position of the \( i \)-th degree of freedom at point \((x_1, x_2)\) of the middle plane \( \Omega \), due to a unit concentrated load along the direction and nodal position of the \( j \)-th degree of freedom at point \((\xi_1, \xi_2)\) on plane \( \Omega \). The components of the solution in the physical space are
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\[
\begin{align*}
\begin{bmatrix} U_{11} \\ U_{22} \\ U_{55} \end{bmatrix} &= \begin{bmatrix} U_{44} \end{bmatrix} = \frac{h}{4\pi\mu} \begin{bmatrix} 2 \end{bmatrix} + \frac{h}{4\pi\mu} \left( -3 A_3 + \frac{A_4}{4} \right) \begin{bmatrix} f_{74} \\ f_{73} \\ f_{92} \end{bmatrix} + \begin{bmatrix} f_{93} \\ f_{73} - f_{91} \end{bmatrix} + \frac{h}{4\pi\mu} \begin{bmatrix} A_4 \\ f_{81} \\ f_{83} \end{bmatrix} \quad (3.36a) \\
U_{12} = U_{21} = U_{45} = U_{54} &= \frac{h}{4\pi\mu} \left( -3 A_3 + \frac{A_4}{4} \right) f_{74} + \frac{3h}{4\pi\mu} \left( f_{74} - f_{92} \right) - \frac{h}{4\pi\mu} A_4 f_{82} \quad (3.36b) \\
U_{24} = U_{42} = U_{15} = U_{51} &= \frac{h}{4\pi\mu} \left( 2 A_3 + \frac{A_4}{4} \right) f_{74} + \frac{3h}{4\pi\mu} \left( - f_{74} + f_{92} \right) - \frac{h}{4\pi\mu} A_4 f_{82} \quad (3.36c) \\
\begin{bmatrix} U_{14} \\ U_{25} \\ U_{52} \end{bmatrix} &= \begin{bmatrix} U_{41} \\ U_{51} \end{bmatrix} = -\frac{h}{2\pi\mu} \begin{bmatrix} f_{10} \\ f_{10} \end{bmatrix} + \frac{h}{4\pi\mu} \left( 2 A_3 + \frac{A_4}{4} \right) \begin{bmatrix} f_{73} \\ f_{75} \end{bmatrix} + \frac{3h}{4\pi\mu} \begin{bmatrix} f_{75} - f_{93} \\ f_{73} - f_{91} \end{bmatrix} - \frac{h}{4\pi\mu} A_4 \begin{bmatrix} f_{81} \\ f_{83} \end{bmatrix} \quad (3.36d) \\
\begin{bmatrix} U_{61} \\ U_{62} \\ U_{64} \\ U_{65} \end{bmatrix} &= -\begin{bmatrix} U_{16} \\ U_{26} \\ U_{46} \\ U_{56} \end{bmatrix} = -\begin{bmatrix} U_{34} \\ U_{35} \\ U_{31} \\ U_{32} \end{bmatrix} = \begin{bmatrix} U_{43} \\ U_{53} \\ U_{13} \\ U_{23} \end{bmatrix} = \begin{bmatrix} f_{41} - f_{51} \\ f_{42} - f_{52} \\ f_{41} - f_{51} \\ f_{42} - f_{52} \end{bmatrix} + \frac{3h A_2}{4\pi\mu} \begin{bmatrix} f_{71} \\ f_{72} \\ -f_{71} \\ -f_{72} \end{bmatrix} \quad (3.36e) \\
U_{33} = U_{66} &= \frac{h}{4\pi\mu} \left( f_{10} + 3 A_2 f_{30} \right) + \frac{3h}{4\pi\mu} f_{20} \quad (3.36f) \\
U_{36} = U_{63} &= \frac{h}{4\pi\mu} \left( f_{10} + 3 A_2 f_{30} \right) - \frac{3h}{4\pi\mu} f_{20} \quad (3.36g) 
\end{align*}
\]
where

\[
A_4 = \frac{A_1^2}{A_3} = \frac{\lambda^2}{(\lambda + \mu)(\lambda + 2\mu)} = \frac{2\nu^2}{1 - \nu} \tag{3.37}
\]

and \( f_{q\beta} \) are functions of \( x = x_1 - \xi_1 \) and \( y = x_2 - \xi_2 \), having Fourier transforms

\[
\begin{align*}
\bar{f}_{10} &= \frac{P}{\bar{\rho}^2}, \quad \bar{f}_{20} = \frac{P}{(c^2 + \bar{\rho}^2)}, \quad \bar{f}_{30} = \frac{P}{\bar{\rho}^4} \\
\left\{ \begin{array}{l}
\bar{f}_{41} \\
\bar{f}_{42}
\end{array} \right\} &= \frac{iP}{\bar{\rho}^2} \left\{ \begin{array}{l}
\bar{\alpha}_1 \\
\bar{\alpha}_2
\end{array} \right\}, \quad \left\{ \begin{array}{l}
\bar{f}_{51} \\
\bar{f}_{52}
\end{array} \right\} &= \frac{iP}{(c^2 + \bar{\rho}^2)} \left\{ \begin{array}{l}
\bar{\alpha}_1 \\
\bar{\alpha}_2
\end{array} \right\} \\
\left\{ \begin{array}{l}
\bar{f}_{71} \\
\bar{f}_{72}
\end{array} \right\} &= \frac{iP}{\bar{\rho}^4} \left\{ \begin{array}{l}
\bar{\alpha}_1 \\
\bar{\alpha}_2
\end{array} \right\}, \quad \left\{ \begin{array}{l}
\bar{f}_{73} \\
\bar{f}_{74}
\end{array} \right\} = \frac{P}{\bar{\rho}^4} \left\{ \begin{array}{l}
\bar{\alpha}_1^2 \\
\bar{\alpha}_1 \bar{\alpha}_2 \\
\bar{\alpha}_2^2
\end{array} \right\} \\
\left\{ \begin{array}{l}
\bar{f}_{81} \\
\bar{f}_{82}
\end{array} \right\} = \frac{P}{\bar{\rho}^2 (c^2 + \bar{\rho}^2)} \left\{ \begin{array}{l}
\bar{\alpha}_1^2 \\
\bar{\alpha}_1 \bar{\alpha}_2 \\
\bar{\alpha}_2^2
\end{array} \right\}, \quad \left\{ \begin{array}{l}
\bar{f}_{91} \\
\bar{f}_{92}
\end{array} \right\} = \frac{P}{\bar{\rho}^2 (3 + \bar{\rho}^2)} \left\{ \begin{array}{l}
\bar{\alpha}_1^2 \\
\bar{\alpha}_1 \bar{\alpha}_2 \\
\bar{\alpha}_2^2
\end{array} \right\}
\end{align*}
\tag{3.38}
\]

in which \( i = \sqrt{-1} \),

\[
P = e^{i(\alpha_1 \xi_1 + \alpha_2 \xi_2)} \tag{3.39}
\]

and

\[
c = \sqrt{\frac{12(\lambda + \mu)}{(\lambda + 2\mu)}} = 2\sqrt{3} A_3. \tag{3.40}
\]

The quantities \( \bar{\alpha}_l = h \alpha_l \) are the dimensionless transform parameters and

\[
\bar{\rho} = h \rho = h \sqrt{\alpha_1^2 + \alpha_2^2}. \tag{3.41}
\]

Equations (3.36) also apply in the Fourier domain if the symbols 'U' and 'f' are replaced by the corresponding symbols of the transformed quantities '\( \tilde{U} \)' and '\( \tilde{f} \)', respectively.
Substitution of the transformed fundamental solution (3.35) into expression (3.20) for the stresses produces a $6 \times 6$ matrix of the following form

$$[\tilde{S}] = [\tilde{B}^1 \quad \tilde{B}^2] [\bar{U}]$$

(3.42)

where the operator $[\tilde{B}^p]$ $(p=1,2)$ is given in equations (3.20) and (3.21). The $k$-th column of $[\tilde{S}]$ represents the six transformed stress components at an arbitrary point of the layer due to a unit concentrated load in the direction and nodal position of the $k$-th degree of freedom. This is the same load that caused the displacement field of the $k$-th column of $[\bar{U}]$ in (3.35). The components of matrix $[S(x_1, x_2, x_3; \xi_1, \xi_2)]$, which is the inverse transform of $[\tilde{S}]$, are given in the following concise form of matrix multiplications

$$\begin{bmatrix} S_{11} & S_{14} \\ S_{21} & S_{24} \\ S_{12} & S_{15} \\ S_{22} & S_{25} \end{bmatrix} = \frac{1}{8\pi} \begin{bmatrix} A_5 \\ A_3 \end{bmatrix} \begin{bmatrix} -f_{77} \\ f_{77} \\ f_{76} \\ -f_{76} \end{bmatrix} + A_4 \begin{bmatrix} -f_{85} \\ f_{85} \\ f_{84} \\ -f_{84} \end{bmatrix} - \frac{1}{A_3} \begin{bmatrix} 2A_3 f_{41} \\ A_1 f_{41} \\ A_1 f_{42} \\ 2A_3 f_{42} \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix}$$

$$- \frac{A_4}{8\pi} \begin{bmatrix} 0 \\ f_{51} \\ f_{52} \\ 0 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix} + \frac{3}{2\pi h} \begin{bmatrix} -A_2 f_{77} + f_{95} \\ A_2 f_{77} - f_{95} \\ A_2 f_{76} - f_{94} \\ -A_2 f_{76} + f_{94} \end{bmatrix}$$

$$+ \frac{1}{2} \begin{bmatrix} f_{41} \\ A_1 f_{41} \\ A_1 f_{42} \\ f_{42} \end{bmatrix} \begin{bmatrix} 1 \\ -1 \end{bmatrix}$$

(3.43a)

$$\begin{bmatrix} S_{31} & S_{34} \\ S_{32} & S_{35} \end{bmatrix} = \frac{A_1}{4\pi} \left( \begin{bmatrix} f_{51} & f_{51} \\ f_{52} & f_{52} \end{bmatrix} + \frac{3}{2h} \begin{bmatrix} x_3 \\ f_{41} & -f_{41} \\ f_{42} & -f_{42} \end{bmatrix} \right)$$

(3.43b)
\[
\begin{bmatrix}
S_{41} & S_{44} \\
S_{42} & S_{45}
\end{bmatrix} = \frac{1}{2\pi} \left( \frac{A_5}{4A_3} \begin{bmatrix}
f_{76} \\
f_{77}
\end{bmatrix} + \frac{A_4}{4} \begin{bmatrix}
f_{84} \\
f_{85}
\end{bmatrix} - \frac{1}{2} \begin{bmatrix}
f_{42} \\
f_{41}
\end{bmatrix} \right) \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]
\[
+ \frac{3}{2\pi} \frac{x_3}{h} \begin{bmatrix} 1 \\ 2 \end{bmatrix} \begin{bmatrix}
f_{62} \\
f_{61}
\end{bmatrix} - \begin{bmatrix}
f_{94} \\
f_{95}
\end{bmatrix} + A_2 \begin{bmatrix}
f_{76} \\
f_{77}
\end{bmatrix} \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}
\]
\]
\[
\begin{bmatrix}
S_{51} & S_{52} & S_{54} & S_{55} \\
S_{61} & S_{62} & S_{64} & S_{65}
\end{bmatrix} = \frac{3}{4\pi} \begin{bmatrix}
f_{92} & -f_{91} & -f_{92} & f_{91} \\
-f_{93} & f_{92} & f_{93} & -f_{92}
\end{bmatrix}
\]
\[
+ \frac{x_3}{h} \frac{3A_1}{4\pi} \begin{bmatrix}
f_{82} & f_{83} & f_{82} & f_{83} \\
f_{81} & f_{82} & f_{81} & f_{82}
\end{bmatrix}
\]
\]
\[
\begin{bmatrix}
S_{13} & S_{16} \\
S_{23} & S_{26} \\
S_{43} & S_{46}
\end{bmatrix} = \frac{3A_1}{2\pi} \begin{bmatrix}
f_{83} \\
f_{81} \\
-f_{82}
\end{bmatrix} \begin{bmatrix} -1 & 1 \\ 1 & 1 \\ 1 & 1 \end{bmatrix}
\]
\[
+ \frac{3}{2\pi} \frac{x_2}{h} \left( \begin{bmatrix} 1 \\ 0 \\ 0 \\
A_1 \frac{f_{10}}{2} + A_2 \begin{bmatrix} -f_{75} \\
f_{75} \\
f_{74}
\end{bmatrix} \right) \begin{bmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{bmatrix}
\]
\]
\[
\begin{bmatrix}
S_{33} \\
S_{36}
\end{bmatrix} = \frac{3}{4\pi} \left( 4A_3 \begin{bmatrix} -1 \\
1 \\
0 \\
A_1 \frac{x_3}{h} \end{bmatrix} f_{20} + \frac{x_3}{h} A_1 \begin{bmatrix} 1 \\
1 \\
0 \\
1 \\
f_{10} \end{bmatrix} \right)
\]
\[
\begin{bmatrix}
S_{53} & S_{56} \\
S_{63} & S_{66}
\end{bmatrix} = \frac{1}{4\pi} \left( \begin{bmatrix} f_{42} & f_{42} \\
f_{41} & f_{41} \\
-f_{52} & f_{52} \\
f_{51} & -f_{51} \end{bmatrix} \right)
\]
\[
\]
where \(A_1, A_2\) and \(A_3\) is defined in (3.34), \(A_4\) is defined in (3.37), and
\[
A_5 = 3A_1 + 2A_2 = \frac{3\lambda + 2\mu}{\lambda + 2\mu} = \frac{1+\nu}{1-\nu}.
\]

The inverse Fourier transforms of the functions \(f_{\alpha\beta}(x,y)\), which appear in equations (3.43) and are not listed in (3.38), are
\[
\begin{align*}
\begin{bmatrix} \tilde{f}_{61} \\ \tilde{f}_{62} \end{bmatrix} &= \frac{iP}{(3 + \tilde{\rho}^2)} \begin{bmatrix} \tilde{\alpha}_1 \\ \tilde{\alpha}_2 \end{bmatrix}, \quad \begin{bmatrix} \tilde{f}_{76} \\ \tilde{f}_{77} \end{bmatrix} = \frac{iP}{\tilde{\rho}^4} \begin{bmatrix} \tilde{\alpha}_1^2 \tilde{\alpha}_2 \\ \tilde{\alpha}_1 \tilde{\alpha}_2^2 \end{bmatrix} \\
\begin{bmatrix} \tilde{f}_{84} \\ \tilde{f}_{85} \end{bmatrix} &= \frac{P}{\tilde{\rho}^2 (c^2 + \tilde{\rho}^2)} \begin{bmatrix} i \tilde{\alpha}_1^2 \tilde{\alpha}_2 \\ i \tilde{\alpha}_1 \tilde{\alpha}_2^2 \end{bmatrix} \\
\begin{bmatrix} \tilde{f}_{94} \\ \tilde{f}_{95} \end{bmatrix} &= \frac{iP}{\tilde{\rho}^2 (3 + \tilde{\rho}^2)} \begin{bmatrix} \tilde{\alpha}_1^2 \tilde{\alpha}_2 \\ \tilde{\alpha}_1 \tilde{\alpha}_2^2 \end{bmatrix}
\end{align*}
\]

(3.45)

where \( i = \sqrt{-1} \) and \( P \) is given in (3.39). Although, expressions (3.43) are written in the physical space, they are also valid in the Fourier space if \( S_{ij} \) and all functions \( f_{\alpha\beta} \) are replaced by the corresponding transformed quantities.

### 3.4 INVERSE FOURIER TRANSFORM

**OF THE SINGLE LAYER FUNDAMENTAL SOLUTION**

In order to derive the fundamental solution and corresponding stresses in the physical space we have to obtain the inverse Fourier transform of the functions \( \tilde{f}_{\alpha\beta}(\alpha_1, \alpha_2; \xi_1, \xi_2) \) using the definition (3.14),

\[
f(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \tilde{f}(\alpha_1, \alpha_2; \xi_1, \xi_2) e^{-i(\alpha_1 x_1 + \alpha_2 x_2)} \, d\alpha_1 \, d\alpha_2
\]

(3.46)

where \( f \) in the above equation may represent any of the functions \( f_{\alpha\beta}(x, y) \).

Depending on the structure of functions \( \tilde{f}_{\alpha\beta} \) in equations (3.38) and (3.45), their inverse transforms can be cast into the following four categories,

\[
f(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(\tilde{\rho}) \, P \, e^{-i(\alpha_1 x_1 + \alpha_2 x_2)} \, d\alpha_1 \, d\alpha_2
\]

(3.47a)

\[
f(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{\alpha}_n \, F(\tilde{\rho}) \, P \, e^{-i(\alpha_1 x_1 + \alpha_2 x_2)} \, d\alpha_1 \, d\alpha_2
\]

\[(n = 1, 2)\]

(3.47b)
\[ f(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{a}_m \bar{a}_n \, F(\bar{p}) \, P \, e^{-i(\alpha_1 \, x_1 + \alpha_2 \, x_2)} \, d\alpha_1 \, d\alpha_2 \quad (3.47c) \]

\[ (m, n = 1, 2) \]

\[ f(x, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{a}_m^2 \bar{a}_n \, F(\bar{p}) \, P \, e^{-i(\alpha_1 \, x_1 + \alpha_2 \, x_2)} \, d\alpha_1 \, d\alpha_2 \quad (3.47d) \]

\[ (m, n = 1, 2; m \neq n) \]

in which

\[ \bar{f} = P \, F(\bar{p}), \quad \bar{f} = P \, \bar{a}_n \, F(\bar{p}), \quad \bar{f} = P \, \bar{a}_m \, \bar{a}_n \, F(\bar{p}) \quad \text{and} \quad \bar{f} = P \, \bar{a}_m^2 \, \bar{a}_n \, F(\bar{p}), \]

respectively, and \( P \) is given in (3.39). The integrals of equations (3.47) are written in cylindrical coordinates and the exponential terms are expressed in terms of the modified Bessel functions of the first kind (Watson, 1945), as

\[ P \, e^{-i(\alpha_1 \, x_1 + \alpha_2 \, x_2)} = e^{-i(\alpha_1 \, x + \alpha_2 \, y)} = e^{-i\rho R \cos(\phi - \theta)} \]

\[ = I_0(-i\rho R) + 2 \sum_{k=1}^{\infty} I_k(-i\rho R) \cos[k(\phi - \theta)] \quad (3.48) \]

where \( \alpha_1 = \rho \cos\phi, \alpha_2 = \rho \sin\phi, x = R \cos\theta, y = R \sin\theta \), and \( R \) is the distance between points \((x_1, x_2)\) and \((\xi_1, \xi_2)\),

\[ R = \sqrt{(x_1 - \xi_1)^2 + (x_2 - \xi_2)^2} = \sqrt{x^2 + y^2}. \quad (3.49) \]

Substituting equation (3.48) into the integrals of (3.47) and using the relation between the modified Bessel functions of the first kind \( I_k \) and the Bessel functions of the first kind \( J_k \), \( I_k(-i\rho R) = e^{-k\frac{\pi}{2}i} J_k(\rho R) \), the inverse transforms of (3.47) become

\[ \bar{f} = P \, F(\bar{p}) \quad \rightarrow \quad f(x, y) = \frac{1}{h^2} \int_0^\infty \bar{p} \, F(\bar{p}) \, J_0\left(\frac{\bar{R}}{h}\right) \, d\bar{p} \quad (3.50a) \]

\[ \bar{f} = P \left\{ \frac{\bar{a}_1}{\bar{a}_2} \right\} F(\bar{p}) \quad \rightarrow \quad f(x, y) = -\frac{i}{h^2 R} \left\{ \frac{x}{y} \right\} \int_0^\infty \bar{p}^2 \, F(\bar{p}) \, J_1\left(\frac{\bar{R}}{h}\right) \, d\bar{p} \quad (3.50b) \]
\[ \tilde{f} = \mathcal{P} \left\{ \frac{\tilde{a}_1^2}{\tilde{a}_2^2} \right\} F(\tilde{\rho}) \rightarrow \]

\[ f(x,y) = \frac{1}{2h^2} \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \int_0^\infty \tilde{\rho}^3 F(\tilde{\rho}) J_0\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} \]

\[ + \frac{1}{2h^2R^2} \begin{bmatrix} y^2 - x^2 \\ -2xy \\ x^2 - y^2 \end{bmatrix} \int_0^\infty \tilde{\rho}^3 F(\tilde{\rho}) J_2\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} \]  \hspace{1cm} (3.50c)

\[ \tilde{f} = \mathcal{P} \left\{ \frac{\tilde{a}_1^2}{\tilde{a}_2^2} \right\} F(\tilde{\rho}) \rightarrow \]

\[ f(x,y) = \frac{-i}{4h^2R} \begin{bmatrix} y \\ x \end{bmatrix} \int_0^\infty \tilde{\rho}^4 F(\tilde{\rho}) J_1\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} \]

\[ + \frac{i}{4h^2R^3} \begin{bmatrix} y(3x^2 - y^2) \\ x(3y^2 - x^2) \end{bmatrix} \int_0^\infty \tilde{\rho}^4 F(\tilde{\rho}) J_3\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} , \]  \hspace{1cm} (3.50d)

respectively, which involve Hankel transforms of zero up to the third order (Sneddon, 1951).

The inverse Fourier transforms of the functions \( \tilde{f}_{\alpha\beta} \) are obtained using expressions (3.50) and the properties of Bessel functions which are listed in Appendix A. The resulting expressions are

\[ f_{10} = \frac{1}{h^2} \int_0^\infty \frac{1}{\tilde{\rho}} J_0\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} , \hspace{1cm} f_{20} = \frac{1}{h^2} K_0\left(\frac{cR}{h}\right) \]  \hspace{1cm} (3.51a,b)

\[ f_{30} = \frac{1}{h^2} \int_0^\infty \frac{1}{\tilde{\rho}^3} J_0\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} , \hspace{1cm} \begin{bmatrix} f_{41} \\ f_{42} \end{bmatrix} = \frac{1}{hR^2} \begin{bmatrix} x \\ y \end{bmatrix} \]  \hspace{1cm} (3.51c,d)

\[ \begin{bmatrix} f_{51} \\ f_{52} \end{bmatrix} = \frac{c}{h^2R} K_1\left(\frac{cR}{h}\right) \begin{bmatrix} x \\ y \end{bmatrix} \]  \hspace{1cm} (3.51e)
\[ \begin{align*}
\begin{bmatrix} f_{61} \\ f_{62} \end{bmatrix} &= \frac{\sqrt{3}}{h^2 R} K_1\left(\frac{\sqrt{3} R}{h}\right) \begin{bmatrix} x \\ y \end{bmatrix} \\
\begin{bmatrix} f_{71} \\ f_{72} \end{bmatrix} &= \frac{1}{2 h^3} \begin{bmatrix} x \\ y \end{bmatrix} \int_0^\infty \frac{1}{\bar{\rho}} J_0\left(\frac{\bar{\rho} R}{h}\right) d\bar{\rho} + \frac{1}{4 h^3} \begin{bmatrix} x \\ y \end{bmatrix} \\
\begin{bmatrix} f_{73} \\ f_{74} \\ f_{75} \end{bmatrix} &= \frac{1}{2 h^2} \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \int_0^\infty \frac{1}{\bar{\rho}} J_0\left(\frac{\bar{\rho} R}{h}\right) d\bar{\rho} + \frac{1}{4 h^2 R^2} \begin{bmatrix} y^2 - x^2 \\ -2 x y \\ x^2 - y^2 \end{bmatrix} \\
\begin{bmatrix} f_{76} \\ f_{77} \end{bmatrix} &= \frac{(x^2 - y^2)}{2 h R^4} \begin{bmatrix} -y \\ x \end{bmatrix} \\
\begin{bmatrix} f_{81} \\ f_{82} \\ f_{83} \end{bmatrix} &= \frac{1}{c^2 R^4} \left[ 1 - \frac{c R}{h} K_1\left(\frac{c R}{h}\right) \right] \begin{bmatrix} -x^2 + y^2 \\ -2 x y \\ x^2 - y^2 \end{bmatrix} + \frac{1}{h^2 R^2} K_0\left(\frac{c R}{h}\right) \begin{bmatrix} x^2 \\ xy \\ y^2 \end{bmatrix} \\
\begin{bmatrix} f_{84} \\ f_{85} \end{bmatrix} &= \frac{2}{c R^5} \left[ \frac{h}{c R} - \frac{c R}{2 h} K_0\left(\frac{c R}{h}\right) - K_1\left(\frac{c R}{h}\right) \right] \begin{bmatrix} y (y^2 - 3 x^2) \\ x (x^2 - 3 y^2) \end{bmatrix} \\
&\quad + \frac{c x y}{h^2 R^3} K_1\left(\frac{c R}{h}\right) \begin{bmatrix} x \\ y \end{bmatrix} \\
\begin{bmatrix} f_{91} \\ f_{92} \\ f_{93} \end{bmatrix} &= \frac{1}{3 R^4} \left[ 1 - \frac{\sqrt{3} R}{h} K_1\left(\frac{\sqrt{3} R}{h}\right) \right] \begin{bmatrix} -x^2 + y^2 \\ -2 x y \\ x^2 - y^2 \end{bmatrix} \\
&\quad + \frac{1}{h^2 R^2} K_0\left(\frac{\sqrt{3} R}{h}\right) \begin{bmatrix} x^2 \\ xy \\ y^2 \end{bmatrix}
\end{align*} \]
\[
\begin{align*}
\begin{bmatrix} f_{94} \\ f_{95} \end{bmatrix} &= \frac{2}{\sqrt{3} R^5} \left[ \frac{h}{\sqrt{3} R} - \frac{\sqrt{3} R}{2h} K_0 \left( \frac{\sqrt{3} R}{h} \right) - K_1 \left( \frac{\sqrt{3} R}{h} \right) \right] \\
&\times \begin{bmatrix} y (y^2 - 3x^2) \\ x (x^2 - 3y^2) \end{bmatrix} + \frac{\sqrt{3} xy}{h^2 R^3} K_1 \left( \frac{\sqrt{3} R}{h} \right) \begin{bmatrix} x \\ y \end{bmatrix}
\end{align*}
\] (3.51m)

In the analytical expressions obtained above there are some functions which involve the following two integrals,

\[
G_1 = \int_0^\infty \frac{1}{\bar{\rho}} J_0 \left( \bar{\rho} \frac{R}{h} \right) d\bar{\rho}
\] (3.52)

and

\[
G_2 = \int_0^\infty \frac{1}{\bar{\rho}^3} J_0 \left( \bar{\rho} \frac{R}{h} \right) d\bar{\rho}.
\] (3.53)

These integrals are special because their integrands exhibit a singular behavior for \( \bar{\rho} \to 0 \), although they are well behaved for \( \bar{\rho} \to \infty \). Expansion of their integrands in ascending power series of \( \bar{\rho} \) reveals terms of the form

\[
\frac{1}{\bar{\rho}} J_0 \left( \bar{\rho} \frac{R}{h} \right) = \frac{1}{\bar{\rho}} + \sum_{k=1}^\infty \frac{(-1)^k}{(k!)^2} \left( \frac{R^2}{4 h^2} \right)^k \bar{\rho}^{2k-1}
\] (3.54)

\[
\frac{1}{\bar{\rho}^3} J_0 \left( \bar{\rho} \frac{R}{h} \right) = \frac{1}{\bar{\rho}^3} - \frac{R^2}{4 h^2} \frac{1}{\bar{\rho}} + \sum_{k=2}^\infty \frac{(-1)^k}{(k!)^2} \left( \frac{R^2}{4 h^2} \right)^k \bar{\rho}^{2k-3}
\] (3.55)

and it is apparent that both expressions tend to infinity as \( \bar{\rho} \to 0 \) because of the terms \( \bar{\rho}^{-1} \) and \( \bar{\rho}^{-3} \).

The singular behavior of the integrands in equations (3.52) and (3.53) indicates that the expressions for some of the components of the fundamental solution \( U_{ij} \) and the corresponding stresses \( S_{ij} \), in their present form, are non-convergent and that the solution should be reexamined. A thorough study of these components and the construction of the revised solution are going to be the topic of the next section.
3.5 SINGLE LAYER FUNDAMENTAL SOLUTION IN THE PHYSICAL SPACE

The construction of the final solution to our problem is suggested by inspecting the structure of expressions obtained by Dougall (1904) and by the observation of Benitez and Rosakis (1987), that simple subtraction of the singular terms that appear in the expansions (3.54) and (3.55) from the original integrands in (3.52) and (3.53) yields integrands which are convergent. More specifically, subtraction of

\[ G_1^*(\bar{\rho}) = \int_0^\infty \frac{e^{-\bar{\rho} \bar{\rho}}}{\bar{\rho}} \ d\bar{\rho} \]  

(3.56)

from the integral \( G_1 \) of equation (3.52) and

\[ G_2^*(\bar{\rho}, R) = \int_0^\infty \left( \frac{1}{\bar{\rho}^3} - \frac{R^2}{4 \ h^2} e^{-\bar{\rho}} \right) \ d\bar{\rho} \]  

(3.57)

from the integral \( G_2 \) of (3.53), results in new integrals which are convergent since their integrands are well behaved for every \( \bar{\rho} \in [0, \infty) \). The inclusion of the multiplying factor \( e^{-\bar{\rho}} \) in the \( \bar{\rho}^{-1} \) terms of (3.54) and (3.55) ensures the integrability of the final expressions for \( G_1 - G_1^* \) and \( G_2 - G_2^* \), as it is shown in Appendix B.

The integrals introduced in equations (3.56) and (3.57) give rise to a new set of functions \( f_{a\beta}^*(x, y) \) which are constructed by eliminating in the expressions (3.51) of the functions \( f_{a\beta}(x, y) \) all the terms that do not involve the singular integrals \( G_1 \) and \( G_2 \), and by replacing in the retained terms the two singular integrals with \( G_1^* \) and \( G_2^* \), respectively. These operations give

\[ \Gamma_{10} = \frac{1}{h^2} \ G_1^*, \]  

(3.58a)

\[ \Gamma_{30} = \frac{1}{h^2} \ G_2^*, \]  

(3.58b)
\[
\begin{align*}
\left\{ \begin{array}{l}
    f_{71}^* \\
    f_{72}^*
\end{array} \right\} &= \frac{1}{2 \pi h^3} \left\{ \begin{array}{l}
    x \\
    y
\end{array} \right\} G_1^*, \\
\left\{ \begin{array}{l}
    f_{73}^* \\
    f_{75}^*
\end{array} \right\} &= \frac{1}{2 \pi h^2} \left\{ \begin{array}{l}
    1 \\
    1
\end{array} \right\} G_1^*,
\end{align*}
\] (3.58c)

and
\[
\begin{align*}
\left\{ \begin{array}{l}
    f_{73}^* \\
    f_{75}^*
\end{array} \right\} &= \frac{1}{2 \pi h^2} \left\{ \begin{array}{l}
    1 \\
    1
\end{array} \right\} G_1^*, \\
\left\{ \begin{array}{l}
    f_{71}^* \\
    f_{72}^*
\end{array} \right\} &= \frac{1}{2 \pi h^3} \left\{ \begin{array}{l}
    x \\
    y
\end{array} \right\} G_1^*,
\end{align*}
\] (3.58d)

while all the other functions \( f_{q0}^* \) vanish. Consequently, substitution of these functions into equations (3.36) produces a displacement matrix \( U'_{ij}(x, y) \), which is
\[
[U'] = \begin{bmatrix}
  U_{11}^* & 0 & -U_{31}^* & U_{41}^* & 0 & -U_{31}^* \\
  0 & U_{11}^* & -U_{32}^* & 0 & U_{41}^* & -U_{32}^* \\
  U_{31}^* & U_{32}^* & U_{33}^* & -U_{31}^* & -U_{32}^* & U_{33}^* \\
  U_{41}^* & 0 & U_{31}^* & U_{11}^* & 0 & U_{31}^* \\
  0 & U_{41}^* & U_{32}^* & 0 & U_{11}^* & U_{32}^* \\
  U_{31}^* & U_{32}^* & U_{33}^* & -U_{31}^* & -U_{32}^* & U_{33}^*
\end{bmatrix}
\] (3.59)

with
\[
U_{11}^* = \frac{1}{8 \pi \mu h} \left( 5 - 4 A_3 + \frac{A_4}{4} \right) G_1^*,
\] (3.60a)

\[
U_{41}^* = \frac{1}{8 \pi \mu h} \left( -1 + 2 A_3 + \frac{A_4}{4} \right) G_1^*,
\] (3.60b)

\[
U_{31}^* = \frac{3 A_2 x}{8 \pi \mu h \ h} G_1^*, \quad U_{32}^* = \frac{3 A_2 y}{8 \pi \mu h \ h} G_1^*,
\] (3.60c,d)

and
\[
U_{33}^* = \frac{1}{4 \pi \mu h} (G_1^* + 3 A_2 G_2^*),
\] (3.60e)

where \( A_2, A_3 \) and \( A_4 \) are given in equations (3.34) and (3.37). Substitution of the functions (3.58) into the stress expressions (3.43), produces a stress matrix whose non-zero components are the following,
\[
S_{13}^* = S_{16}^* = S_{23}^* = S_{26}^* = \frac{3 A_3 x^3}{4 \pi h^3} G_1^*, \quad S_{33}^* = S_{36}^* = \frac{3 A_1 x^3}{4 \pi h^3} G_1^*. \] (3.61)
The displacement and stress matrices are constructed independently of each other, on the basis of the observation that subtraction of these matrices from the fundamental solution (3.36) and stress components (3.43) yields new matrices, which are both relieved from the non-convergent integrals. However, it can be shown that the displacement fields $U^*_i$ of equations (3.59) and (3.60) give rise to stresses which are identical to those of (3.61), and therefore it is

$$[S^*(x, y, x_3)] = \begin{bmatrix} [B^1(x_3)] & [B^2(x_3)] \end{bmatrix} [U^*(x, y)].$$  \hspace{1cm} (3.62)

Equation (3.62) demonstrates that the displacement components $U^*_i$ of each column of the fundamental matrix are compatible with the stress field described by the corresponding column of $S^*_i$.

It is also observed that direct substitutions of the six displacement fields described by matrix $U^*_i$ into the governing equations (3.1) and (3.2) yield zero nodal forces for every point $(x_1, x_2) \in \Omega$. The physical interpretation of this is that all displacement fields correspond to zero body forces and to zero traction boundary conditions at $x_3 = -h$ and $x_3 = h$. Hence, the displacements $U^*_i$ and stresses $S^*_i$ form a self-equilibrating system and they can be subtracted from $U_i$ and $S_i$, respectively, to give the final solution, which is convergent and satisfies the same field equations as the original solution. The proposed solution can still be expressed by equations (3.36) and (3.43), and the nonsingular functions $f_{0\beta}$ by equations (3.51), but the functions $f_{10}$, $f_{30}$, $f_{71}$, $f_{72}$, $f_{73}$ and $f_{75}$, which initially involved the singular integrals, are now given by the following expressions,

$$f_{10} = \frac{1}{h^2} \ln\left(\frac{2h}{R}\right),$$ \hspace{1cm} (3.63a)

$$f_{30} = -\frac{R^2}{4h^4} \left[1 + \ln\left(\frac{2h}{R}\right)\right],$$ \hspace{1cm} (3.63b)
\[
\begin{align*}
\begin{bmatrix} f_{71} \\ f_{72} \end{bmatrix} &= \frac{1}{2h^3} \left[ \frac{1}{2} + \ln \left( \frac{2h}{R} \right) \right] \begin{bmatrix} x \\ y \end{bmatrix}, \\
\begin{bmatrix} f_{73} \\ f_{75} \end{bmatrix} &= \frac{1}{2h^2} \ln \left( \frac{2h}{R} \right) \begin{bmatrix} 1 \\ 1 \end{bmatrix} + \frac{y^2 - x^2}{4h^2 R^2} \begin{bmatrix} 1 \\ -1 \end{bmatrix}.
\end{align*}
\]  
(3.63c, 3.63d)

The above functions are obtained by replacing the singular integrals $G_1^*$ and $G_2^*$ in expressions (3.51a,c,g,h) with $G_1 - G_1^*$ and $G_2 - G_2^*$, respectively, and making use of equations (B.6) and (B.13) from Appendix B.

### 3.6 BASIC FEATURES AND PROPERTIES OF THE FUNDAMENTAL SOLUTION

In the sequel, we present the basic features of the modified solution. Properties regarding symmetry of the fundamental solution and the effect of the relative position of points $(x_1, x_2)$ and $(\xi_1, \xi_2)$ on the solution can be found in Appendix C.

According to the presented formulation the stress matrix $S_{ij}$ was obtained by transforming the constitutive relations into the Fourier space, substituting into the transformed expressions the displacements $\bar{U}_{ij}$, and finally inverting the transformed stresses $\bar{S}_{ij}$ back into the physical space and making the appropriate modifications to treat the singular integrals. The stresses $S_{ij}$ and the displacements $U_{ij}$, both being expressed in terms of the modified functions $f_{\alpha\beta}$, are still related through the constitutive relations, and it is

\[
[S] = \left[ \begin{bmatrix} B^1 & & \\ \end{bmatrix} \begin{bmatrix} B^2 & & \\ \end{bmatrix} \right] [U] \tag{3.64}
\]

where the stresses are given in (3.43), the displacements in (3.36) and the operators $[B^p]$ $(p=1,2)$ are given in equations (3.6) and (3.7). This can be
verified by substituting the displacements into the right-hand side of the above equation and using the recurrence formulae for the modified Bessel functions of the second kind from Appendix A.

![Cylindrical Surface Diagram](image)

**Figure 3.2** Cylindrical surface of arbitrary radius \( r \) with unit concentrated load applied at node 2 in the \( x_2 \) direction.

The fundamental solution \( U_{ij}(x_1, x_2; \xi_1, \xi_2) \) satisfies the field equations (3.1) and (3.2) of the discrete problem at any point \( (x_1, x_2) \in \Omega \), except at \( (x_1, x_2) = (\xi_1, \xi_2) \) where the concentrated load is applied. This can be proved by replacing the nodal displacements \( V_k^P \) in (3.1) and (3.2) with the components of the fundamental solution, according to the relations

\[
V_k^1 = U_{kj} \quad \text{and} \quad V_k^2 = U_{nj} \tag{3.65}
\]
in which \( m=3+k \) and \( k=1,2,3 \). The components \( U_{ij} \) are given in (3.36) and the functions \( f_{\alpha\beta}(x_1, x_2; \xi_1, \xi_2) \) are given in (3.51) and (3.63). The left-hand side of the equilibrium equations (3.1) and (3.2) becomes zero at every point in \( \Omega \), except at point \( (\xi_1, \xi_2) \), for all values of \( j=1,2,...,6 \) in equation (3.65), i.e., for all six displacement fields of \( U_{ij} \). When the field point \( (x_1, x_2) \) approaches point \( (\xi_1, \xi_2) \), where the unit loads are applied, the distance \( R \to 0 \), and thus the expressions for the fundamental solution become singular due to the logarithmic terms and the modified Bessel functions of the second kind in the expressions (3.51) and (3.63) for the functions \( f_{\alpha\beta} \). In this case we prove that the integral of the tractions over the side surface of a cylinder having arbitrary radius \( r=R \), height \( 2h \) and center axis perpendicular to the plane \( \Omega \) at point \( (\xi_1, \xi_2) \), is equal to minus the unit point load that is applied at one of the nodes of \( (\xi_1, \xi_2) \). This condition ensures the equilibrium for the limiting case \( \mathbf{x}(x_1, x_2) \to \xi(\xi_1, \xi_2) \). Denoting the side surface of the cylinder by \( S_c \), the force resultants on its side surface are found to be:

in the \( x_1 \) direction,

\[
\int_{S_c} n_1 \sigma_{i1} \, dS = \int_{-h}^{h} \int_{-\pi}^{\pi} (n_1 S_{1j} + n_2 S_{4j}) \, r \, d\theta \, dx_3 = \begin{cases} 
-1, & \text{for } j=1,4 \\
0, & \text{for } j=2,3,5,6
\end{cases} \tag{3.66}
\]

in the \( x_2 \) direction,

\[
\int_{S_c} n_1 \sigma_{i2} \, dS = \int_{-h}^{h} \int_{-\pi}^{\pi} (n_1 S_{4j} + n_2 S_{2j}) \, r \, d\theta \, dx_3 = \begin{cases} 
-1, & \text{for } j=2,5 \\
0, & \text{for } j=1,3,4,6
\end{cases} \tag{3.67}
\]

in the \( x_3 \) direction,

\[
\int_{S_c} n_1 \sigma_{i3} \, dS = \int_{-h}^{h} \int_{-\pi}^{\pi} (n_1 S_{6j} + n_2 S_{5j}) \, r \, d\theta \, dx_3 = \begin{cases} 
-1, & \text{for } j=3,6 \\
0, & \text{for } j=1,2,4,5
\end{cases} \tag{3.68}
\]
where \( n_1 = \cos \theta \), \( n_2 = \sin \theta \), \( n_3 = 0 \) are the components of the unit outward normal vector on the surface \( S_c \), \( S_{kj}(x_1, x_2, x_3; \xi_1, \xi_2) \) are the stress components at \( \tilde{x} \) due to a unit load at point \((\xi_1, \xi_2)\). Note that the force resultants in equations (3.66), (3.67) and (3.68) are independent of \( r \), and thus the results hold also for the case \( R = r \to 0 \). Figure 3.2 shows the fictitious cylinder at point \( \tilde{\xi} \) and a unit load applied in the \( x_2 \) direction at node 2. In this case it is \( j = 5 \) and the integrals (3.66), (3.67) and (3.68) yield: 0, −1 and 0, respectively.

This completes the derivation and evaluation of the fundamental solution \( U_{ij}(x_1, x_2; \xi_1, \xi_2) \) for a single layer whose displacement field varies linearly through the thickness. This solution will be used in the sequel to construct the Boundary Integral Equation Model (BIEM) for the typical numerical layer (element).

### 3.7 DERIVATIVES OF THE FUNDAMENTAL SOLUTION

The components \( U_{ij}(x_1, x_2; \xi_1, \xi_2) \) \((i, j = 1, 2, \ldots, 6)\) of the fundamental solution are expressed in equations (3.36) in terms of the functions \( f_{\alpha \beta}(x_1, x_2; \xi_1, \xi_2) \), where the values of the subscripts \( \alpha \) and \( \beta \) are those in the definitions (3.51) and (3.63). The \( f_{\alpha \beta} \) and, consequently, the fundamental solution \( U_{ij} \) depend on the relative position of the field point \( \tilde{x}(x_1, x_2) \), and the point \( \tilde{\xi}(\xi_1, \xi_2) \) where the unit loads are applied. The distance between the two points has been introduced as

\[
x = x_1 - \xi_1 \quad \text{and} \quad y = x_2 - \xi_2, \quad (3.69)
\]

along the \( x_1 \) and \( x_2 \) directions, respectively.
The integral statements developed in Chapter 2 involve integrands which contain either the components of the fundamental solution (equation 2.33), or their derivatives with respect to the independent parameters $x_1$ and $x_2$ (equation 2.31). In order to use these statements in the development of the boundary integral model, it is necessary to obtain first the expressions for the derivatives of $U_{ij}$ with respect to the coordinates of points $(x_1, x_2)$ and $(\xi_1, \xi_2)$. Derivatives with respect to $\tilde{\xi}$ will be required in order to evaluate the strains and stresses, after the displacement field (solution) has been expressed in an integral form. Since, the dependence of the fundamental solution on the coordinates of the two points, or their relative position, is introduced through the functions $f_{\alpha \beta}$, we only have to obtain expressions for the derivatives of these functions. The expressions for the derivatives of the fundamental solution will then be given from the same equations (3.36) as the components of the fundamental solution, if the functions are replaced by their derivatives.

The derivatives with respect to $x_1$ and $x_2$, or $\xi_1$ and $\xi_2$ are related to the derivatives with respect to $x$ and $y$ through the following expressions

$$\frac{\partial f_{\alpha \beta}(x_1, x_2; \xi_1, \xi_2)}{\partial x} = \frac{\partial f_{\alpha \beta}}{\partial x_1} = -\frac{\partial f_{\alpha \beta}}{\partial \xi_1},$$

(3.70a)

and

$$\frac{\partial f_{\alpha \beta}(x_1, x_2; \xi_1, \xi_2)}{\partial y} = \frac{\partial f_{\alpha \beta}}{\partial x_2} = -\frac{\partial f_{\alpha \beta}}{\partial \xi_2},$$

(3.70b)

which arise from equation (3.69). The derivatives of the functions $f_{\alpha \beta}$ with respect to $x$ and $y$, can be easily obtained from equations (3.51) and (3.63), and most of the derivatives can be expressed in terms of the same functions $f_{\alpha \beta}$:

$$\frac{\partial f_{10}}{\partial x} = -\frac{1}{h} f_{41}, \quad \frac{\partial f_{10}}{\partial y} = -\frac{1}{h} f_{42}$$

(3.71)
\[ \frac{\partial f_{20}}{\partial x} = -\frac{1}{h} f_{51}, \quad \frac{\partial f_{20}}{\partial y} = -\frac{1}{h} f_{52} \] (3.72)

\[ \frac{\partial f_{30}}{\partial x} = -\frac{1}{h} f_{71}, \quad \frac{\partial f_{30}}{\partial y} = -\frac{1}{h} f_{72} \] (3.73)

\[ \frac{\partial f_{41}}{\partial x} - \frac{\partial f_{42}}{\partial y} = \frac{y^2 - x^2}{h R^4}, \quad \frac{\partial f_{41}}{\partial y} = \frac{\partial f_{42}}{\partial x} = \frac{2xy}{h R^4} \] (3.74)

\[ \frac{\partial f_{51}}{\partial x} = \frac{\partial f_{41}}{\partial x} - \frac{c^2}{h} f_{81}, \quad \frac{\partial f_{51}}{\partial y} = \frac{\partial f_{41}}{\partial y} = \frac{c^2}{h} f_{82}, \quad \frac{\partial f_{52}}{\partial y} = \frac{\partial f_{42}}{\partial y} = \frac{c^2}{h} f_{83} \] (3.75)

\[ \frac{\partial f_{61}}{\partial x} = \frac{\partial f_{41}}{\partial x} - \frac{3}{h} f_{91}, \quad \frac{\partial f_{61}}{\partial y} = \frac{\partial f_{62}}{\partial y} = \frac{\partial f_{41}}{\partial y} - \frac{3}{h} f_{92}, \quad \frac{\partial f_{62}}{\partial y} = \frac{\partial f_{42}}{\partial y} - \frac{3}{h} f_{93} \] (3.76)

\[ \frac{\partial f_{71}}{\partial x} = \frac{1}{h} f_{73}, \quad \frac{\partial f_{71}}{\partial y} = \frac{\partial f_{72}}{\partial x} = \frac{1}{h} f_{74}, \quad \frac{\partial f_{72}}{\partial y} = \frac{1}{h} f_{75} \]

\[ \frac{\partial f_{73}}{\partial x} = \frac{1}{h} (f_{77} - f_{41}), \quad \frac{\partial f_{73}}{\partial y} = \frac{\partial f_{74}}{\partial x} = -\frac{1}{h} f_{76} \]

\[ \frac{\partial f_{74}}{\partial y} = \frac{\partial f_{75}}{\partial x} = \frac{1}{h} f_{77}, \quad \frac{\partial f_{75}}{\partial y} = \frac{1}{h} (f_{76} - f_{42}) \] (3.77)

\[ \frac{\partial f_{76}}{\partial x} = \frac{xy (x^2 - 3y^2)}{h R^6}, \quad \frac{\partial f_{76}}{\partial y} = \frac{\partial f_{77}}{\partial x} = \frac{8x^2 y^2 - R^4}{2h R^6} \]

\[ \frac{\partial f_{77}}{\partial y} = \frac{xy (y^2 - 3x^2)}{h R^6} \]

\[ \frac{\partial f_{81}}{\partial x} = \frac{1}{h} (f_{85} - f_{51}), \quad \frac{\partial f_{81}}{\partial y} = \frac{\partial f_{82}}{\partial x} = -\frac{1}{h} f_{84}, \quad \frac{\partial f_{82}}{\partial y} = \frac{\partial f_{83}}{\partial x} = -\frac{1}{h} f_{85}, \quad \frac{\partial f_{83}}{\partial y} = \frac{1}{h} (f_{84} - f_{52}) \] (3.78)
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\[
\frac{\partial f_{91}}{\partial x} = \frac{1}{h} (f_{95} - f_{61}), \quad \frac{\partial f_{91}}{\partial y} = \frac{\partial f_{92}}{\partial x} = -\frac{1}{h} f_{94}, \\
\frac{\partial f_{92}}{\partial y} = \frac{\partial f_{93}}{\partial x} = -\frac{1}{h} f_{95}, \quad \frac{\partial f_{93}}{\partial y} = \frac{1}{h} (f_{94} - f_{62})
\]

(3.79)

It should be pointed out that, in the expressions (3.36) for the fundamental solution, the functions \(f_{41}, f_{42}\) and \(f_{51}, f_{52}\) appear always as differences of the form \((f_{41} - f_{51})\) and \((f_{42} - f_{52})\), and thus, although the derivatives of each function with respect to \(x\) or \(y\) are not defined for \(\vec{x}(x_1, x_2) \rightarrow \vec{\xi}(\xi_1, \xi_2)\), the derivatives of their differences are defined and their limit goes to zero (see equations 3.75). In the above expressions we have also used the following useful properties

\[
f_{73} + f_{75} = f_{10}, \quad f_{73} - f_{75} = \frac{y^2 - x^2}{2 h^2 R^2},
\]

\[
f_{81} + f_{83} = f_{20} = \frac{1}{h^2} K_0\left(\frac{c R}{h}\right) \quad \text{and} \quad f_{91} + f_{93} = \frac{1}{h^2} K_0\left(\frac{\sqrt{3} R}{h}\right).
\]

The derivatives of the functions \(f_{84}\) and \(f_{85}\) cannot be expressed in terms of other functions \(f_{6c}\), and they are given by the following equations:

\[
\frac{\partial f_{84}}{\partial x} = \frac{xy}{h R^6} \left[ \left(\frac{c R}{h}\right)^2 \left(3y^2 - 5x^2\right) \frac{h}{c R} K_1\left(\frac{c R}{h}\right) - x^2 K_0\left(\frac{c R}{h}\right) \right]
\]

\[
-24(x^2 - y^2) \left(\frac{1}{2} K_0\left(\frac{c R}{h}\right) + \frac{h}{c R} K_1\left(\frac{c R}{h}\right) - \left(\frac{h}{c R}\right)^2\right)\right], \quad (3.80a)
\]

\[
\frac{\partial f_{85}}{\partial x} = \frac{\partial f_{84}}{\partial y} = \frac{1}{h R^6} \left[ (R^4 - 8x^2y^2) \left(-6\left(\frac{h}{c R}\right)^2 + 6 \frac{h}{c R} K_1\left(\frac{c R}{h}\right) \right) \right.
\]

\[
+3 K_0\left(\frac{c R}{h}\right) + \frac{c R}{h} K_1\left(\frac{c R}{h}\right) \right)
\]

\[
-8x^2 y^2 \left(\frac{c R}{h}\right)^2 K_0\left(\frac{c R}{h}\right)\right], \quad (3.80b)
\]
\[
\frac{\partial f_{95}}{\partial y} = \frac{xy}{hR^6} \left[ \left( \frac{cR}{h} \right)^2 \left( 3x^2 - 5y^2 \right) \frac{h}{cR} K_1 \left( \frac{cR}{h} \right) - y^2 K_0 \left( \frac{cR}{h} \right) \right]
+ 24 \left( x^2 - y^2 \right) \left( \frac{1}{2} K_0 \left( \frac{cR}{h} \right) + \frac{h}{cR} K_1 \left( \frac{cR}{h} \right) - \left( \frac{h}{cR} \right)^2 \right) \right]. \tag{3.80c}
\]

The derivatives of the functions \( f_{94} \) and \( f_{95} \) can be obtained from equations (3.80), if the parameter \( c \), which is given in (3.40), is replaced by \( \sqrt{3} \).
Chapter 4

BOUNDARY INTEGRAL EQUATION MODEL

4.1 LAYERWISE BOUNDARY INTEGRAL EQUATIONS FOR THE TYPICAL NUMERICAL LAYER

The variational statement for the typical numerical layer has been derived in Chapter 2 and is given in equation (2.33). For the case of a linear numerical layer \((N=2)\), each point \(\vec{x}(x_1, x_2)\) on the mid-plane \(\Omega_e\) of the \(e\)-th layer is associated with two nodes which are placed at the bottom and top surface of the element (Figure 3.1 and Figure 3.2). Therefore, node 1 is located on the plane \(x_3 = -h_e\), while node 2 is located on the plane \(x_3 = h_e\). The variational statement (2.33) may be written for the two-node model as

\[
\int_{\Omega_e} \left( \delta p_i v_i^1 + \delta p_i^2 v_i^2 \right) d\Omega = \int_{\Omega_e} \left[ \left( i_{1i}^1 + F_i^{11} \right) \delta v_i^1 + \left( i_{1i}^2 + F_i^{22} \right) \delta v_i^2 \right] d\Omega +
\]
\[ + \oint_{\Gamma_e} \left( \hat{Q}_i^1 \delta v_i^1 + \hat{Q}_i^2 \delta v_i^2 \right) d\Gamma - \oint_{\Gamma_e} \left( \delta t_i^1 v_i^1 + \delta t_i^2 v_i^2 \right) d\Gamma. \] (4.1)

As it was also discussed in Chapter 2, the virtual quantities in the above statement can be replaced by the solution of the problem of a linear numerical layer (element) which extends to infinity in its plane and is subjected to a concentrated unit load along one of the three directions. This solution is the fundamental solution that was developed in the previous chapter, and more specifically, for the choice of a single unit load \( \delta p_i^\alpha(\vec{x}) = \delta(x_I - \xi_I) \) (I=1,2), the components of the corresponding virtual displacements \( \delta v_j^p \) are given in the matrix \( U_{a\beta}(x_I - \xi_I) \) in column \( \beta = 3(n - 1) + i \), where \( i=1,2,3 \) denotes the three directions for the load, \( n,p=1,2 \) denote the two nodes, and \( \alpha = 3(p - 1) + j \) (see equation 3.35 or C.1 of Appendix C) refers to the displacement components at the two nodes. The corresponding virtual tractions can be obtained from the fundamental solution using equation (2.31),

\[
\delta t_I^q = n_I \lambda_e \left( M_{qp}^e \frac{\partial \delta v_j^p}{\partial x_I} + C_{qp}^e \delta v_3^p \right) + n_J \mu_e \left( M_{qp}^e \frac{\partial \delta v_j^p}{\partial x_J} + M_{qp}^e \frac{\partial \delta v_3^p}{\partial x_I} \right) \tag{4.2a}
\]

\[
\delta t_3^q = n_I \mu_e \left( C_{qp}^e \delta v_I^p + M_{qp}^e \frac{\partial \delta v_3^p}{\partial x_I} \right) \tag{4.2b}
\]

where \( I, J, q, p=1,2 \) and \( \delta v_j^p \) are the displacements produced by the unit load \( \delta p_i^\alpha \). It is apparent that, for each of the six unit loads, equations (4.2) produce six traction components on the boundary \( \Gamma_e \) of the element (three at each node). All these traction components can be cast into a 6x6 matrix, which is called traction matrix, and it is denoted by \( T_{a\beta}(x_I - \xi_I) \). This matrix has the same structure as the displacement matrix \( U_{a\beta}(x_I - \xi_I) \) and its components are given in terms of the virtual tractions as

\[
T_{a\beta}(x_I - \xi_I) = \delta t_k^q \tag{4.3}
\]
where \( k = 1, 2, 3, \ q = 1, 2, \ \alpha = 3(q - 1) + k, \) and \( \beta = 3(n - 1) + i \) depending on the position of the unit load \( \delta p_i^n. \) The traction matrix is expressed in terms of the functions \( f_{\alpha\beta}(x, y), \) which are given in equations (3.51) and (3.63), and the components of the outward normal vector at the boundary \( \Gamma_e. \) The superscript \( e \) denotes that these quantities are written for the \( e \)-th numerical layer, and that they involve the material properties and the geometric characteristics related to this layer.

### 4.2 TRACTION MATRIX FOR THE INFINITE NUMERICAL LAYER

The components of the traction matrix \( T^{e}_{\alpha\beta}(x_l - \xi_l) \) \( (I=1,2; \ \alpha,\beta=1,2,...,6) \) are obtained using the definitions (4.2) and (4.3), and the relations between the virtual displacements and the fundamental solution \( U^{e}_{\alpha\beta}(x_l - \xi_l), \) which are

\[
\delta u^{\rho}_I = U^{e}_{\alpha\beta}(x_l - \xi_l).
\]

(4.4)

In the above equation \( \alpha = 1, 2, ..., 6 \) is the row number in the fundamental solution matrix and \( \alpha = 3(p - 1) + i, \) where \( p = 1, 2 \) refers to the nodal point, and \( i = 1, 2, 3 \) denotes the direction of the displacement component. The subscript \( \beta \) is the column number and \( \beta = 3(s - 1) + j, \) with \( s = 1, 2 \) and \( j = 1, 2, 3 \) denoting a unit load at node \( s \) in the \( x_j \)-direction. The traction matrix is then obtained from the following expressions,

\[
T^{e}_{\alpha(I,q)\beta} = n_I \lambda e \left( M^{e}_{qp} \frac{\partial U^{e}_{\alpha(I,p)\beta}}{\partial x_J} + C^{e}_{qp} U^{e}_{\alpha(3,p)\beta} \right)
\]

\[
+ n_J \mu e M^{e}_{qp} \left( \frac{\partial U^{e}_{\alpha(I,p)\beta}}{\partial x_J} + \frac{\partial U^{e}_{\alpha(J,p)\beta}}{\partial x_I} \right)
\]

(4.5a)

\[
T^{e}_{\alpha(3,q)\beta} = n_I \mu e \left( C^{e}_{qp} U^{e}_{\alpha(I,p)\beta} + M^{e}_{qp} \frac{\partial U^{e}_{\alpha(3,p)\beta}}{\partial x_J} \right)
\]

(4.5b)
where $I, J = 1, 2$, $\alpha (j, p) = 3 (p - 1) + j$ depends on the values of the node number $p = 1, 2$ and the direction $x_j$ ($j = 1, 2, 3$), and $\beta = 1, 2, \ldots, 6$. Substituting into (4.5) the expressions (3.36) for the displacement components of the fundamental solution and using the properties of the derivatives of functions $f_{\kappa \xi} (x, y)$ introduced in (3.71-3.80), we arrive at the following equations for the components of the traction matrix $T_{\alpha \beta}^e (x, y)$ ($\alpha, \beta = 1, 2, \ldots, 6$):

$$
\begin{align*}
\begin{bmatrix}
T_{11} \\
T_{22} \\
T_{14} \\
T_{25}
\end{bmatrix} &= \frac{h}{8\pi} \begin{bmatrix}
n_1 f_{41} \\
n_2 f_{42} \\
0 \\
0
\end{bmatrix} - 2 \begin{bmatrix}
n_2 (f_{42} + f_{62}) \\
n_1 (f_{41} + f_{61}) \\
n_2 (f_{42} - f_{62}) \\
n_1 (f_{41} - f_{61})
\end{bmatrix} \\
&+ (n_1 f_{77} - n_2 f_{76}) \begin{bmatrix}
-A_6 \\
A_6 \\
-A_7 \\
A_7
\end{bmatrix} + A_4 (n_1 f_{85} - n_2 f_{84}) \begin{bmatrix}
-1 \\
1 \\
-1 \\
1
\end{bmatrix} \\
&+ 4 (n_1 f_{95} - n_2 f_{94}) \begin{bmatrix}
-1 \\
1 \\
1 \\
-1
\end{bmatrix}
\end{align*}
(4.6a)

$$
\begin{align*}
\begin{bmatrix}
T_{12} \\
T_{15}
\end{bmatrix} &= \frac{h}{8\pi} \begin{bmatrix}
-2n_2 \left[ f_{41} + f_{61} \right] \\
-2n_2 \left[ f_{41} - f_{61} \right]
\end{bmatrix} - n_1 \begin{bmatrix}
A_4 f_{52} + A_6 f_{42} \\
A_4 (f_{52} - f_{42})
\end{bmatrix} \\
&+ (n_1 f_{76} + n_2 f_{77}) \begin{bmatrix}
A_6 \\
A_7
\end{bmatrix} + A_4 (n_1 f_{84} + n_2 f_{85}) \begin{bmatrix}
1 \\
1
\end{bmatrix} \\
&+ 4 (n_1 f_{94} + n_2 f_{95}) \begin{bmatrix}
1 \\
-1
\end{bmatrix}
\end{align*}
(4.6b)

$$
\begin{align*}
\begin{bmatrix}
T_{13} \\
T_{16}
\end{bmatrix} &= \frac{h}{2\pi} \begin{bmatrix}
\left( -\frac{1}{2} n_1 f_{10} + A_2 (n_1 f_{75} - n_2 f_{74}) \right) \\
3 A_1 (n_1 f_{83} - n_2 f_{82})
\end{bmatrix} \begin{bmatrix}
1 \\
1
\end{bmatrix}
\end{align*}
(4.6c)
\[
\begin{align*}
\begin{bmatrix} T_{21} \\ T_{24} \end{bmatrix} &= \frac{h}{8\pi} \left( -2n_1 \begin{bmatrix} f_{42} + f_{62} \\ f_{42} - f_{62} \end{bmatrix} - n_2 \begin{bmatrix} A_4 f_{51} + A_6 f_{41} \\ A_4 (f_{51} - f_{41}) \end{bmatrix} \\
&\quad + (n_1 f_{76} + n_2 f_{77}) \begin{bmatrix} A_6 \\ A_7 \end{bmatrix} + A_4 (n_1 f_{84} + n_2 f_{85}) \begin{bmatrix} 1 \\ 1 \end{bmatrix} \\
&\quad + 4 (n_1 f_{94} + n_2 f_{95}) \begin{bmatrix} 1 \\ -1 \end{bmatrix} \right) \\
&\quad + 3 A_1 (n_1 f_{82} - n_2 f_{81}) \begin{bmatrix} 1 \\ -1 \end{bmatrix} \\
&\quad + 3 A_3 (n_1 f_{83} - n_2 f_{82}) \begin{bmatrix} 1 \\ -1 \end{bmatrix} (4.6d)
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix} T_{23} \\ T_{26} \end{bmatrix} &= \frac{h}{2\pi} \left( \begin{bmatrix} -\frac{1}{2} n_2 f_{10} - A_2 (n_1 f_{74} - n_2 f_{73}) \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix} \\
&\quad + 3 A_1 (n_1 f_{82} - n_2 f_{81}) \begin{bmatrix} 1 \\ -1 \end{bmatrix} \right)
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix} T_{31} \\ T_{34} \end{bmatrix} &= \frac{h}{4\pi} \left( -A_1 (n_1 f_{81} + n_2 f_{82}) \begin{bmatrix} 1 \\ 1 \end{bmatrix} + 3 (n_1 f_{91} - n_2 f_{92}) \begin{bmatrix} -1 \\ 1 \end{bmatrix} \right) (4.6f)
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix} T_{32} \\ T_{35} \end{bmatrix} &= \frac{h}{4\pi} \left( -A_1 (n_1 f_{82} + n_2 f_{83}) \begin{bmatrix} 1 \\ 1 \end{bmatrix} + 3 (n_1 f_{92} - n_2 f_{91}) \begin{bmatrix} 1 \\ -1 \end{bmatrix} \right) (4.6g)
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix} T_{33} \\ T_{36} \end{bmatrix} &= \frac{h}{4\pi} \left( -(n_1 f_{41} + n_2 f_{42}) \begin{bmatrix} 1 \\ 1 \end{bmatrix} + (n_1 f_{51} + n_2 f_{52}) \begin{bmatrix} -1 \\ 1 \end{bmatrix} \right) (4.6h)
\end{align*}
\]

\[
\begin{align*}
\{ T_{41}, T_{42}, T_{43}, T_{44}, T_{45}, T_{46} \} &= \{ T_{14}, T_{15}, -T_{16}, T_{11}, T_{12}, -T_{13} \} (4.6i)
\end{align*}
\]

\[
\begin{align*}
\{ T_{51}, T_{52}, T_{53}, T_{54}, T_{55}, T_{56} \} &= \{ T_{24}, T_{25}, -T_{26}, T_{21}, T_{22}, -T_{23} \} (4.6j)
\end{align*}
\]

\[
\begin{align*}
\{ T_{61}, T_{62}, T_{63}, T_{64}, T_{65}, T_{66} \} &= \{ -T_{34}, -T_{35}, T_{36}, -T_{31}, -T_{32}, T_{33} \} (4.6k)
\end{align*}
\]

where \( n_1 \) and \( n_2 \) are the components of the outward normal unit vector along the \( x_1 \) and \( x_2 \) directions. The functions \( f_{\zeta}(x, y) \) are given in equations (3.51) and (3.63), and the coefficients \( A_1, A_2, A_3, A_4 \) and \( A_5 \), which depend on the material constants of the \( e \)-th numerical layer, have been defined in equations (3.34), (3.37) and (3.44). The coefficients \( A_6 \) and \( A_7 \) are defined as

\[
A_6 = 4 A_1 - A_4 \quad \text{and} \quad A_7 = 4 - A_4. \quad (4.7)
\]
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The thirty-six components of the traction matrix in equation (4.6) are not independent. The independent components are only eighteen, and these are the components of the upper half of the matrix. The components of the lower half of the matrix are expressed in terms of those of the upper half and thus, the $6 \times 6$ traction matrix may also be written in the following form

$$
\begin{bmatrix}
T_{11} & T_{12} & T_{13} \\
T_{21} & T_{22} & T_{23} \\
T_{31} & T_{32} & T_{33} \\
T_{14} & T_{15} & -T_{16} \\
T_{24} & T_{25} & -T_{26} \\
-T_{34} & -T_{35} & T_{36}
\end{bmatrix}
= \begin{bmatrix}
P_1^1 & P_1^2 & P_1^3 \\
T_{14} & T_{15} & T_{16} \\
T_{24} & T_{25} & T_{26} \\
T_{34} & T_{35} & T_{36} \\
T_{11} & T_{12} & -T_{13} \\
T_{21} & T_{22} & -T_{23} \\
-T_{31} & -T_{32} & T_{33}
\end{bmatrix}

$$

(4.8)

## 4.3 DISPLACEMENTS AT POINTS IN THE DOMAIN OF THE LAYER

Incorporating the definitions (4.3) of the virtual tractions and (4.4) of the virtual displacements in the virtual statement (4.1), we obtain the boundary integral equations for the typical numerical layer

$$
\int_{\Omega_e} \delta(\vec{x} - \vec{\xi}) v_\alpha(\vec{x}) d\Omega(\vec{x}) = v_\alpha(\vec{\xi}) = \\
\int_{\Omega_e} \left[ t_\beta(\vec{x}) + F_\beta(\vec{\xi}) \right] U^\varepsilon_{\beta\alpha}(\vec{x}, \vec{\xi}) d\Omega(\vec{x}) \\
+ \oint_{\Gamma_e} \hat{Q}_\beta(\vec{x}) U^\varepsilon_{\beta\alpha}(\vec{x}, \vec{\xi}) d\Gamma(\vec{x}) - \oint_{\Gamma_e} v_\beta(\vec{x}) T^\varepsilon_{\beta\alpha}(\vec{x}, \vec{\xi}) d\Gamma(\vec{x})
$$

(4.9)
in which \( \alpha, \beta = 1, 2, \ldots, 6 \) and the points \( \tilde{x}, \tilde{z} \in \Omega_e \) are the point of integration and the reference point, respectively. In the above equation, all the nodal displacements associated with the arbitrary point \( \tilde{x} \) in the plane of the element have been combined into one vector \( \{ \tilde{u}(\tilde{x}) \} \) which is defined as

\[
\{ \tilde{u}(\tilde{x}) \} = \{ \tilde{u}_1^1(\tilde{x}) \quad \tilde{u}_2^1(\tilde{x}) \quad \tilde{u}_3^1(\tilde{x}) \quad \tilde{u}_1^2(\tilde{x}) \quad \tilde{u}_2^2(\tilde{x}) \quad \tilde{u}_3^2(\tilde{x}) \}^T. \quad (4.10a)
\]

In a similar way, we introduce the traction components \( \hat{t}_\beta(\tilde{x}) \), which are external loads applied at the bottom \( (x_3 = -h_e) \) or top \( (x_3 = h_e) \) surface of the layer, the equivalent nodal values of the body forces \( \tilde{F}_\beta(\tilde{x}) \), and the boundary tractions \( \hat{Q}_\beta(\tilde{x}) \). These vectors with dimensions \( 6 \times 1 \), are defined as

\[
\{ \tilde{F}(\tilde{x}) \} = \{ \tilde{F}_1^1(\tilde{x}) \quad \tilde{F}_2^1(\tilde{x}) \quad \tilde{F}_3^1(\tilde{x}) \quad \tilde{F}_1^2(\tilde{x}) \quad \tilde{F}_2^2(\tilde{x}) \quad \tilde{F}_3^2(\tilde{x}) \}^T \quad (4.10b)
\]

\[
\{ \hat{Q}(\tilde{x}) \} = \{ \hat{Q}_1^1(\tilde{x}) \quad \hat{Q}_2^1(\tilde{x}) \quad \hat{Q}_3^1(\tilde{x}) \quad \hat{Q}_1^2(\tilde{x}) \quad \hat{Q}_2^2(\tilde{x}) \quad \hat{Q}_3^2(\tilde{x}) \}^T \quad (4.10c)
\]

\[
\{ \hat{t}(\tilde{x}) \} = \{ \hat{t}_1(\tilde{x}, -h_e) \quad \hat{t}_2(\tilde{x}, -h_e) \quad \hat{t}_3(\tilde{x}, -h_e) \quad \hat{t}_1(\tilde{x}, h_e) \quad \hat{t}_2(\tilde{x}, h_e) \quad \hat{t}_3(\tilde{x}, h_e) \}^T \quad (4.10d)
\]

where \( \tilde{x}(x_1, x_2) \) is a point in the domain \( \Omega_e \) of the \( e \)-th numerical layer and \( 2h_e \) is the thickness of the layer. The BIE which is described by equation (4.9) is also called *Somigliana-type identity* and relates the displacements at an arbitrary point \( \tilde{z} \in \text{the domain } \Omega_e \) of the layer with the external tractions applied on its side boundary and on the top and bottom faces, and also with the displacements along its boundary \( \Gamma_e \). We should also notice that the integral equation (4.9) is very similar to equation (2.16), which was obtained in Chapter 2 for the two- and three-dimensional elasticity problems.

The boundary integral equation (4.9) cannot be used in its present form to obtain solutions for the single layer, unless the boundary displacements and tractions are known throughout the boundary \( \Gamma_e \). Note that at this stage, the surface tractions are considered to be prescribed over the bottom and top.
surface of the layer, but the boundary quantities, i.e. displacements and tractions, are not known everywhere on the boundary \( \Gamma_e \). This indicates that, in order to find the boundary quantities, we must derive an integral expression which relates directly the displacements on the boundary to the other boundary quantities of the boundary integrals in (4.9). Such an expression can be obtained by letting the point \( \tilde{\xi} \in \Omega_e \) to approach the boundary \( \Gamma_e \), and in this case the left-hand side of (4.9) will describe boundary displacements which will be related through (4.9) to the other boundary quantities on \( \Gamma_e \).

### 4.4 DISPLACEMENTS AT POINTS ON THE BOUNDARY OF THE LAYER

Assuming that the body can be represented as shown in Figure 4.1, i.e. with the point \( P = \tilde{\xi}(\xi_1, \xi_2) \) as an internal point surrounded by part of a circle of radius \( \varepsilon \) (Brebbia et al., 1984), equation (4.9) can be written as

\[
v_\alpha(P) = \oint_{\Gamma_e - \Gamma^*} \left[ \hat{Q}_\beta(Q) \ U^\varepsilon_{\beta\alpha}(Q, P) - u_\beta(Q) \ T_{\beta\alpha}(Q, P) \right] d\Gamma(Q) \\
+ \int_{\Omega_e + \Omega^*} \left[ \hat{\xi}_\beta(q) + F_\beta(q) \right] U^\varepsilon_{\beta\alpha}(q, P) \ d\Omega(q) \tag{4.11}
\]

where \( q(x_1, x_2) \in \Omega_e + \Omega^* \) and \( Q(x_1, x_2) \in \Gamma_e \). The domain of the problem has become \( \Omega_e + \Omega^* \) and the corresponding boundary is the \( \Gamma_e + \Gamma^* \). It is also assumed that the solution state is regular, which means that the displacements, tractions and body forces are regular throughout the domain \( \Omega_e + \Omega^* \) (Cruse, 1967).

Let us now study separately the limit of each integral in equation (4.11) as \( \varepsilon \to 0 \). First, we are going to examine the domain integral of the surface tractions and body forces which can be written as
\[
\int_{\Omega_e + \Omega^*} g_\beta(q) \ U^\varepsilon_{\beta\alpha}(q, P) \, d\Omega(q) = \int_{\Omega_e} g_\beta(q) \ U^\varepsilon_{\beta\alpha}(q, P) \, d\Omega(q) \\
+ \lim_{\varepsilon \to 0} \int_{\Omega^*} [g_\beta(q) - g_\beta(P)] \ U^\varepsilon_{\beta\alpha}(q, P) \, d\Omega(q) \\
+ g_\beta(P) \lim_{\varepsilon \to 0} \int_{\Omega^*} U^\varepsilon_{\beta\alpha}(q, P) \, d\Omega(q) \tag{4.12}
\]

in which \( g_\beta(q) = \hat{t}_\beta(q) + F_\beta(q) \) is introduced for the sake of mathematical convenience. In the above expression the limit \( \varepsilon \to 0 \) of integrals over \( \Omega^* \), implies that the domain point \( q \in \Omega^* \) approaches the boundary point \( P \).

\[\text{Figure 4.1} \quad \text{Singular point } P(\xi_1, \xi_2) \text{ on the boundary surrounded by part of circle of radius } \varepsilon.\]

Denoting the distance of these two points by \( R \), i.e. \( R = |q - P| \), and writing the domain integrals in polar coordinates with the origin at point \( P \), we find that the two integrals over \( \Omega^* \) present no special singularities, and they become
\[
\lim_{\varepsilon \to 0} \int_{\Omega^*} [g_\beta(q) - g_\beta(P)] U^\varepsilon_{\beta\alpha}(q, P) d\Omega(q) = \\
\phi \int_{0}^{\varepsilon} \left[ \lim_{\varepsilon \to 0} \int_{0}^{\varepsilon} [g_\beta(q) - g_\beta(P)] U^\varepsilon_{\beta\alpha}(q, P) R \, dR \right] d\theta = 0 \quad (4.13a)
\]

\[
\lim_{\varepsilon \to 0} \int_{\Omega^*} U^\varepsilon_{\beta\alpha}(q, P) d\Omega(q) = \phi \int_{0}^{\varepsilon} \left[ \lim_{\varepsilon \to 0} \int_{0}^{\varepsilon} U^\varepsilon_{\beta\alpha}(q, P) R \, dR \right] d\theta = 0 \quad (4.13b)
\]

where \( \phi = \pi \), when the point \( P \) is on a smooth part of the boundary \( \Gamma^* \), or, when the point \( P \) is at a corner of \( \Gamma^* \), \( \phi \) is the angle between the two sides of this corner (Figure 4.1). In the case however of the integrals (4.13), the results are independent of the angle \( \phi \). For the evaluation of the integrals in (4.13), we have used the functions \( f_\kappa(x, y) \) in the form given in equations (3.51) and (3.63), but in these equations, the relative position of the points \( q(x_1, x_2) \) and \( P(\xi_1, \xi_2) \) has been expressed in polar coordinates as

\[
x = x_1 - \xi_1 = R \cos \theta \quad \text{and} \quad y = x_2 - \xi_2 = R \sin \theta, \quad (4.14)
\]

and the modified Bessel functions have been evaluated from the following expressions

\[
K_0\left(\frac{c \, R}{h}\right) \to \ln\left(\frac{h}{c \, R}\right) \quad \text{and} \quad K_1\left(\frac{c \, R}{h}\right) \to \frac{h}{c \, R}, \quad (4.15)
\]

which are valid for small arguments.

The next step in this analysis is to examine the limit of the integrals over the boundary \( \Gamma_e - \Gamma + \Gamma^* \) in the equation (4.11) as the distance between the points \( P \) and \( Q \) goes to zero (i.e., \( \varepsilon \to 0 \)). The first of the boundary integrals in (4.11), which involves the components of the fundamental solution, can be written as
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\begin{align*}
\oint_{\Gamma_\varepsilon - \Gamma + \Gamma^*} \hat{Q}_\beta(Q) \ U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) &= \\
\lim_{\varepsilon \to 0} \int_{\Gamma^*} \left[ \hat{Q}_\beta(Q) - \hat{Q}_\beta(P) \right] \ U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) \\
+ \lim_{\varepsilon \to 0} \hat{Q}_\beta(P) \int_{\Gamma^*} U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) + \lim_{\varepsilon \to 0} \int_{\Gamma_\varepsilon - \Gamma^*} \hat{Q}_\beta(Q) \ U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q). \quad (4.16)
\end{align*}

The first integral of the right-hand side of (4.16) vanishes from the continuity of \( \hat{Q}_\beta \), and the second one is evaluated using the expressions of the fundamental solution in polar coordinates and equation (4.15). The second integral of (4.16) yields,

\begin{align*}
\lim_{\varepsilon \to 0} \hat{Q}_\beta(P) \int_{\Gamma^*} U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) &= \hat{Q}_\beta(P) \int_{\Gamma^*} \lim_{R=\varepsilon \to 0} \left[ U_{\beta\alpha}^\varepsilon(Q, P) \ R \right] d\theta = 0 \quad (4.17)
\end{align*}

where \( \phi = \pi \) for smooth boundary and \( \phi \neq \pi \) for a corner. Referring to the last integral of (4.16), it is easy to verify by using the regularity of the solution state and the expressions for the fundamental solution, that it approaches the total integral on \( \Gamma_\varepsilon \) as the radius \( \varepsilon \) is taken in the limit toward zero. This integral presents no special singularity and it can be interpreted in the normal sense of integration. Therefore, the left-hand side integral of equation (4.16) finally becomes

\begin{align*}
\oint_{\Gamma_\varepsilon - \Gamma + \Gamma^*} \hat{Q}_\beta(Q) \ U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) &= \lim_{\varepsilon \to 0} \int_{\Gamma_\varepsilon - \Gamma^*} \hat{Q}_\beta(Q) \ U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) \\
&= \int_{\Gamma_\varepsilon} \hat{Q}_\beta(Q) \ U_{\beta\alpha}^\varepsilon(Q, P) \ d\Gamma(Q) \quad (4.18)
\end{align*}

In a similar way, the second boundary integral in equation (4.11), which involves the components of the traction matrix, can be written as
\[ \oint_{\Gamma + \Gamma^*} u_\beta(Q) \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) = \lim_{\epsilon \to 0} \int_{\Gamma^*} [u_\beta(Q) - u_\beta(P)] \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) \]
\[ + \lim_{\epsilon \to 0} u_\beta(P) \int_{\Gamma^*} T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) + \lim_{\epsilon \to 0} \int_{\Gamma^*} u_\beta(Q) \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) , \quad (4.19) \]

and using the continuity of the displacements,
\[ \oint_{\Gamma + \Gamma^*} u_\beta(Q) \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) = \lim_{\epsilon \to 0} \int_{\Gamma^*} u_\beta(Q) \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) \]
\[ + u_\beta(P) \lim_{\epsilon \to 0} \int_{\Gamma^*} T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) . \quad (4.20) \]

The first integral on the right hand of (4.20) is seen to be taken in the Cauchy principal value sense, the existence of which can be proved if \( \hat{Q}_\beta(Q) \) satisfies a Hölder condition at point \( Q \), in the form
\[ \left| \hat{Q}_\beta(Q) - \hat{Q}_\beta(P) \right| \leq B \ R^a , \quad B, a > 0 \quad (4.21) \]

where \( R = |Q - P| \). A function that satisfies Hölder condition (Kellogg, 1929) is evidently continuous but not necessarily differentiable. Introducing a polar coordinate system at point \( P \), equation (4.20) yields
\[ \oint_{\Gamma + \Gamma^*} u_\beta(Q) \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) = \]
\[ \int_{\Gamma^e} u_\beta(Q) \ T_{\beta\alpha}^e(Q, P) \, d\Gamma(Q) + u_\beta(P) \lim_{R \to 0} \int_0^\phi T_{\beta\alpha}^e(Q, P) \ R \, d\theta . \quad (4.22) \]

The last integral of (4.22), can be evaluated using the definitions (4.6) for the components of the traction matrix \( T_{\alpha\beta}^e(Q, P) \), along with equations (4.14) and
(4.15). The components of the outward normal vector on the boundary $\Gamma^*$, which appear in these expressions, are given as

$$n_1 = \cos \theta \quad \text{and} \quad n_2 = \sin \theta.$$  \hspace{1cm} (4.23)

In this case, the value of the angle $\phi$ (Figure 4.1) plays a crucial role, since the expressions for the traction components depend on the tangent at point $P \in \Gamma^*$ (Hartmann, 1980). For smooth boundary at the neighborhood of $P$, it is $\phi = \pi$, and

$$\lim_{R \to 0} \int_0^\pi T_{\beta\alpha}^\varepsilon(Q, P) R \, d\theta = -\frac{1}{2} \delta_{\beta\alpha},$$  \hspace{1cm} (4.24)

$\delta_{\beta\alpha}$ being the Kronecker delta, while, if $P$ is at the vertex of a corner ($\phi \neq \pi$), one has to evaluate the last integral in (4.22), and then find the limit as $\varepsilon \to 0$.

Incorporating now the results of (4.12), (4.13), (4.18) and (4.22), in the integral statement (4.11), the following equation arises as $\varepsilon \to 0$

$$c_{\beta\alpha}(P) \nu_\beta(P) = \oint_{\Gamma^*_\varepsilon} \left[ \hat{Q}_\beta(Q) \ U_{\beta\alpha}^\varepsilon(Q, P) - \nu_\beta(Q) \ T_{\beta\alpha}^\varepsilon(Q, P) \right] d\Gamma(Q)$$

$$+ \int_{\Omega_\varepsilon} \left[ \hat{t}_\beta(q) + F_\beta(q) \right] U_{\beta\alpha}^\varepsilon(q, P) \ d\Omega(q)$$

\hspace{1cm} (P, Q \in \Gamma^*_\varepsilon; \ q \in \Omega_\varepsilon; \ \alpha, \beta = 1, 2, ..., 6)  \hspace{1cm} (4.25)

where the matrix $c_{\beta\alpha}(P)$ is generally defined as

$$c_{\beta\alpha}(P) = \delta_{\beta\alpha} + \lim_{R \to 0} \int_0^\phi T_{\beta\alpha}^\varepsilon(R, \theta) R \, d\theta.$$  \hspace{1cm} (4.26)

and the contour integral with kernel $T_{\beta\alpha}^\varepsilon(Q, P)$ is to be interpreted in the Cauchy principal value sense. Equation (4.25) is valid for points $P$ on the
boundary of the numerical layer and provides a relation that must be satisfied between boundary displacements, boundary tractions, and surface tractions ($\hat{t}_\beta$ and $F_\beta$). Taking into consideration that the surface tractions are either known for the case of single layers, or they can be determined from equilibrium and displacement compatibility requirements for the case of multilayered systems, this equation becomes a boundary integral equation for the evaluation of the unknown boundary data when the boundary conditions are defined. This important feature is the one that makes equation (4.25) most attractive and can be fully explored for numerical solutions.

4.5 BOUNDARY INTEGRAL REPRESENTATION OF THE 3-D DISPLACEMENT FIELD IN A LAYER

The boundary integral equations in (4.9) and (4.25) give a complete description of the nodal displacements for the typical numerical layer. These are displacements at the top and bottom surface of the layer for the case of linear variation of the displacement components through the layer's thickness. The first of these equations relates displacements at points in the domain $\Omega_e$ to the surface tractions $\hat{t}_\beta(\bar{x})$, the body forces $F_\beta(\bar{x})$, the boundary tractions $\hat{Q}_\beta(\bar{x})$ and the boundary displacements $u_\beta(\bar{x})$, while the second one relates displacements at points on the boundary $\Gamma_e$ to the aforementioned quantities. These two equations along with the fundamental solution that has already been derived in the previous chapter are the starting equations for the application of the boundary element method. The two equations can be combined in one general expression which may then be applied for any position of the arbitrary point $\bar{\xi} \in (\Omega_e + \Gamma_e)$ of the $e$-th numerical layer,
\[ c_{\beta \alpha}(\vec{\xi}) \nu_{\beta}(\vec{\xi}) = \oint_{\Gamma_e} \hat{Q}_{\beta}(\vec{x}) \ U_{\beta \alpha}(\vec{x}, \vec{\xi}) \ d\Gamma(\vec{x}) - \oint_{\Gamma_e} \nu_{\beta}(\vec{x}) \ T_{\beta \alpha}^e(\vec{x}, \vec{\xi}) \ d\Gamma(\vec{x}) \\
+ \int_{\Omega_e} \left[ \hat{t}_{\beta}(\vec{x}) + F_{\beta}(\vec{x}) \right] \ U_{\beta \alpha}^e(\vec{x}, \vec{\xi}) \ d\Omega(\vec{x}). \]  

(4.27)

\[ (\alpha, \beta = 1, 2, ..., 6) \]

The \( c \)-matrix, in the above equation, depends on the position of the reference point \( \vec{\xi} \), and it is defined in the following way

\[ c_{\beta \alpha}(\vec{\xi}) = \begin{cases} 
\delta_{\beta \alpha}, & \text{for } \vec{\xi} \in \Omega_e \\
\frac{1}{2} \delta_{\beta \alpha}, & \text{for } \vec{\xi} \in \Gamma_e \ (\text{smooth point}) \\
\delta_{\beta \alpha} + \lim_{\varepsilon \to 0} \int_{\Gamma^*} T_{\beta \alpha}^e(\vec{x}, \vec{\xi}) \ d\Gamma(\vec{x}), & \text{for } \vec{\xi} \in \Gamma_e \ (\text{corner point}) \\
0, & \text{for } \vec{\xi} \not\in \Omega_e + \Gamma_e 
\end{cases} \]  

(4.28)

where \( \Gamma^* \) denotes a part of the circumference of a circle which has center at the reference point \( \vec{\xi} \) (corner point) and radius \( \varepsilon = |\vec{x} - \vec{\xi}| \), as it is also shown in Figure 4.1.

Finally, the three-dimensional displacement field for the typical numerical layer can be obtained by substituting the nodal displacements of (4.27) into the displacement approximation (2.18),

\[ u_i(\xi_1, \xi_2, \xi_3) = v_i(\xi_1, \xi_2) \ \phi_i^e(\xi_3) + v_{3+i}(\xi_1, \xi_2) \ \phi_2^e(\xi_3) \]  

(4.29)

where \( i = 1, 2, 3 \), and \( \phi_i^e(\xi_3) \) are the linear Lagrange interpolation functions (equation 2.18) which are given in terms of the \( \xi_3 \) coordinate as

\[ \phi_1^e(\xi_3) = \frac{h_e - \xi_3}{2 h_e} \quad \text{and} \quad \phi_2^e(\xi_3) = \frac{h_e + \xi_3}{2 h_e} \]  

(4.30)

with \( 2 h_e \) the thickness of the \( e \)-th numerical layer (see equations 3.28).
4.6 STRESSES AND STRAINS
IN THE TYPICAL NUMERICAL LAYER

The linear strain-displacement relations and the constitutive relations are
given by equations (2.2) and (2.3), respectively, and they can be written for
the arbitrary point \((\xi_1, \xi_2, \xi_3)\) in the three-dimensional layer as

\[
\varepsilon_{ij}(\xi_1, \xi_2, \xi_3) = \frac{1}{2} \left( \frac{\partial u_i}{\partial \xi_j} + \frac{\partial u_j}{\partial \xi_i} \right),
\]

\[
\sigma_{ij}(\xi_1, \xi_2, \xi_3) = \lambda_e \delta_{ij} \varepsilon_{kk} + 2\mu_e \varepsilon_{ij} = \lambda_e \delta_{ij} \frac{\partial u_k}{\partial \xi_k} + \mu_e \left( \frac{\partial u_i}{\partial \xi_j} + \frac{\partial u_j}{\partial \xi_i} \right),
\]

where \(i, j, k = 1, 2, 3\), and the subscript \(e\) denotes that the elastic constants \(\lambda_e\)
and \(\mu_e\) are those of the \(e\)-th layer. The derivatives of the displacement com-
ponents \(u_i(\xi_i, \xi_2, \xi_3)\) that appear in the above equations can be obtained in
terms of the derivatives of the nodal displacements by differentiating both
sides of equation (4.29) with respect to the coordinates \(\xi_i\) \((i = 1, 2, 3)\),

\[
\frac{\partial u_i(\xi_1, \xi_2, \xi_3)}{\partial \xi_i} = \frac{\partial u_i(\xi_1, \xi_2)}{\partial \xi_i} \phi_i^e(\xi_3) + \frac{\partial v_{3+i}(\xi_1, \xi_2)}{\partial \xi_i} \phi_2^e(\xi_3)
\]

\[
\frac{\partial u_i(\xi_1, \xi_2, \xi_3)}{\partial \xi_3} = v_i(\xi_1, \xi_2) \frac{d\phi_1^e(\xi_3)}{d\xi_3} + v_{3+i}(\xi_1, \xi_2) \frac{d\phi_2^e(\xi_3)}{d\xi_3}
\]

where \(I = 1, 2\) and \(\phi_i^e\) are the linear Lagrange interpolation functions of
(4.30). The nodal displacements \(v_{al}(\xi_1, \xi_2)\) are given in an integral form in
equation (4.27).

Equation (4.27) is a continuous representation of the nodal displacements
at any point \(\xi\) on the mid-plane \(\Omega_e\) of the layer. Consequently, the deriva-
tives of the nodal displacements can be obtained by differentiating the right-
hand side of (4.27) with respect to the coordinates of point \(\xi(\xi_1, \xi_2) \in \Omega_e\). The
differentiation can be carried out directly inside the integrals. This is
obviously possible for the boundary integrals of (4.27), because the reference point \( \tilde{\xi} \) is located in the domain \( \Omega_e \) and the integration point \( \tilde{x} \) is always on the boundary \( \Gamma_e \), but the domain integrals need special attention, since in their case both, the reference and integration points, are in the domain (Partridge and Brebbia, 1990). However, the validity of this operation can be proved assuming a cylindrical volume with center at \( \tilde{\xi} \) and radius \( \varepsilon = |\tilde{x} - \tilde{\xi}| \), as shown in Figure 3.2, and finding the limit as \( \varepsilon \to 0 \) by means of the Leibnitz formula and the Hölder condition (see Section 4.4). The resulting expressions for the derivatives become

\[
\frac{d}{d\xi_I} u_{\delta}(\xi) = \oint_{\Gamma_e} Q_{\beta}(\tilde{x}) \frac{d}{d\xi_I} \left[ U_{\beta\alpha}^{\varepsilon}(\tilde{x}, \tilde{\xi}) \right] d\Gamma(\tilde{x}) \\
- \oint_{\Gamma_e} v_{\beta}(\tilde{x}) \frac{d}{d\xi_I} \left[ T_{\beta\alpha}^{\varepsilon}(\tilde{x}, \tilde{\xi}) \right] d\Gamma(\tilde{x}) \\
+ \int_{\Omega_e} \left[ \hat{t}_{\beta}(\tilde{x}) + F_{\beta}(\tilde{x}) \right] \frac{d}{d\xi_I} \left[ U_{\beta\alpha}^{\varepsilon}(\tilde{x}, \tilde{\xi}) \right] d\Omega(\tilde{x})
\]

(4.34)

where \( I = 1, 2; \alpha, \beta = 1, 2, ..., 6, \) and \( \tilde{\xi}(\xi_1, \xi_2) \in \Omega_e \).

It is very interesting and also useful, to notice that the stress components at the bottom and top surface of the layer may also be found using the surface tractions \( \hat{t}_{\beta}(\tilde{\xi}) \), since both these surfaces are parallel to the \( x_1x_2 \)-plane. The stresses at a point on the bounding surfaces of the layer are related to the tractions through the expressions

\[
\sigma_{3i}(\xi_1, \xi_2, -h_e) = -\hat{t}_{3i}(\xi_1, \xi_2), \quad (4.35a)
\]

and

\[
\sigma_{3i}(\xi_1, \xi_2, h_e) = \hat{t}_{3i}(\xi_1, \xi_2), \quad (4.35b)
\]

where \( i = 1, 2, 3 \) and \( h_e \) is half of the \( e \)-th layer's thickness.
Based on equations (4.35), we can also express the derivative with respect to $\xi_3$ of the displacement component $u_3$ at points of the top and bottom surface, in terms of the surface tractions,

$$
\frac{\partial u_3}{\partial \xi_3} \bigg|_{\xi_3 = -h_e} = \frac{1}{\lambda_e + 2\mu_e} \left[ -\hat{t}_3(\xi_1, \xi_2) - \lambda_e \frac{\partial u_M}{\partial \xi_M} \right] 
$$

(4.36a)

$$
\frac{\partial u_3}{\partial \xi_3} \bigg|_{\xi_3 = h_e} = \frac{1}{\lambda_e + 2\mu_e} \left[ \hat{t}_6(\xi_1, \xi_2) - \lambda_e \frac{\partial u_{3+M}}{\partial \xi_M} \right] 
$$

(4.36b)

in which $M = 1, 2$. Consequently, substitution of these expressions in (4.32), yields the in-plane stress components at the faces of the layer, which may be written in the following form,

$$
\sigma_{IJ}(\xi_1, \xi_2, -h_e) = \frac{\lambda_e}{\lambda_e + 2\mu_e} \delta_{IJ} \left[ -\hat{t}_3(\xi_1, \xi_2) + 2 \mu_e \frac{\partial u_M}{\partial \xi_M} \right] + \mu_e \left( \frac{\partial u_I}{\partial \xi_J} + \frac{\partial u_J}{\partial \xi_I} \right) 
$$

(4.37a)

$$
\sigma_{IJ}(\xi_1, \xi_2, h_e) = \frac{\lambda_e}{\lambda_e + 2\mu_e} \delta_{IJ} \left[ \hat{t}_6(\xi_1, \xi_2) + 2 \mu_e \frac{\partial u_{3+M}}{\partial \xi_M} \right] + \mu_e \left( \frac{\partial u_{3+I}}{\partial \xi_J} + \frac{\partial u_{3+J}}{\partial \xi_I} \right) 
$$

(4.37b)

where the indices $I, J, M = 1, 2$.

It becomes apparent from the previous analysis that using the constitutive relations and the integral representation of the nodal displacements, we can derive continuous representations of the stress and strain components at any point in the typical numerical layer.
Chapter 5
BOUNDARY ELEMENT MODEL

5.1 INTRODUCTION

In the previous chapter we established the integral representation of the displacements at the nodal points of the typical numerical layer (equation 4.27). These nodal points are located at the top and bottom surface of the layer, since the boundary integral model was developed under the assumption of linear displacement variation through the thickness of the layer. The displacements were grouped in a vector \( u_\alpha(\xi_1, \xi_2) \) \((\alpha = 1, 2, \ldots, 6)\), in which the first three components are the displacements at point \((\xi_1, \xi_2, -h_e)\), while the other three components are the displacements at point \((\xi_1, \xi_2, h_e)\), where \(2h_e\) is the thickness of the \(e\)-th layer (equation 4.10a). Similar definitions were also adopted for the surface tractions \( \hat{t}_\alpha(\xi_1, \xi_2) \) and the boundary tractions \( \hat{Q}_\alpha(\xi_1, \xi_2) \) (equations 4.10c,d). All these vectors being introduced into equations (4.27) and (4.29) can fully describe the three-dimensional displacement field in a numerical layer, and also, by means of equations (4.31–4.34), they
can produce the components of the strain and stress tensors at any point in the layer. Having established this notation, we can now refer to the layer with its mid-plane $\Omega_e$ and the corresponding boundary $\Gamma_e$, and we may consider that each point in the two-dimensional region $\Omega_e$ is associated with six displacement components and the corresponding six traction components.

In the first part of this chapter a numerical procedure for the solution of the boundary value problem of a single layer will be developed under the assumption that the surface tractions are fully prescribed. In the sequel, the same procedure will be extended to the problem of a multilayered system by utilizing appropriate boundary conditions at the interfaces between the numerical layers. In this case, the surface tractions will not be known and they will be obtained through the numerical procedure as part of the solution.

5.2 BOUNDARY ELEMENT MODEL FOR THE TYPICAL NUMERICAL LAYER

Equation (4.27), written for points $\xi(\xi_1, \xi_2)$ on the boundary of the layer, becomes the integral representation of the solution for the boundary-value problem of a single layer. Instead of attempting closed form solutions to this equation, which is a difficult task and only attainable for simple geometries and boundary conditions, the boundary element method (BEM) employs a numerical approach. The basic steps involved in this approach constitute the numerical essence of the technique (Banerjee and Butterfield, 1981; Brebbia et al., 1984; Hartmann, 1989), and they are summarized below:

(i) The boundary $\Gamma_e$ of the two-dimensional model of the layer is discretized into series of elements over which the displacements and
tractions are chosen to be piecewise interpolated between the element nodal points.

(ii) Equation (4.27) is applied in a discretized form to each nodal point \( \overline{\xi}_{(\xi_1, \xi_2)} \in \Gamma_e \) and the integrals are computed by a numerical quadrature scheme over each boundary element. Assuming that there are \( N_b \) nodal points on the boundary, a system of \( 6N_b \) linear algebraic equations involving the set of \( 6N_b \) nodal tractions and \( 6N_b \) nodal displacements is obtained.

(iii) Boundary conditions are imposed and consequently \( 6N_b \) nodal values (tractions or displacements along each direction per node) are prescribed. The system of \( 6N_b \) equations can therefore be solved by standard methods to determine the remaining boundary data.

(iv) Values of the displacement, strain and stress components at any internal point can readily be computed by numerical quadrature using the appropriate equations in a discretized form (i.e., equations 4.27 and 4.31–34).

Body forces or surface tractions can be included in the model by a numerical integration scheme which leads to an additional contribution to the independent term of the system of equations, and similar contribution to the internal quantities. The domain terms can be treated in an efficient and systematic way by discretizing \( \Omega_e \) into domain elements, preferably triangular, and employing a finite element-type model for the approximation of the domain integrals.

The boundary \( \Gamma_e \) of the layer is divided into \( N_b \) intervals, not necessarily equal, referred to as boundary elements (Figure 5.1). The elements on the external boundary are numbered consecutively counterclockwise, while on the internal boundaries, i.e. boundaries of holes or inclusions within the
domain \( \Omega_e \), clockwise. The numbering direction is determined according to the direction of the outward unit normal vector on the boundary. In order to capture more accurately the geometry of the boundary, each boundary element is approximated by a parabolic arc. The values of the unknown functions \( u_\alpha \) and \( \hat{Q}_\alpha \) are assumed constant over the element (step function assumption) and equal to the values at the nodal points (Brebbia and Niku, 1987). The domain \( \Omega_e \) of the layer is divided into \( M \) triangular elements (Cruse, 1969) as it is shown Figure 5.1, and the surface tractions \( \hat{t}_\alpha \) and the body forces \( F_\alpha \) are approximated over each element using linear two-dimensional Lagrange interpolation functions (Reddy, 1993).

![Figure 5.1](image)

**Figure 5.1** Boundary and domain discretization of the typical numerical layer.
The boundary integral equation (4.27) of the typical numerical layer can now be written in the following discretized form,

\[
\begin{align*}
\begin{bmatrix}
    c(\xi)
    \end{bmatrix}^T \begin{bmatrix}
    v(\xi)
    \end{bmatrix} &= \sum_{n=1}^{N_k} \int_{\Gamma_c^n} \begin{bmatrix}
    U^e(\xi, \xi)
    \end{bmatrix}^T \begin{bmatrix}
    \hat{Q}(\xi)
    \end{bmatrix} d\Gamma(\xi) \\
\quad - \sum_{n=1}^{N_k} \int_{\Gamma_c^n} \begin{bmatrix}
    T^e(\xi, \xi)
    \end{bmatrix}^T \begin{bmatrix}
    v(\xi)
    \end{bmatrix} d\Gamma(\xi) \\
\quad + \sum_{m=1}^{M} \int_{\Omega^m_e} \begin{bmatrix}
    U^e(\xi, \xi)
    \end{bmatrix}^T \left( \begin{bmatrix}
    \hat{\mathbf{u}}(\xi)
    \end{bmatrix} + \{F(\xi)\} \right) d\Omega(\xi)
\end{align*}
\]

(5.1)

where $\Gamma_c^n$ denotes the $n$-th boundary element and $\Omega^m_e$ denotes the $m$-th triangular element. In equation (5.1), we have adopted matrix notation instead of indicial notation that was used in the previous chapters. The surface tractions and the body forces are assumed to be linear element-wise, so, for a point $\hat{x} \in \Omega^m_e$, they are expressed in terms of the nodal values as

\[
\begin{align*}
\begin{bmatrix}
    \hat{\mathbf{u}}(\hat{x})
    \end{bmatrix} &= \sum_{k=1}^{3} \phi_k(\hat{x}) \begin{bmatrix}
    \hat{\mathbf{u}}
    \end{bmatrix}^m_k \quad \text{and} \quad \{F(\hat{x})\} = \sum_{k=1}^{3} \phi_k(\hat{x}) \{F\}^m_k,
\end{align*}
\]

(5.2)

where the superscript $m$ denotes the domain element and the subscript $k$ $(k=1,2,3)$ is the local node number. The shape functions $\phi_k(x_1,x_2)$ are the linear interpolation functions for the three-node triangular element (Reddy, 1993). The boundary quantities are constant over each element (Brebbia and Niku, 1987; Katsikadelis and Kokkinos, 1987), and therefore it is

\[
\begin{align*}
\begin{bmatrix}
    v(\hat{x})
    \end{bmatrix} &= \{v\}_n \quad \text{and} \quad \begin{bmatrix}
    \hat{Q}(\hat{x})
    \end{bmatrix} = \{\hat{Q}\}_n, \quad \text{for} \quad \hat{x} \in \Gamma_c^n.
\end{align*}
\]

(5.3)

This actually means that when the point $\hat{x}$ is on the $n$-th boundary element, the values of the tractions or the displacements are constant and equal to the value at the nodal point.
Substituting the nodal approximations of (5.2) and (5.3) into the discretized integral equation (5.1), we find the following matrix equation for the nodal displacements and tractions (it resembles a flexibility-type equation)

\[
[c]^T_p \{v\}_p = \sum_{n=1}^{N_b} \left( \int_{\Gamma^s_n} [U^e]^T_{pn} \, d \Gamma(\tilde{x}) \right) \{\tilde{Q}\}_n - \sum_{n=1}^{N_b} \left( \int_{\Gamma^s_n} [T^e]^T_{pn} \, d \Gamma(\tilde{x}) \right) \{v\}_n \\
+ \sum_{m=1}^{M} \sum_{k=1}^{3} \left( \int_{\Omega^s_m} \left[ U^e(\tilde{x}, \xi) \right]^T \phi_\xi(\tilde{x}) \, d \Omega(\tilde{x}) \right) \left( \{\tilde{t}\}_k^m + \{F\}_k^m \right)
\]  

(5.4)

where the subscript \( p \) of the fundamental displacement and traction matrices denotes that the field point \( \tilde{\xi} \), which is also called reference point, coincides with the \( p \)-th boundary nodal point, while the subscript \( n \) denotes that the source point \( \tilde{x} \), which is also called integration point, lies on the \( n \)-th boundary element. Referring to the \( c \)-matrix, the subscript \( p \) denotes that the components of this matrix are evaluated at the \( p \)-th boundary nodal point according to the definition (4.28). Note that in equation (5.4) the dimensions of all the vectors and all the matrices are \( 6 \times 1 \) and \( 6 \times 6 \), respectively.

The boundary and domain integrals of equation (5.4) are evaluated using special integration techniques, that will be presented in detail in the next chapter. All these integrals are regular when the field point does not belong to the element (boundary or domain element) over which the integration is performed, but they become singular when the field point is on the element of integration. The singular line integrals are evaluated using a purely numerically technique developed in Section 6.1. The domain integrals are transformed analytically to regular line integrals over the boundary of each domain element using a technique presented in Section 6.2, and then, these line integrals are evaluated numerically.
For the sake of mathematical convenience, we introduce the following two matrices:

\[
\begin{align*}
[G]_{pn}^e &= \int_{\Gamma_e^n} [U^e]_{pn}^T d\Gamma(\vec{x}) \quad \text{and} \quad [H]_{pn}^e = \int_{\Gamma_e^n} [T^e]_{pn}^T d\Gamma(\vec{x}),
\end{align*}
\]

which represent the influence of the displacements and tractions of the \(n\)-th boundary element \(\Gamma_e^n\) on the displacements of the \(p\)-th boundary nodal point \(\vec{\xi}\). In addition, we define

\[
[D]_{pk}^{em} = \int_{\Omega_e^m} \left[ U^e(\vec{x}, \vec{\xi}) \right]^T \phi_k(\vec{x}) d\Omega(\vec{x}),
\]

where point \(\vec{\xi}\) coincides with the \(p\)-th boundary nodal point. The matrix \([D]_{pk}^{em}\) represents the effect of tractions distributed over the \(m\)-th domain element on the nodal displacements of the \(p\)-th boundary element. The subscript \(k\) \((k=1,2,3)\) refers to the three nodes of the triangular domain element and the superscript \(e\) denotes the numerical layer. Substitution of the definitions (5.5) and (5.6) into equation (5.4) yields the matrix equation,

\[
\frac{1}{2} \{u\}_p = \sum_{n=1}^{N_b} [G]_{pn}^e \left\{ \hat{Q} \right\}_n - \sum_{n=1}^{N_b} [H]_{pn}^e \{u\}_n
\]

\[
+ \sum_{m=1}^{M} \sum_{k=1}^{3} [D]_{pk}^{em} \left( \{l\}^k_m + \{F\}^k_m \right).
\]

The above equation relates the displacement vector at node \(p\) of the boundary element model to the displacements and boundary tractions of all the boundary nodal points (including also point \(p\)), the surface tractions at the nodal points of the domain, and the body forces. Note that equation (5.7) was written assuming that the boundary \(\Gamma_e\) is smooth at the boundary nodal point \(p\), which is true for most of the cases. If, however, the boundary is not smooth at
this nodal point, *i.e.* if \( p \) is a corner point, one must compute the coefficients of the \( c \)-matrix, which are given in an integral form in equation (4.28), and then use the results in (5.4). In general, this procedure may be avoided by setting, in the discretization of the boundary, any corner points at the endpoints of the boundary elements.

### 5.2–1 Boundary Element Model for Points on the Boundary of the Layer

Furthermore, equation (5.7) can be applied for every node on the boundary, and the resulting \( N_b \) matrix equations can be grouped in one equation which constitutes the *boundary element model for the single layer* and has the following form,

\[
\frac{1}{2} \{v\}^e = [G]^e \left[ \hat{Q} \right]^e - [H]^e \{v\}^e + [D]^e \left( \{\hat{l}\}^e + \{F\}^e \right) \tag{5.8}
\]

where the vectors \( \{v\}^e \) and \( \{\hat{Q}\}^e \) have \( 6 N_b \) components and they are defined as

\[
\{v\}^e = \begin{bmatrix} \{v\}_1 \\ \{v\}_2 \\ \vdots \\ \{v\}_{N_b} \end{bmatrix}^e \quad \text{and} \quad \{\hat{Q}\}^e = \begin{bmatrix} \{\hat{Q}\}_1 \\ \{\hat{Q}\}_2 \\ \vdots \\ \{\hat{Q}\}_{N_b} \end{bmatrix}^e \tag{5.9}
\]

The vectors \( \{\hat{l}\}^e \) and \( \{F\}^e \) have \( 6 N_d \) components, \( N_d \) being the total number of nodes in the domain mesh, and they are defined as

\[
\{\hat{l}\}^e = \begin{bmatrix} \{\hat{l}\}_1 \\ \{\hat{l}\}_2 \\ \vdots \\ \{\hat{l}\}_{N_d} \end{bmatrix}^e \quad \text{and} \quad \{F\}^e = \begin{bmatrix} \{F\}_1 \\ \{F\}_2 \\ \vdots \\ \{F\}_{N_d} \end{bmatrix}^e \tag{5.10}
\]
The vectors in equation (5.10) denote the surface tractions and the body forces at the $N_d$ nodes of the discretized domain. The subscripts of the vectors on the right-hand side of these equations are the global node numbers in the domain mesh. In equation (5.8), the dimensions of matrices $[H]^e$ and $[G]^e$ are $6N_b \times 6N_b$ and they have the following structure

$$[G]^e = \begin{bmatrix} [G]^e_{11} & [G]^e_{12} & \cdots & [G]^e_{1N_b} \\ [G]^e_{21} & [G]^e_{22} & \cdots & [G]^e_{2N_b} \\ \vdots & \vdots & \ddots & \vdots \\ [G]^e_{N_b1} & [G]^e_{N_b2} & \cdots & [G]^e_{N_bN_b} \end{bmatrix}, \quad (5.11a)$$

and

$$[H]^e = \begin{bmatrix} [H]^e_{11} & [H]^e_{12} & \cdots & [H]^e_{1N_b} \\ [H]^e_{21} & [H]^e_{22} & \cdots & [H]^e_{2N_b} \\ \vdots & \vdots & \ddots & \vdots \\ [H]^e_{N_b1} & [H]^e_{N_b2} & \cdots & [H]^e_{N_bN_b} \end{bmatrix}. \quad (5.11b)$$

The matrix $[D]^e$ with dimensions $6N_b \times 6N_d$ is constructed by assembling the element matrices $[D]^e_{pkm}$ ($m = 1, 2, \ldots, M; p = 1, 2, \ldots, N_b; k = 1, 2, 3$) through the correspondence between element node numbers and global node numbers (connectivity matrix). This process is usually referred to as assembly of the element matrices (Reddy, 1993).

5.2–2 Boundary Element Model for Points in the Domain of the Layer

The boundary integral equations for points $\tilde{\xi}$ in the domain $\Omega_e$ of the layer are given in (4.27), in which the coefficients of the $c$-matrix take values according to the definition (4.28). Equation (4.27) may also be written in
matrix form, in which \([c(\xi_i)]\) is going to be the identity matrix since point \(\xi_i \in \Omega_e\), and it will have the form

\[
\{v^*_q\} = \sum_{n=1}^{N_e} [G^*]_{qn}^{\text{e}} \left\{Q\right\}_{n} - \sum_{n=1}^{N_e} [H^*]_{qn}^{\text{e}} \{v\}_n
\]

\[
+ \sum_{m=1}^{M_e} \sum_{k=1}^{3} [D^*]_{qk}^{\text{em}} \left(\hat{t}_k\right)_{m} + \{F\}_m^\text{e} \right) \tag{5.12}
\]

where the asterisk (*) denotes that the corresponding quantities, displacement vector or coefficient matrix, refer to a field point in the domain of the layer. The coefficient matrices \([G^*]_{qn}^{\text{e}}, [H^*]_{qn}^{\text{e}}\) and \([D^*]_{qk}^{\text{em}}\) are evaluated from equations (5.5) and (5.6) by making the field point \(\xi\) to coincide with node \(q\) in the discretized domain. If the global node numbers are assigned, first, to all the nodes in the domain \(\Omega_e\) (excluding \(\Gamma_e\)), and, then, to those nodes of the mesh that lie on the boundary \(\Gamma_e\), the subscript \(q\) in the equation (5.12) will take the values \(q=1, 2, ..., K\), where \(K\) is the total number of nodes in the domain. Equation (5.12) can be applied for every node in the domain \(\Omega_e\), and the resulting matrix equations can be written in the following compact form

\[
\{v^*_q\}^\text{e} = [G^*]^{\text{e}} \left\{Q\right\}^\text{e} - [H^*]^{\text{e}} \{v\}^\text{e} + [D^*]^{\text{e}} \left(\hat{t}^\text{e} + \{F\}^\text{e}\right) \tag{5.13}
\]

where the vectors \(\{v\}^\text{e}, \left\{Q\right\}^\text{e}, \left\{t\right\}^\text{e}\) and \(\{F\}^\text{e}\) have been defined in (5.9) and (5.10), and the vector \(\{v^*_q\}^\text{e}\) is composed of the displacement vectors of all the nodes inside \(\Omega_e\), i.e.,

\[
\{v^*_q\}^\text{e} = \begin{bmatrix} \{v^*_1\}^\text{e} \\ \{v^*_2\}^\text{e} \\ \vdots \\ \{v^*_K\}^\text{e} \end{bmatrix} \tag{5.14}
\]
The coefficient matrices \([G^*]\) and \([H^*]\) with dimensions \(6K \times 6N_b\) have the same structure as the corresponding matrices for the boundary nodal points which are given in equations (5.11). The coefficient matrix \([D^*]\) with dimensions \(6K \times 6N_d\) is constructed in the same way as the matrix \([D]\) of equation (5.8).

The generalized displacement vector for the \((N_d - K)\) nodes of the finite element mesh that lie on the boundary \(\Gamma_e\) can be obtained by applying the matrix equations (5.4) or (5.7) at these points. However, it is more convenient and there is no loss of generality to assume that these \((N_d - K)\) nodes coincide with nodal points of the boundary element model (Figure 5.1). In this case the nodal displacements of all the nodes on the boundary and in the domain of the discretized layer are evaluated using equations (5.8) and (5.13), respectively.

These two matrix equations fully describe the typical numerical layer and they can be seen as the element equations of a model for which each numerical layer is one super-element. The solution of the boundary value problem for a single layer is obtained from equation (5.8). In this case we do not have to discretize the whole domain \(\Omega_e\) into triangular elements, but only that part of it on which there are externally applied tractions and/or body forces. Equation (5.8) constitutes a system of \(6N_b\) simultaneous linear algebraic equations in \(12N_b\) unknowns (boundary tractions and displacements). The additional \(6N_b\) equations, which are required to establish the unknowns, are extracted from the imposed boundary conditions (\(6N_b\) nodal values). The system of \(6N_b\) equations can be solved to obtain the remaining boundary data, and the displacements at points in the domain may then be evaluated from equations (5.12) or (5.13).


5.3 BOUNDARY ELEMENT MODEL FOR A MULTILAYERED SYSTEM

5.3-1 Boundary Conditions at the Interfaces of the Layers

Consider now a multilayered system which is divided into \( L \) numerical layers through its thickness. These layers are numbered consecutively with direction from the bottom to the top of the multilayered system. The boundaries and the domains of all the numerical layers are discretized into boundary elements and domain elements, respectively, as it was presented for the case of a single layer. Each of the boundaries \( \Gamma_e \) \((e = 1, 2, \ldots, L)\) is divided into \( N_b \) boundary elements, and each of the domains \( \Omega_e \) is divided into \( M \) triangular elements with \( N_d \) nodal points in the mesh. The boundary and domain discretization is identical for all the layers.

The boundary displacements for each layer are given in equations (5.8) in terms of the boundary tractions, the body forces and the surface tractions. These equations, however, cannot be solved independently for the unknown boundary quantities, due to the following two reasons: first, the boundary conditions are not known explicitly at the element level, but they are prescribed at the side surface of the multilayered system (global system), and second, the surface tractions at the interfaces between numerical layers are also not known. There are, though, additional conditions, continuity conditions, that must be satisfied at these interfaces, and they are established from the following physical considerations:

(i) *Equilibrium at the interface.* The surface tractions at the interface separating two different numerical layers are equal in magnitude and opposite in direction, in the absence of externally applied loads.
at these planes. Their vector sum is equal to the external load in the presence of body forces.

(ii) *Equilibrium on the boundary.* The boundary tractions developed on the common boundary between two layers have to balance the externally applied tractions along this boundary.

(iii) *Displacement continuity.* The displacements at any point, either on the boundary or in the domain, of the interface between adjacent layers remain continuous across the interface. It is assumed that the layers are firmly bonded together and that there is no delamination.

![Diagram](image)

**Figure 5.2** Multilayered system divided into $L$ numerical layers.
In order to express the continuity conditions in algebraic form, we need first to introduce a new notation for the vectors and matrices of equations (5.8) and (5.13). In this new notation it is assumed that for each layer all the nodal displacements associated with the bottom surface of the layer are placed in the upper half of the corresponding vector of generalized displacements, while all the nodal displacements associated with the top surface of the layer are placed in the lower half of the vector, and in the same order as those of the upper half. For example, the new vectors for the displacements at boundary nodal point \( p \) and the generalized displacements for all the boundary nodal points of the layer will have the following forms,

\[
\{v\}_p = \begin{bmatrix}
  u_1^1 \\
  v_1^2 \\
  v_2^2 \\
  v_3^2 \\
\end{bmatrix}
= \begin{bmatrix}
  \{v^1\}_p \\
  \{v^2\}_p \\
\end{bmatrix}
\quad \text{and} \quad
\{v\}^e = \begin{bmatrix}
  \{v^1\}_1 \\
  \{v^1\}_2 \\
  \vdots \\
  \{v^1\}_{N_b} \\
  \{v^2\}_1 \\
  \{v^2\}_2 \\
  \vdots \\
  \{v^2\}_{N_b} \\
\end{bmatrix} = \begin{bmatrix}
  \{v\}_1^e \\
  \{v\}_2^e \\
\end{bmatrix}, \quad (5.15)
\]

respectively (Figure 5.2). The same concept applies to the rearrangement of terms in the generalized vectors \( \{v^*\}^e, \{\hat{Q}\}^e, \{\hat{t}\}^e, \) and \( \{F\}^e \), and all the coefficient matrices in equations (5.8) and (5.13). The revised forms of these two equations are given below,

\[
\frac{1}{2} \begin{bmatrix}
  \{v\}_1^e \\
  \{v\}_2^e \\
\end{bmatrix} = \begin{bmatrix}
  [G]_{11}^e & [G]_{12}^e \\
  [G]_{21}^e & [G]_{22}^e \\
\end{bmatrix} \begin{bmatrix}
  \{\hat{Q}\}_1^e \\
  \{\hat{Q}\}_2^e \\
\end{bmatrix} - \begin{bmatrix}
  [H]_{11}^e & [H]_{12}^e \\
  [H]_{21}^e & [H]_{22}^e \\
\end{bmatrix} \begin{bmatrix}
  \{v\}_1^e \\
  \{v\}_2^e \\
\end{bmatrix} \\
+ \begin{bmatrix}
  [D]_{11}^e & [D]_{12}^e \\
  [D]_{21}^e & [D]_{22}^e \\
\end{bmatrix} \begin{bmatrix}
  \{\hat{t}\}_1^e \\
  \{\hat{t}\}_2^e \\
\end{bmatrix} + \begin{bmatrix}
  \{F\}_1^e \\
  \{F\}_2^e \\
\end{bmatrix} \quad (5.16)
\]
\[
\left\{ \{v^*\}_1^e \right\} = \left[ \begin{bmatrix} \left[ \begin{bmatrix} G' \right]_{11}^{e} & \left[ \begin{bmatrix} G' \right]_{12}^{e} \end{bmatrix} \\ \left[ \begin{bmatrix} G' \right]_{21}^{e} & \left[ \begin{bmatrix} G' \right]_{22}^{e} \end{bmatrix} \end{bmatrix} \end{bmatrix} \right] \right\} \left\{ \begin{bmatrix} \hat{Q} \end{bmatrix} \right\}_1^e - \left[ \begin{bmatrix} \left[ \begin{bmatrix} H' \right]_{11}^{e} & \left[ \begin{bmatrix} H' \right]_{12}^{e} \end{bmatrix} \\ \left[ \begin{bmatrix} H' \right]_{21}^{e} & \left[ \begin{bmatrix} H' \right]_{22}^{e} \end{bmatrix} \end{bmatrix} \end{bmatrix} \right] \right\} \left\{ \{v\}_1^e \right\} \\
+ \left[ \begin{bmatrix} \left[ \begin{bmatrix} D' \right]_{11}^{e} & \left[ \begin{bmatrix} D' \right]_{12}^{e} \end{bmatrix} \\ \left[ \begin{bmatrix} D' \right]_{21}^{e} & \left[ \begin{bmatrix} D' \right]_{22}^{e} \end{bmatrix} \end{bmatrix} \end{bmatrix} \right] \right\} \left\{ \begin{bmatrix} \{i\}_1^e \\ \{i\}_2^e \end{bmatrix} \right\} + \left\{ \{F\}_1^e \right\} \left\{ \{F\}_2^e \right\}
\]
(5.17)

where the superscript \( e \) denotes the numerical layer and it is \( e = 1, 2, ..., L \).
Both equations have been partitioned with respect to nodal quantities on the bottom (subscript 1) and top (subscript 2) surfaces of the layer (Figure 5.2), and they incorporate the new notation for the generalized vectors. The dimensions of matrices \( [H]_{IJ}^e \) and \( [G]_{IJ}^e \) are \( 3N_b \times 3N_b \), where the indices \( I, J = 1, 2 \), the dimensions of \( [H']_{IJ}^e \) and \( [G']_{IJ}^e \) are \( 3N_d \times 3N_b \), and the dimensions of \( [D]_{IJ}^e \) and \( [D']_{IJ}^e \) are \( 3N_b \times 3N_d \) and \( 3N_d \times 3N_d \), respectively. The vectors \( \{v\}_I^e \) and \( \{\hat{Q}\}_I^e \) of the boundary displacements and tractions have dimensions \( 3N_b \times 1 \), while the vectors \( \{v^*\}_I^e \) and \( \{\hat{t}\}_I^e \) of the domain nodal quantities have dimensions \( 3N_d \times 1 \).

The boundary tractions \( \{\hat{Q}\}_I^e \) and the surface tractions \( \{\hat{t}\}_I^e \) represent all the prescribed loads at boundary and domain nodal points of the bottom \( (I = 1) \) and top \( (I = 2) \) surface of a single layer. In a multilayered system, however, these quantities will not be known since they are going to be the internal tractions (also called interlaminar tractions) developed at the interface between adjacent layers. Actually, what will be known, are the external loads applied at the global nodes which are the common nodes on the interface between the layers. It is therefore, more convenient to make reference to the tractions using the number of the interface instead of using the number of the layer. For this reason, it is necessary to revise the notation for the tractions and define as \( \{t\}_e \) the internal boundary tractions on the \( e \)-th interface, i.e. the top surface of the \((e-1)\)-th layer, and accordingly, define as \( \{s\}_e \) the
internal surface tractions at domain points of the same interface. The externally applied loads at boundary nodal points of the e-th interface will be denoted by \( \{ q \}_e \), while, the external loads at domain nodal points they will be denoted by \( \{ p \}_e \). For these four vectors, the subscript \( e \) takes the values \( e = 1, 2, ..., (L + 1) \) since it refers to the interface and not to the layer. The aforementioned definitions can be expressed mathematically in the following way

\[
\{ \mathbf{Q} \}_{e-1} = \{ t \}_e \quad \text{and} \quad \{ \mathbf{t} \}_{e-1} = \{ s \}_e , 
\]

where \( e = 2, 3, ..., L \) denotes the interface between adjacent numerical layers.

**Figure 5.3** Traction equilibrium conditions at boundary nodal points on the e-th interface of the multilayered system.
The equilibrium conditions along the boundary of the $e$-th interface between the layers $(e-1)$ and $e$ are written as

$$
\left[ \dot{Q} \right]^{e-1}_2 + \left[ \dot{Q} \right]^e_1 = \{q\}_e
$$

(5.19)

where $\{q\}_e$ is the vector of the external loads applied at all the boundary nodes of the $e$-th interface. These nodal equilibrium conditions are depicted graphically in Figure 5.3. The equilibrium conditions at the common domain nodes of the $(e-1)$ and $e$ layers have the form

$$
\left[ \dot{t} \right]^{e-1}_2 + \left[ \dot{t} \right]^e_1 = \{p\}_e
$$

(5.20)

where $\{p\}_e$ are the prescribed nodal tractions on $e$-th interface (Figure 5.4).

**Figure 5.4** Traction equilibrium conditions at *domain* nodal points on the $e$-th interface of the multilayered system.
The conditions (5.20) are imposed on all nodal points of the domain mesh, and because, the triangular mesh is the same for all the layers and the linear approximation of the surface tractions (equation 5.2) is utilized for all the triangular elements, the traction equilibrium condition holds at any point of the interface. Using the definitions (5.18) into equations (5.19) and (5.20), we derive the following expressions for the surface and boundary tractions at points of the lower surface of each layer \((e = 2, 3, ..., L)\)

\[
{\hat{t}}_1^e = \{p\}_e - \{s\}_e \quad (5.21a)
\]

and

\[
{\hat{Q}}_1^e = \{q\}_e - \{t\}_e . \quad (5.21b)
\]

The generalized nodal tractions at the bottom surface of the multilayered system, which is the first interface \((e = 1)\), are

\[
{\hat{Q}}_1^1 = \{q\}_1 , \quad \text{and} \quad {\hat{t}}_1^1 = \{p\}_1 , \quad (5.22a,b)
\]

for boundary and domain nodes, respectively. For nodal points on the top surface (interface \(e = L + 1\)), the tractions are

\[
{\hat{Q}}_2^L = \{q\}_{L+1} , \quad \text{and} \quad {\hat{t}}_2^L = \{p\}_{L+1} . \quad (5.23a,b)
\]

The algebraic expressions of the displacement continuity conditions and the revised notation for the generalized displacement vectors are

\[
\{v\}_2^{e-1} = \{v\}_1^e = \{u\}_e \quad (5.24a)
\]

and

\[
\{v^*\}_2^{e-1} = \{v^*\}_1^e = \{u^*\}_e , \quad (5.24b)
\]

where \(e = 2, 3, ..., L\), and the superscript of the \(v\)-vectors denotes the layer, while the subscript of the \(u\)-vectors denotes the interface. The generalized vectors \(\{u\}_e\) and \(\{u^*\}_e\) are the boundary and domain nodal displacements at the \(e\)-th interface. If the physical layers are not firmly bonded together and
delamination is allowed in the model, then the displacement vectors \( \{v\}^{e-1}_2 \) and \( \{v^*\}^{e-1}_2 \) of the \((e-1)\)-th layer and the displacement vectors \( \{v\}^e_1 \) and \( \{v^*\}^e_1 \) of the \(e\)-th layer will not satisfy the continuity conditions, but they are going to be both unknown and, along with the corresponding nodal tractions, they will have to satisfy conditions that describe separation (debonding), slip and friction between the layers at the \(e\)-th interface. The displacements at nodal points of the bottom and top surface of the multilayered system are defined as

\[
\{v\}^1_1 = \{u\}_1 , \quad \{v^*\}^1_1 = \{u^*\}_1 ,
\]

(5.25a,b)

and

\[
\{v\}^L_2 = \{u\}_{L+1} , \quad \{v^*\}^L_2 = \{u^*\}_{L+1} ,
\]

(5.26a,b)

respectively.

At every boundary nodal point of the \(e\)-th interface \((e = 1, 2, \ldots, L+1)\) and along each of the three directions \(x_i\), there is, generally, only one prescribed quantity, either the displacement or the traction component, and the other component is unknown. Thus, if an entry of the vector \(\{q\}_e\) is prescribed, the corresponding entry of vector \(\{u\}_e\) will be unknown, and vice versa. The same conditions also apply for the domain nodal points of the top and bottom surface of the multilayered system, i.e. interfaces 1 and \((L+1)\), if the surfaces are free and there are no internal supports or elastic foundations. In the case of elastically supported plates, or plates on elastic foundations, both the displacements and the tractions will be unknown on the bottom surface. Even so, they will be related through additional equations which are the constitutive relations of the springs,

\[
[\alpha_b]\{u\}_1 + [\beta_b]\{p\}_1 = \{\gamma_b\}
\]

(5.27a)

and

\[
[\alpha_d]\{u^*\}_1 + [\beta_d]\{q\}_1 = \{\gamma_d\},
\]

(5.27b)
where the matrices $\{ \alpha \}$, $\{ \beta \}$ and $\{ \gamma \}$ represent the properties of the supporting foundation, and the subscripts $b$ and $d$ denote boundary or domain nodal points, respectively. Equations (5.27) are general and they may be applied for any type of support conditions at the bottom face of the plate, and in a similar way, they may also be applied for the top surface, where the subscript of the generalized vectors becomes $L + 1$.

5.3–2 Equilibrium Equations for the Numerical Layers

Equation (5.16) is used to express the boundary displacements of each numerical layer of the system in terms of the boundary quantities of this layer (i.e. displacements and tractions), the internal tractions at its two faces and the body forces. Equation (5.17) relates the displacements at domain nodal points on the faces of the layer to all the aforementioned quantities. These two equations may also be viewed as equilibrium equations for the $e$-th numerical layer of the multilayered system. Introducing into (5.16) and (5.17) the new notation and the continuity conditions for the nodal tractions from equations (5.18) and (5.21), and also for the nodal displacements from equations (5.24), the equilibrium equations will be expressed in a matrix form as

$$
\begin{bmatrix}
[H]_{11}^e & [H]_{12}^e \\
[H]_{21}^e & [H]_{22}^e
\end{bmatrix}
\begin{bmatrix}
\{u\}_e \\
\{u\}_{e+1}
\end{bmatrix}
- 
\begin{bmatrix}
[G]_{11}^e & [G]_{12}^e \\
[G]_{21}^e & [G]_{22}^e
\end{bmatrix}
\begin{bmatrix}
\{q\}_e - \{t\}_e \\
\{t\}_{e+1}
\end{bmatrix}
- 
\begin{bmatrix}
[D]_{11}^e & [D]_{12}^e \\
[D]_{21}^e & [D]_{22}^e
\end{bmatrix}
\begin{bmatrix}
\{p\}_e - \{s\}_e \\
\{s\}_{e+1}
\end{bmatrix}
+ 
\begin{bmatrix}
\{F\}_1^e \\
\{F\}_2^e
\end{bmatrix}
= 
\begin{bmatrix}
\{0\} \\
\{0\}
\end{bmatrix}
$$

(5.28)

$$
\begin{bmatrix}
[H^*]_{11}^e & [H^*]_{12}^e \\
[H^*]_{21}^e & [H^*]_{22}^e
\end{bmatrix}
\begin{bmatrix}
\{u\}_e \\
\{u\}_{e+1}
\end{bmatrix}
- 
\begin{bmatrix}
[G^*]_{11}^e & [G^*]_{12}^e \\
[G^*]_{21}^e & [G^*]_{22}^e
\end{bmatrix}
\begin{bmatrix}
\{q\}_e - \{t\}_e \\
\{t\}_{e+1}
\end{bmatrix}
- 
\begin{bmatrix}
[D^*]_{11}^e & [D^*]_{12}^e \\
[D^*]_{21}^e & [D^*]_{22}^e
\end{bmatrix}
\begin{bmatrix}
\{p\}_e - \{s\}_e \\
\{s\}_{e+1}
\end{bmatrix}
+ 
\begin{bmatrix}
\{F\}_1^e \\
\{F\}_2^e
\end{bmatrix}
= 
\begin{bmatrix}
\{u^*\}_e \\
\{u^*\}_{e+1}
\end{bmatrix}
$$

(5.29)
where $\epsilon$ refers to the typical numerical layer having values $\epsilon = 2, 3, \ldots, (L - 1)$. In equation (5.28) the matrix $[\hat{H}]^\epsilon$ is defined as

$$[\hat{H}]^\epsilon = [H]^\epsilon + \frac{1}{2} [I] \quad (5.30a)$$

or

$$[\hat{H}]^\epsilon = [H]^\epsilon + \frac{1}{2} [I]$$

$$\begin{bmatrix} [\hat{H}]^\epsilon_{11} & [\hat{H}]^\epsilon_{12} \\ [\hat{H}]^\epsilon_{21} & [\hat{H}]^\epsilon_{22} \end{bmatrix} = \begin{bmatrix} [H]^\epsilon_{11} & [H]^\epsilon_{12} \\ [H]^\epsilon_{21} & [H]^\epsilon_{22} \end{bmatrix} + \frac{1}{2} \begin{bmatrix} [I] & [0] \\ [0] & [I] \end{bmatrix} \quad (5.30b)$$

where $[I]$ is the identity matrix with dimensions $3N_b \times 3N_b$. The equilibrium equations for the first ($\epsilon = 1$) and last ($\epsilon = L$) layer are going to be slightly different, because the nodal quantities for these layers have separate definitions, which are given in equations (5.22) and (5.23) for the tractions, and (5.25) and (5.26) for the displacements, and also the boundary conditions correspond to a free surface and not to a common interface between layers. Therefore, equation (5.16) may be written for the end layers of the system as

$$\begin{bmatrix} [\hat{H}]^L_{11} & [\hat{H}]^L_{12} \\ [\hat{H}]^L_{21} & [\hat{H}]^L_{22} \end{bmatrix} \begin{bmatrix} \{u\}_1 \\ \{u\}_2 \end{bmatrix} - \begin{bmatrix} [G]^L_{11} & [G]^L_{12} \\ [G]^L_{21} & [G]^L_{22} \end{bmatrix} \begin{bmatrix} \{q\}_1 \\ \{t\}_2 \end{bmatrix} - \begin{bmatrix} [D]^L_{11} & [D]^L_{12} \\ [D]^L_{21} & [D]^L_{22} \end{bmatrix} \left( \begin{bmatrix} \{p\}_1 \\ \{s\}_2 \end{bmatrix} + \begin{bmatrix} \{F\}_1^L \\ \{F\}_2^L \end{bmatrix} \right) = \begin{bmatrix} \{0\} \\ \{0\} \end{bmatrix} \quad (5.31a)$$

while, for the same layers, equation (5.17) takes the following form

$$\begin{bmatrix} [H]^1_{11} & [H]^1_{12} \\ [H]^1_{21} & [H]^1_{22} \end{bmatrix} \begin{bmatrix} \{u\}_1 \\ \{u\}_2 \end{bmatrix} - \begin{bmatrix} [G]^1_{11} & [G]^1_{12} \\ [G]^1_{21} & [G]^1_{22} \end{bmatrix} \begin{bmatrix} \{q\}_1 \\ \{t\}_2 \end{bmatrix} - \begin{bmatrix} [D]^1_{11} & [D]^1_{12} \\ [D]^1_{21} & [D]^1_{22} \end{bmatrix} \left( \begin{bmatrix} \{p\}_1 \\ \{s\}_2 \end{bmatrix} + \begin{bmatrix} \{F\}_1^1 \\ \{F\}_2^1 \end{bmatrix} \right) = \begin{bmatrix} \{0\} \\ \{0\} \end{bmatrix} \quad (5.31b)$$
\[
\begin{align*}
- \begin{bmatrix}
[D^*]_{11}^1 & [D^*]_{12}^1 \\
[D^*]_{21}^1 & [D^*]_{22}^1
\end{bmatrix}
\begin{bmatrix}
\{p\}_1 \\
\{s\}_2
\end{bmatrix}
+ 
\begin{bmatrix}
\{F\}_1^1 \\
\{F\}_2^1
\end{bmatrix}

= - \begin{bmatrix}
\{u^*\}_1 \\
\{u^*\}_2
\end{bmatrix} \quad \text{(5.32a)}
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix}
[H^*]_{11}^L & [H^*]_{12}^L \\
[H^*]_{21}^L & [H^*]_{22}^L
\end{bmatrix}
\begin{bmatrix}
\{u\}_L \\
\{u\}_{L+1}
\end{bmatrix}
- \begin{bmatrix}
[G^*]_{11}^L & [G^*]_{12}^L \\
[G^*]_{21}^L & [G^*]_{22}^L
\end{bmatrix}
\begin{bmatrix}
\{q\}_L - \{t\}_L \\
\{q\}_{L+1}
\end{bmatrix}

= - \begin{bmatrix}
\{u^*\}_L \\
\{u^*\}_{L+1}
\end{bmatrix} \quad \text{(5.32b)}
\end{align*}
\]

Equations (5.28), (5.29), (5.31) and (5.32) are the equilibrium equations for all the numerical layers in the system, and if they are combined with the prescribed conditions at the boundary nodal points of all the interfaces and at the domain nodes of the bottom and top surfaces of the plate, they will form a system of linear algebraic equations which can be solved for the unknown quantities. These quantities are: the nodal tractions and displacements at the interfaces between the numerical layers, and the boundary displacements or tractions depending on the support conditions. However, if there is no interest in finding the displacements at domain nodal points, or if it is required to reduce the dimensions of the system of equations, then the displacements \(\{u^*\}_e\) may be eliminated by combining equations (5.29) of two consecutive layers. If this operation is repeated for all the \((L - 1)\) common interfaces of the layers, we will obtain equations that involve, from the group of domain quantities, only the tractions at the interfaces, and the displacements at the top and bottom surface of the multilayered system. The resulting reduced system of linear algebraic equations can be solved using either standard methods, if the number of unknowns is relatively small, or by employing special iterative solvers, if the number of unknowns becomes very large. In the next section, we are going to present in detail the formulation of the reduced system of equations and produce the matrix equations that will eventually yield the numerical solution.
5.3-3 Continuity Equations at the Domain Nodal Points

The equilibrium equations of each numerical layer are given, for nodal points in the domain of the layer, in equations (5.29) and (5.32). Equation (5.29) applies for layers $e = 2, 3, ..., (L-1)$, while equation (5.32) applies for the first and last layer in the model ($e = 1, L$). If equation (5.29) is written for the adjacent layers ($e-1$) and $e$, then it becomes apparent that the generalized displacement vector $\{u^e\}_e$ is expressed, in one equation in terms of the vectors associated with the ($e-1$)-th layer, and in the other equation in terms of the vectors of the $e$-th layer. Equating the two expressions of the nodal displacements $\{u^e\}_e$, we obtain the following equation for the domain nodal points on the $e$-th interface

\[
\begin{bmatrix}
[H^e]_{21}^{e-1} & (H^e)_{22}^{e-1} - [H^e]_{11}^{e-1} & -[H^e]_{12}^{e-1} \\
\end{bmatrix}
\begin{bmatrix}
\{u\}_e \\
\{u\}_{e+1} \\
\end{bmatrix}
= \begin{bmatrix}
\{t\}_e \\
\{t\}_{e+1} \\
\end{bmatrix}
+ \begin{bmatrix}
[G^e]_{21}^{e-1} & -(G^e)_{22}^{e-1} + [G^e]_{11}^{e-1} & [G^e]_{12}^{e-1} \\
\end{bmatrix}
\begin{bmatrix}
\{s\}_e \\
\{s\}_{e+1} \\
\end{bmatrix}
+ \begin{bmatrix}
[D^e]_{21}^{e-1} & -(D^e)_{22}^{e-1} + [D^e]_{11}^{e-1} & [D^e]_{12}^{e-1} \\
\end{bmatrix}
\begin{bmatrix}
\{p\}_e \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
[D^e]_{21}^{e-1} & (D^e)_{22}^{e-1} - [D^e]_{11}^{e-1} & -[D^e]_{12}^{e-1} \\
\end{bmatrix}
\begin{bmatrix}
\{F\}_1^{e-1} \\
\{F\}_2^{e-1} \\
\{F\}_1^e \\
\{F\}_2^e \\
\end{bmatrix}
\]

(5.33)
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where \( e = 3, 4, ..., (L - 1) \). Equation (5.33) represents physically, the equilibrium of the layers at points in the domain and, at the same time, ensures the continuity of the displacements at the interface between adjacent layers. The corresponding equations on the 2-nd and \( L \)-th interface of the multilayered system are obtained using (5.32a) and (5.32b), and also equation (5.29) for layers \( e = 2 \) and \( e = L - 1 \). The resulting matrix equation for the interface with number 2 is,

\[
\begin{bmatrix}
[H^*]_{21} & ([H^*]_{22} - [H^*]_{11}) & -[H^*]_{12}^2
\end{bmatrix}
\begin{bmatrix}
\{u\}_1
\
\{u\}_2
\
\{u\}_3
\end{bmatrix}

+ \begin{bmatrix}
-(G^*_{11}) & (G^*_{12})^2
\end{bmatrix}
\begin{bmatrix}
\{t\}_2
\
\{t\}_3
\end{bmatrix}

+ \begin{bmatrix}
-(D^*_{12}) & (D^*_{11})^2
\end{bmatrix}
\begin{bmatrix}
\{s\}_2
\
\{s\}_3
\end{bmatrix}

= \begin{bmatrix}
[G^*_{21}] & -(G^*_{11})^2
\end{bmatrix}
\begin{bmatrix}
\{q\}_1
\
\{q\}_2
\end{bmatrix}
+ \begin{bmatrix}
(D^*_{21}) & -(D^*_{11})^2
\end{bmatrix}
\begin{bmatrix}
\{p\}_1
\
\{p\}_2
\end{bmatrix}

+ \begin{bmatrix}
(D^*_{21}) & (D^*_{12})^1 & -(D^*_{12})^2
\end{bmatrix}
\begin{bmatrix}
\{F\}_1
\
\{F\}_2
\end{bmatrix}
\tag{5.34}

while the equation for interface \( L \) is

\[
\begin{bmatrix}
[H^*]_{21}^{L-1} & ([H^*]_{22}^{L-1} - [H^*]_{11}^L) & -[H^*]_{12}^L
\end{bmatrix}
\begin{bmatrix}
\{u\}_{L-1}
\
\{u\}_L
\
\{u\}_{L-1}
\end{bmatrix}

+ \begin{bmatrix}
(G^*_{11}) & -(G^*_{12}^{L-1} + [G^*]_{11}^L)
\end{bmatrix}
\begin{bmatrix}
\{t\}_{L-1}
\
\{t\}_L
\end{bmatrix}

+
\[
+ \left[ [D^*]_{21}^{L-1} - ([D^*]_{22}^{L-1} + [D^*]_{11}^L) \right] \left\{ \begin{array}{c}
\{s\}_{L-1} \\
\{s\}_L 
\end{array} \right. \\
= \left[ [G^*]_{21}^{L-1} - [G^*]_{11}^L - [D^*]_{12}^L \right] \left\{ \begin{array}{c}
\{q\}_{L-1} \\
\{q\}_L \\
\{q\}_{L+1} 
\end{array} \right. \\
+ \left[ [D^*]_{21}^{L-1} - [D^*]_{11}^L - [G^*]_{12}^L \right] \left\{ \begin{array}{c}
\{p\}_{L-1} \\
\{p\}_L \\
\{p\}_{L+1} 
\end{array} \right. \\
+ \left[ [D^*]_{21}^{L-1} \quad [D^*]_{22}^{L-1} - [D^*]_{11}^L - [D^*]_{12}^L \right] \left\{ \begin{array}{c}
\{F\}_{1}^{L-1} \\
\{F\}_{2}^{L-1} \\
\{F\}_1^L \\
\{F\}_2^L 
\end{array} \right. .
\]

In forming the reduced system of equations, we must retain the two equations for the end interfaces (numbered as 1 and \( L + 1 \)), which are included in (5.32) and were not utilized in the construction of equations (5.33), (5.34) and (5.35). These two equations express the generalized displacements at nodal points of the domain mesh for the bottom surface of the first layer and the top surface of the last layer in terms of the other domain quantities and all the boundary nodal quantities of the corresponding layers. These relations may be written again in the following form

\[
\left[ \begin{array}{c}
[H^*]_{11}^1 \\
[H^*]_{12}^1 
\end{array} \right] \left\{ \begin{array}{c}
\{u\}_1 \\
\{u\}_2 
\end{array} \right. - [G^*]_{12}^1 \left\{ \begin{array}{c}
\{s\}_2 \\
\{s\}_1 
\end{array} \right. + [D^*]_{12}^1 \left\{ \begin{array}{c}
\{u^*\}_1 
\end{array} \right.
\]

\[
= [G^*]_{11}^1 \left\{ \begin{array}{c}
\{q\}_1 
\end{array} \right. + [D^*]_{11}^1 \left\{ \begin{array}{c}
\{p\}_1 
\end{array} \right. + \left[ \begin{array}{c}
[D^*]_{11}^1 \\
[D^*]_{12}^1 
\end{array} \right] \left\{ \begin{array}{c}
\{F\}_1^1 \\
\{F\}_2^1 
\end{array} \right. ,
\]

and
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\[
\begin{bmatrix}
[H^*]_{21}^L & [H^*]_{22}^L \\
\end{bmatrix}
\begin{bmatrix}
\{u\}_L \\
\{u\}_{L+1} \\
\end{bmatrix}
+ \begin{bmatrix}
[G^*]_{21}^L & \{t\}_L \\
\end{bmatrix}
+ \begin{bmatrix}
[D^*]_{21}^L & \{s\}_L \\
\{u^*\}_L \\
\end{bmatrix}
+ \begin{bmatrix}
[D^*]_{21}^L & \{s\}_L \\
\{u^*\}_L \\
\end{bmatrix}
\]

\[
= \begin{bmatrix}
[G^*]_{21}^L & [G^*]_{22}^L \\
\end{bmatrix}
\begin{bmatrix}
\{q\}_L \\
\{q\}_{L+1} \\
\end{bmatrix}
+ \begin{bmatrix}
[D^*]_{21}^L & [D^*]_{22}^L \\
\{p\}_L \\
\{p\}_{L+1} \\
\end{bmatrix}
+ \begin{bmatrix}
[D^*]_{21}^L & [D^*]_{22}^L \\
\{p\}_L \\
\{p\}_{L+1} \\
\end{bmatrix}
\begin{bmatrix}
\{F\}_1^L \\
\{F\}_2^L \\
\end{bmatrix}
\]

(5.37)

Any boundary conditions associated with the bottom and top faces of the multilayered system will be introduced into the numerical model through the above two equations, and, particularly, through the displacement vectors \(\{u\}_1, \{u^*\}_1, \{u\}_{L+1}\) and \(\{u^*\}_{L+1}\), and the traction vectors \(\{q\}_1, \{p\}_1, \{q\}_{L+1}\) and \(\{p\}_{L+1}\) of the boundary and domain nodal points on the faces of the discretized system. In the case of plates resting on elastic supports or foundation and plates which are supported also internally (rigid supports) and not only at their side boundaries, equations (5.36) and (5.37) must be properly combined with the boundary conditions (5.27).

5.4 GLOBAL MATRIX EQUATIONS FOR THE MULTILAYERED SYSTEM AND NUMERICAL IMPLEMENTATION

The matrix equations of equilibrium (5.28) and (5.31) derived in Section 5.3–2, and the continuity equations at the interfaces between the layers, which are equations (5.33–37) developed in Section 5.3–3, will be combined to form the global system of equations for the discretized three-dimensional layered plate. The solution of this system will provide all the unknown nodal displacements and interlaminar tractions.
The generalized vectors that appear in the governing matrix equations of the layers and their interfaces are the nodal displacements \( \{ u \}_e \) and tractions \( \{ q \}_e \) at the boundaries of the interfaces, where \( e = 1, 2, ..., (L + 1) \), the tractions \( \{ t \}_e \) and \( \{ s \}_e \) at the boundary and domain nodal points of the interfaces \( e = 2, 3, ..., L \), the applied nodal loads \( \{ p \}_e \) at the domain nodes of all the interfaces \( e = 1, 2, ..., L + 1 \), and the body forces \( \{ F \}_I \) at the faces \( (I = 1, 2) \) of every numerical layer \( e = 1, 2, ..., L \). Also, at the bottom and top surface of the plate, i.e. at interfaces 1 and \( (L + 1) \), there are two more vectors involved in the continuity equations, the nodal displacements at domain points \( \{ u^* \}_1 \) and \( \{ u^* \}_{L+1} \). All these generalized vectors are grouped into the following four vectors:

\[
\{ \vec{u} \} = \begin{bmatrix} \{ u \}_1 & \{ t \}_2 & \{ u \}_2 & \{ t \}_3 & \{ u \}_3 & \{ t \}_4 & \cdots & \{ t \}_e & \{ u \}_e \end{bmatrix}^T \quad (5.38)
\]

\[
\{ s \} = \begin{bmatrix} \{ s \}_2 & \{ s \}_3 & \{ s \}_4 & \cdots & \{ s \}_e & \{ s \}_{e+1} & \cdots & \{ s \}_{L-1} & \{ s \}_L \end{bmatrix}^T \quad (5.39)
\]

\[
\{ q \} = \begin{bmatrix} \{ q \}_1 & \{ q \}_2 & \{ q \}_3 & \cdots & \{ q \}_e & \{ q \}_{e+1} & \cdots & \{ q \}_L & \{ q \}_{L+1} \end{bmatrix}^T \quad (5.40)
\]

\[
\{ p \} = \begin{bmatrix} \{ p \}_1 & \{ p \}_2 & \{ p \}_3 & \cdots & \{ p \}_e & \{ p \}_{e+1} & \cdots & \{ p \}_L & \{ p \}_{L+1} \end{bmatrix}^T \quad (5.41)
\]

and

\[
\{ u^* \} = \begin{bmatrix} \{ u^* \}_1 & \{ u^* \}_{L+1} \end{bmatrix}^T \quad (5.42)
\]

The entries of vector \( \{ \vec{u} \} \) are placed in the order shown in the above equation, so that the final system of equations, independently of the prescribed boundary conditions, will never contain zero elements in the diagonal of the coefficient matrix. The dimensions of the above vectors are:
<table>
<thead>
<tr>
<th>Vector</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>{\bar{u}}</td>
<td>$6N_bL$</td>
</tr>
<tr>
<td>{s}</td>
<td>$3N_d(L-1)$</td>
</tr>
<tr>
<td>{q}</td>
<td>$3(L+1)N_b$</td>
</tr>
<tr>
<td>{p}</td>
<td>$3(L+1)N_d$</td>
</tr>
<tr>
<td>{u^*}</td>
<td>$6N_d$</td>
</tr>
</tbody>
</table>

where $L$ is the number of numerical layers used to model the plate through its thickness, $N_b$ is the number of boundary elements on the boundary of the typical layer and is the same for all the layers, and $N_d$ is the number of nodal points in the domain mesh which is introduced for the numerical evaluation of domain integrals of the surface tractions.

The prescribed conditions of the problem at the boundaries or on the domains of the interfaces will be introduced into the numerical model through the generalized vectors \{u\}_e in \{\bar{u}\}, the boundary tractions \{q\}_e, the domain tractions \{p\}_e and the displacements at nodal points of the bottom and top surface of the layered system, i.e. vectors \{u^*\}_1 and \{u^*\}_L+1, respectively. For all these vectors the subscript $e$ denotes the number of the interface and it is $e = 1, 2, ..., (L + 1)$.

All the equilibrium and continuity equations of the previous section can be cast in the following matrix equation (reduced system of equations)

$$
\begin{bmatrix}
A^{11} & A^{12} & [0] \\
A^{21} & A^{22} & [0] \\
A^{31} & A^{32} & [I]
\end{bmatrix}
\begin{bmatrix}
\{\bar{u}\} \\
\{s\} \\
\{u^*\}
\end{bmatrix}
= 
\begin{bmatrix}
B^{11} & B^{12} \\
B^{21} & B^{22} \\
B^{31} & B^{32}
\end{bmatrix}
\begin{bmatrix}
\{q\} \\
\{p\}
\end{bmatrix},
$$

(5.43)

where $[I]$ is the identity matrix. The matrix equation of the first row of (5.43) represents the equilibrium equations (5.28), the matrix equation of the second row contains all the continuity conditions (5.33–35) at the interfaces.
between the layers, and the last row embodies the support conditions associated with the bottom and top faces of the multilayered system which are given in equations (5.36) and (5.37). In the system (5.43), the body forces have not been included, since it may be assumed that, either they are zero, i.e.,

\[
\{F\}_1^e = \{F\}_2^e = \{0\} \quad (e = 1, 2, ..., L),
\]

which is true for most applications, or they may be combined with the externally applied loads \(\{p\}_e\) at the interfaces and the faces of the layered plate. The dimensions of the sub-matrices in equation (5.43) are:

\[
\begin{bmatrix}
\mathbf{A}^{11} & \mathbf{A}^{12} \\
\mathbf{A}^{21} & \mathbf{A}^{22} \\
\mathbf{A}^{31} & \mathbf{A}^{32}
\end{bmatrix}
\begin{bmatrix}
\mathbf{A}^{12} & \mathbf{0} \\
\mathbf{A}^{22} & \mathbf{0} \\
\mathbf{A}^{32} & \mathbf{I}
\end{bmatrix}
\]

\[
\begin{array}{ccc}
6N_b L & 3N_d (L-1) & 6N_d \\
\end{array}
\]

and

\[
\begin{bmatrix}
\mathbf{B}^{11} & \mathbf{B}^{12} \\
\mathbf{B}^{21} & \mathbf{B}^{22} \\
\mathbf{B}^{31} & \mathbf{B}^{32}
\end{bmatrix}
\begin{bmatrix}
\mathbf{B}^{12} & \mathbf{0} \\
\mathbf{B}^{22} & \mathbf{0} \\
\mathbf{B}^{32} & \mathbf{I}
\end{bmatrix}
\]

\[
\begin{array}{ccc}
3N_b (L+1) & 3N_d (L+1) & 3N_d (L+1) \\
\end{array}
\]

where the expressions at the top of the matrices denote the number of columns in the subsequent sub-matrices, and the expressions at the right side denote the number of rows in the sub-matrices of the corresponding line. The complete expressions of all the \(\mathbf{A}^{ij}\) and \(\mathbf{B}^{ij}\) matrices \((i = 1, 2, 3; j = 1, 2)\) are presented on the following pages in equations (5.45) through (5.56).
Matrix $[A^{11}]$  (Dimensions: $6N_b L \times 6N_b L$)

\[
[A^{11}] = \\
\begin{bmatrix}
[\hat{H}]_{11}^{1} & -[G]_{12}^{1} & [\hat{H}]_{12}^{1} & [0] & [0] & [0] \\
[\hat{H}]_{21}^{1} & -[G]_{22}^{1} & [\hat{H}]_{22}^{1} & [0] & [0] & [0] \\
[0] & [G]_{11}^{2} & [\hat{H}]_{11}^{2} & -[G]_{12}^{2} & [\hat{H}]_{12}^{2} & [0] \\
[0] & [G]_{21}^{2} & [\hat{H}]_{21}^{2} & -[G]_{22}^{2} & [\hat{H}]_{22}^{2} & [0] \\
[0] & [0] & [G]_{11}^{3} & [\hat{H}]_{11}^{3} & -[G]_{12}^{3} & [\hat{H}]_{12}^{3} \\
[0] & [0] & [G]_{21}^{3} & [\hat{H}]_{21}^{3} & -[G]_{22}^{3} & [\hat{H}]_{22}^{3} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\]

\[\leftarrow 1\]

\[
[A^{11}] = \\
\begin{bmatrix}
[\hat{H}]_{11}^{(e-1)} & -[G]_{12}^{(e-1)} & [\hat{H}]_{12}^{(e-1)} & [0] & [0] \\
[\hat{H}]_{21}^{(e-1)} & -[G]_{22}^{(e-1)} & [\hat{H}]_{22}^{(e-1)} & [0] & [0] \\
[0] & [G]_{11}^{e} & [\hat{H}]_{11}^{e} & -[G]_{12}^{e} & [\hat{H}]_{12}^{e} \\
[0] & [G]_{21}^{e} & [\hat{H}]_{21}^{e} & -[G]_{22}^{e} & [\hat{H}]_{22}^{e} \\
[0] & [0] & [G]_{11}^{e+1} & [\hat{H}]_{11}^{e+1} & -[G]_{12}^{e+1} & [\hat{H}]_{12}^{e+1} \\
[0] & [0] & [G]_{21}^{e+1} & [\hat{H}]_{21}^{e+1} & -[G]_{22}^{e+1} & [\hat{H}]_{22}^{e+1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\]

\[\leftarrow (e-1)\]
Matrix $[A^{12}]$  
(Dimensions: $6N_bL \times 3N_d(L-1)$)
Matrix $[A^{21}]$ (Dimensions: $3N_d(L-1) \times 6N_bL$)

\[
[A^{21}] = \begin{bmatrix}
[H^*_1]_{21} & -(G^*_1)^2_{11} + (G^*_1)^2_{11} & (H^*_1)^2_{11} - (H^*_1)^2_{11} & [G^*_1]_{12}^2 & -(H^*_1)^2_{12} & [0] & [0] & [0] & [0] \\
0 & [G^*_1]_{12}^2 & [H^*_1]_{21}^2 & -(G^*_1)^3_{11} + (G^*_1)^3_{11} & (H^*_1)^3_{11} - (H^*_1)^3_{11} & [G^*_1]_{12}^3 & -(H^*_1)^3_{12} & [0] & [0] \\
0 & 0 & 0 & [G^*_1]_{12}^3 & [H^*_1]_{21}^3 & -(G^*_1)^3_{11} + (G^*_1)^3_{11} & (H^*_1)^3_{11} - (H^*_1)^3_{11} & [G^*_1]_{12}^4 & -(H^*_1)^3_{12}
\end{bmatrix}
\]

\[\leftarrow 2 \quad \leftarrow 3 \quad \leftarrow 4 \]

\[
[A^{21}] = \begin{bmatrix}
\cdots & (t)_{(e-1)} & (u)_{(e-1)} & (t)_{e} & (u)_{e} & (t)_{(e+1)} & (u)_{(e+1)} & (t)_{(e+2)} & (u)_{(e+2)} & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & (G^*_1)^{(e-1)}_{12} & (H^*_1)^{(e-1)}_{12} & -(G^*_1)^{(e-1)}_{12} + (G^*_1)^{(e-1)}_{12} & (H^*_1)^{(e-1)}_{12} - (H^*_1)^{(e-1)}_{12} & [G^*_1]_{12}^e & -(H^*_1)^3_{12} & [0] & [0] & \cdots
\end{bmatrix}
\]

\[\leftarrow e \quad \leftarrow (e+1) \]

\[
[A^{21}] = \begin{bmatrix}
\cdots & (t)_{(L-2)} & (u)_{(L-2)} & (t)_{(L-1)} & (u)_{(L-1)} & (t)_L & (u)_L & (u)_{(L+1)} & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & (G^*_1)^{(L-2)}_{12} & (H^*_1)^{(L-2)}_{12} & -(G^*_1)^{(L-2)}_{12} + (G^*_1)^{(L-1)}_{11} & (H^*_1)^{(L-2)}_{12} - (H^*_1)^{(L-1)}_{11} & [G^*_1]_{12}^{(L-1)} & -(H^*_1)^3_{12} & [0] & \cdots
\end{bmatrix}
\]

\[\leftarrow (L-1) \quad \leftarrow L \]

\[(5.47a)\]  

\[(5.47b)\]  

\[(5.47c)\]
Matrix $[A^{22}]$ (Dimensions: $3N_d(L - 1) \times 3N_d(L - 1)$)

$$
[A^{22}] = 
\begin{bmatrix}
  \{s\}_2 & \{s\}_3 & \{s\}_4 & \{s\}_5 & \cdots & \text{Interfaces}
  \\
  -([D^*]_{22}^1 + [D^*]_{11}^2) & [D^*]_{12}^2 & [0] & [0] & \leftarrow 2 \\
  [D^*]_{21}^2 & -([D^*]_{22}^2 + [D^*]_{11}^3) & [D^*]_{12}^3 & [0] & \leftarrow 3 \\
  [0] & [D^*]_{21}^3 & -([D^*]_{22}^3 + [D^*]_{11}^4) & [D^*]_{12}^4 & \leftarrow 4 \\
  & & \ddots & \ddots & \ddots \\
\end{bmatrix}
$$

(5.48a)

$$
[A^{22}] = 
\begin{bmatrix}
  \cdots & \{s\}_{(e-1)} & \{s\}_e & \{s\}_{(e+1)} & \cdots & \{s\}_{(L-2)} & \{s\}_{(L-1)} & \{s\}_L & \text{Interfaces}
  \\
  \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \leftarrow e \\
  [D^*]_{21}^{(e-1)} & -([D^*]_{22}^{(e-1)} + [D^*]_{11}^e) & [D^*]_{12}^e & \cdots & \cdots & \cdots & \cdots & \leftarrow (L - 1) \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \leftarrow L \\
  [0] & [D^*]_{21}^{(L-1)} & -([D^*]_{22}^{(L-1)} + [D^*]_{11}^L) & \cdots & \cdots & \cdots & \cdots & \leftarrow L \\
\end{bmatrix}
$$

(5.48b)
Matrix $[\mathbf{B}^{11}]$ (Dimensions: $6N_b L \times 3N_b (L+1)$)

$$
[B^{11}] = \begin{bmatrix}
\{q\}_1 & \{q\}_2 & \{q\}_3 & \ldots & \{q\}_e & \ldots & \{q\}_{L-1} & \{q\}_L & \{q\}_{L+1}
\end{bmatrix}
$$

$$
\begin{bmatrix}
[G]_{11} & [0] & [0] \\
[G]_{21} & [0] & [0] \\
[0] & [G]_{11} & [0] \\
[0] & [G]_{21} & [0] \\
[0] & [0] & [G]_{11} \\
[0] & [0] & [G]_{21}
\end{bmatrix}
\begin{bmatrix}
[G]^{e}_{11} \\
[G]^{e}_{21}
\end{bmatrix}
\begin{bmatrix}
[G]^{(L-1)}_{11} & [0] & [0] \\
[G]^{(L-1)}_{21} & [0] & [0] \\
[0] & [G]^{L}_{11} & [G]^{L}_{12} \\
[0] & [G]^{L}_{21} & [G]^{L}_{22}
\end{bmatrix}
$$

Layers:

- $\leftarrow 1$
- $\leftarrow 2$
- $\leftarrow 3$
- $\vdots$
- $\leftarrow e$
- $\vdots$
- $\leftarrow (L-1)$
- $\leftarrow L$
Matrix $[B^{12}]$ (Dimensions: $6N_bL \times 3N_d(L+1)$)

\[
[B^{12}] = \begin{bmatrix}
[D]_{11}^1 & [0] & [0] \\
[D]_{21}^1 & [0] & [0] \\
[0] & [D]_{11}^2 & [0] \\
[0] & [D]_{21}^2 & [0] \\
[0] & [0] & [D]_{11}^3 \\
[0] & [0] & [D]_{21}^3 \\
& \vdots & \\
& [D]_{11}^{(L-1)} & [0] \\
& [D]_{21}^{(L-1)} & [0] \\
& [0] & [D]_{11}^L \\
& [0] & [D]_{21}^L \\
& [0] & [D]_{22}^L \\
\end{bmatrix}
\]
Matrix $[B^{21}]$  \hspace{1cm} (Dimensions: $3N_d(L-1) \times 3N_b(L+1)$)

$$
\begin{bmatrix}
[B_{121}] & \cdots & [B_{121}]^{(e-1)} & \cdots & [B_{121}]^{(L-2)} & \cdots & [B_{121}]^{(L-1)} & \cdots & [B_{121}]^{(L)} \\
{[G^*]_{111}^{1}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{2}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{3}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{4}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{(e-1)}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{(L-2)}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{(L-1)}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
{[G^*]_{112}^{L}} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
$$

Matrix $[B^{22}]$  \hspace{1cm} (Dimensions: $3N_d(L-1) \times 3N_d(L+1)$)

$$
\begin{bmatrix}
[p_{1}] & \cdots & [p_{3}] & \cdots & [p_{4}] & \cdots & [p_{(e-1)}] & \cdots & [p_{(L-2)}] & \cdots & [p_{(L-1)}] & \cdots & [p_{L}] & [p_{(L+1)}] \\
[D_{121}^{1}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{2}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{3}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{4}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{(e-1)}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{(L-2)}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{(L-1)}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
[D_{121}^{L}] & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}
$$
Matrix $[A^{31}]$ (Dimensions: $6N_d \times 6N_bL$)

$$[A^{31}] = \begin{bmatrix} [H^*]_{11} & [-G^*]_{12} & [H^*]_{12} & [0] & [0] & \cdots & [0] & [0] & [0] & [0] & [0] & [0] \\ [0] & [0] & [0] & [0] & [0] & \cdots & [0] & [0] & [G^*]_{21} & [H^*]_{21} & [H^*]_{22} & [H^*]_{22} \end{bmatrix} \leftarrow 1, \text{ bottom}\) \hspace{1cm} (L+1), \text{ top} \) \hspace{1cm} (5.53)$$

Matrix $[A^{32}]$ (Dimensions: $6N_d \times 3N_d(L-1)$)

$$[A^{32}] = \begin{bmatrix} [-D^*]_{12} & [0] & [0] & \cdots & [0] & [0] & [0] \end{bmatrix} \leftarrow 1, \text{ bottom}\) \hspace{1cm} (L+1), \text{ top} \) \hspace{1cm} (5.54)$$
Matrix $[\mathbf{B}^{31}]$  (Dimensions: $6N_d \times 3N_b(L+1)$)

\[
[\mathbf{B}^{31}] = \begin{bmatrix}
{q}_1 & {q}_2 & {q}_3 & \cdots & {q}_{(L-2)} & {q}_{(L-1)} & {q}_L & {q}_{(L+1)} \\
\{G^*\}_{11} & [0] & [0] & \cdots & [0] & [0] & [0] & [0] \\
[0] & [0] & [0] & \cdots & [0] & [0] & \{G^*\}^L_{21} & \{G^*\}^L_{22}
\end{bmatrix} \leftarrow 1, \text{ bottom}
\]

\[\text{(5.55)}\]

Matrix $[\mathbf{B}^{32}]$  (Dimensions: $6N_d \times 3N_d(L+1)$)

\[
[\mathbf{B}^{32}] = \begin{bmatrix}
{p}_1 & {p}_2 & {p}_3 & \cdots & {p}_{(L-2)} & {p}_{(L-1)} & {p}_L & {p}_{(L+1)} \\
\{D^*\}_{11} & [0] & [0] & \cdots & [0] & [0] & [0] & [0] \\
[0] & [0] & [0] & \cdots & [0] & [0] & \{D^*\}^L_{21} & \{D^*\}^L_{22}
\end{bmatrix} \leftarrow 1, \text{ bottom}
\]

\[\text{(5.56)}\]
The total number of equations in the system (5.43) is apparently

\[ N_{\text{total}} = 6N_bL + 3N_d(L - 1) + 6N_d = 6N_bL + 3N_d(L + 1). \] (5.57)

The unknown quantities are: the \(3N_b(L - 1)\) interlaminar boundary traction components in the vectors \(\{t\}_e\) \((e = 2, 3, \ldots, L)\), the \(3N_d(L - 1)\) interlaminar traction components at the domain nodes in vector \(\{s\}\), and at each nodal point of the boundaries and each nodal point on the two faces of the plate either the displacement or the corresponding traction component. This indicates that at these nodal points there will be \(3N_b(L + 1)\) unknown quantities among the displacements \(\{u\}_e\) and the tractions \(\{q\}_e\) \((e = 1, 2, \ldots, L + 1)\), \(3N_d\) unknowns among the domain displacements \(\{u^*\}_1\) and tractions \(\{p\}_1\) of the bottom face of the plate, and finally, \(3N_d\) unknowns among the domain displacements \(\{u^*\}_{L+1}\) and tractions \(\{p\}_{L+1}\) of the top face. All the other nodal quantities in each of the aforementioned generalized vectors will be prescribed, and the total number of prescribed quantities is equal to the number of the unknown displacement and traction components. Therefore, the total number of unknowns in the system (5.43) comes up to \(N_{\text{total}}\), and it is the same as the number of available equations.

After incorporating into (5.43) the prescribed boundary displacements and tractions, the resulting reduced system of \(N_{\text{total}}\) linear algebraic equations will be solved by employing a special iterative solver which is referred to as *Jacobi bi-conjugate gradient* acceleration method and is described in Section 6.3. Once the system has been solved and the unknown components of the vectors in equations (5.38–42) have been determined, the domain nodal displacements \(\{u^*\}_e\) on the interfaces \(e = 2, 3, \ldots, L\) are computed from equations (5.29) and (5.32). Displacements at other than the nodal points, strain and stress components at any point in the three-dimensional layered system are evaluated using the equations of Section 4.6.
6.1 NUMERICAL EVALUATION
OF BOUNDARY INTEGRALS

6.1–1 Conversion of Line Integrals to Definite Integrals

The boundary integrals that appear in the boundary element model of the problem were presented in Section 5.2 and generally they have the form:

\[
\int_{\Gamma_e} U_{\beta\alpha}^e \left( \tilde{x}, \tilde{\xi} \right) d\Gamma(\tilde{x}) \quad \text{and} \quad \int_{\Gamma_e} T_{\beta\alpha}^e \left( \tilde{x}, \tilde{\xi} \right) d\Gamma(\tilde{x})
\] (6.1)

where \( \alpha, \beta = 1, 2, ..., 6; \ e = 1, 2, ..., L \) and \( n = 1, 2, ..., N_b \). The point \( \tilde{\xi} \) is a constant field or reference point, while \( \tilde{x} \) is the source or integration point on the boundary element \( \Gamma^a \). The integrands in the above integrals are the components of the fundamental solution \( U_{\alpha\beta}(x_1, x_2; \xi_1, \xi_2) \) and the traction matrix \( T_{\alpha\beta}(x_1, x_2; \xi_1, \xi_2) \), which are given in equations (3.36) and (4.6), respectively. If we evaluate the strain or stress components, these integrands become the
derivatives with respect to the coordinates of point \( \tilde{\xi} \) of the corresponding components (Section 3.7). For the sake of mathematical convenience, in the rest of this analysis both integrals of equation (6.1) will be referred to as

\[
I(\tilde{\xi}) = \int_{\Gamma^2} f(\tilde{x}, \tilde{\xi}) \, ds(\tilde{x}) \tag{6.2}
\]

where the function \( f(\tilde{x}, \tilde{\xi}) \) may represent any component of the matrices \( U_{\beta \alpha}^\xi \) and \( T_{\beta \alpha}^\xi \), or their derivatives.

The elements on the boundary are numbered consecutively counterclockwise (Section 5.2) and the direction of integration over the boundary element is defined to be also in the counterclockwise direction, i.e., from the end-point of the element with local number 1 to the end-point with number 2 (see Figure 6.1). The distance between the points \( \tilde{x} \) and \( \tilde{\xi} \) is denoted by \( R \), and it is

\[
R = \sqrt{(x_1 - \xi_1)^2 + (x_2 - \xi_2)^2} = \sqrt{x^2 + y^2} \tag{6.3}
\]

where \( P_{xy} \) is a Cartesian coordinate system with origin at \( \tilde{\xi} \) and with axes \( x \) and \( y \) parallel to the axes \( x_1 \) and \( x_2 \), respectively.

The line integral \( I(\xi_1, \xi_2) \) will be evaluated in a coordinate system \( \tilde{x} \tilde{y} \), which is obtained by rotating the \( xy \)-system through an angle \( \theta \) in the counterclockwise direction, which is the same as the direction of the integration. This is the angle of rotation that will make the new \( \tilde{y} \)-axis parallel to the chord and with its positive direction from point 1 to point 2. The \( \tilde{x} \) axis will then be perpendicular to the chord of the boundary element, as it is shown in Figure 6.1. The equations of the coordinate transformation may be written in the following way

\[
\begin{align*}
\tilde{x} &= x \cos \theta + y \sin \theta \\
\tilde{y} &= -x \sin \theta + y \cos \theta
\end{align*}
\quad \text{and} \quad
\begin{align*}
x &= \tilde{x} \cos \theta - \tilde{y} \sin \theta \\
y &= \tilde{x} \sin \theta + \tilde{y} \cos \theta
\end{align*} \tag{6.4}
\]
As it was discussed in Section 5.2, the geometry of each element in the boundary element model of the layer is approximated by a parabolic arc. The equation of this arc in the $\bar{x}\bar{y}$-system is defined as

$$
\bar{x} = g(\bar{y}) = a_1 \bar{y}^2 + a_2 \bar{y} + a_3
$$

(6.5)

where the coefficients $a_i$ ($i = 1, 2, 3$) are computed from the coordinates of the two end-points and the nodal point of the element. These points are represented in Figure 6.1 by the numbers 1, 2 and 3, respectively. Denoting by $\bar{x}_i$ and $\bar{y}_i$, the coordinates of these three points in the $\bar{x}\bar{y}$ coordinate system, the coefficients of the polynomial (6.5) are found to be

$$
a_1 = - \frac{(\bar{x}_3 - \bar{x}_1)}{\Delta},
$$

(6.6a)
\[ a_2 = \frac{(\bar{x}_3 - \bar{x}_1) (\bar{y}_1 + \bar{y}_2)}{\Delta}, \]  
\[ (6.6b) \]

and

\[ a_3 = \frac{\bar{x}_1 \bar{y}_3 (\bar{y}_1 + \bar{y}_2 - \bar{y}_3) - \bar{x}_3 \bar{y}_1 \bar{y}_2}{\Delta}. \]  
\[ (6.6c) \]

where \( \Delta = (\bar{y}_2 - \bar{y}_3) (\bar{y}_3 - \bar{y}_1) \), and \( \bar{x}_2 = \bar{x}_1 \) since the axis \( \bar{x} \) is perpendicular to the chord of the element.

The line integral can be reduced to a definite integral in terms of \( \bar{y} \) by incorporating into equation (6.2) the transformations (6.4) and the equation (6.5) of the parabolic arc. The infinitesimal element \( ds \) may be expressed in terms of \( \bar{y} \) as,

\[ ds = \sqrt{dx^2 + dy^2} = \sqrt{\left(\frac{dy}{dx}\right)^2 + 1} \quad dy = \sqrt{(2a_1 \bar{y} + a_2)^2 + 1} \quad d\bar{y}, \]  
\[ (6.7) \]

and the definite integral of equation (6.2) takes the form

\[ I = \int_{\bar{y}_1}^{\bar{y}_2} f(\bar{y}, \theta) \sqrt{(2a_1 \bar{y} + a_2)^2 + 1} \quad d\bar{y}. \]  
\[ (6.8) \]

Equation (6.8) can be used to evaluate the line integrals with kernels the components of the displacement matrix \( U_{\alpha \gamma}^\xi \) and the traction matrix \( T_{\beta \delta}^\sigma \), or even their derivatives with respect to the coordinates \( \xi_1 \) and \( \xi_2 \), where in all cases the components must be expressed first in the bar coordinate system.

It must be noted that, the components of the traction matrix, or their derivatives, depend also on the unit normal vector \( \vec{n} \), which varies along the boundary of the element \( \Gamma^a_\xi \). The direction of this unit vector is dictated always by the direction in which we have numbered the elements on the boundary. Since, on the exterior boundary of a layer the numbering direction is counterclockwise, according to the right-hand rule, the unit vector will
have an outward direction. On the interior boundaries of the layer, which are the boundaries of holes or inclusions, the numbering direction is clockwise, and thus, according to the right-hand rule, the unit vector will point again away from the domain of the matrix material. On the boundaries of the inclusions, whose boundaries coincide with those of the matrix, one can use for each element the corresponding components of the unit vector for the matrix but with opposite sign. The components $n_1$ and $n_2$ of the normal vector may be expressed at any point of the boundary element as continuous functions of the $\bar{y}$ coordinate by using the quadratic polynomial (6.5) which approximates the geometry of the element. These expressions are,

\[
\frac{\partial (x - g(y))}{\partial x} = \left[ \sqrt{(2a_1 \bar{y} + a_2)^2 + 1} \right]^{-1}
\]

and

\[
\frac{\partial (x - g(y))}{\partial y} = -(2a_1 \bar{y} + a_2) \left[ \sqrt{(2a_1 \bar{y} + a_2)^2 + 1} \right]^{-1}.
\]

6.1–2 Singular Integrals

The definite integral of equation (6.8) behaves differently according to the position of the field point $\tilde{P}(\tilde{\xi})$. If $\tilde{\xi} \notin \Gamma^\alpha$, the integrals are regular and they can be computed using a standard Gaussian quadrature rule (Stroud and Secrest, 1966). For all cases the eight-point rule gives very accurate results. However, if $\tilde{\xi} \in \Gamma^\alpha$ (i.e., the field point belongs in the interval of integration), the integrals become singular, because the integrands tend to infinity when the integration point $\bar{x}$ approaches the point $\tilde{\xi}$, and therefore a special approach must be adopted. The behavior of the integrands can be studied through the functions of equations (3.51) and (3.63) which are used in the expressions of the fundamental solution and the traction matrix. The two
different cases for the behavior of integral (6.8) are shown graphically in Figure 6.2.

Regular case: \( \tilde{x} \neq \tilde{\xi} \)

Singular case: \( \tilde{x} = \tilde{\xi} \)

**Figure 6.2** Relative position of field point \( P(\tilde{\xi}) \) and integration point \( Q(\tilde{x}) \) for regular and singular integrals.

The singularities that appear in the kernels of (6.8) are generally of logarithmic type, weak singularities or singularities that exist only in the Cauchy principal value sense. Various integration schemes have been proposed in the literature for these types of singularities and many of them have been reviewed by Telles (1987), Alarcón et al. (1989), Cerrolaza and Alarcón (1989), and Lutz (1992). In the case of a Cauchy-type singularity most of the techniques remove the singularity in the following way.
\[
\int_a^b \frac{f(x)}{x-\lambda} \, dx = \int_a^b \frac{f(x)-f(\lambda)}{x-\lambda} \, dx + f(\lambda) \int_a^b \frac{1}{x-\lambda} \, dx \quad (6.10a)
\]

or
\[
\int_a^b \frac{f(x)}{x-\lambda} \, dx = \int_a^b \frac{f(x)-f(\lambda)}{x-\lambda} \, dx + f(\lambda) \ln \left| \frac{b-\lambda}{\lambda-a} \right| \quad (6.10b)
\]

where \( f(x) \) is a regular function in the interval \([a, b]\) and \( \lambda \in (a, b) \). The integral on the right-hand side of (6.10b) is now regular, so it is possible to integrate it by means of standard Gaussian quadratures, provided that no sampling point coincides with the singular point \( \lambda \). Other techniques involve exact integration over straight elements, or subdivision of the original interval at the regions close to the singularity, and application of standard Gaussian quadrature over each subinterval. Nevertheless, these techniques have the disadvantage of not being applicable in the presence of logarithmic singularities or weak singularities of the type \( x^{-a} \) with \( a > 1 \). Many of these approaches are also unstable when the number of subdivisions is increased, and their accuracy is highly dependent upon the number of subdivisions.

In the case of a logarithmic singularity the integration can be performed by splitting the kernel, as it is shown below
\[
\int_a^b f(x) \ln |x-\lambda| \, dx = \int_a^b \left[ f(x) - f(\lambda) \right] \ln |x-\lambda| \, dx + f(\lambda) \int_a^b \ln |x-\lambda| \, dx, \quad (6.11)
\]

and evaluating the two integrals using special quadratures with logarithmic weighting functions (Stroud and Secrest, 1966). A similar approach has also been suggested by Katsikadelis and Armenàkas (1985) for the case of elements whose geometry is described by a quadratic polynomial. It is clear that the aforementioned procedures imply a certain number of added numerical
and computational complications and are not general enough to handle other types of singularities.

In order to overcome these problems and develop an approach that can deal with all types of singularities, different authors have recently suggested the use of nonlinear coordinate transformations of the integrands, which smooth out the singularity near the singular point (Telles, 1987; Cerrolaza and Alarcón, 1989).

### 6.1–3 Numerical Evaluation of Singular Integrals

In the present work, a fully numerical procedure is developed for the evaluation of all types of singular kernels (i.e., Cauchy-type singularities, logarithmic and weak singularities), using a bi-cubic transformation proposed by Cerrolaza and Alarcón (1989), in conjunction with a subdivision of the original interval at the region close to the singularity. Let the integral

\[
I_0 = \int_{\tilde{y}_1}^{\tilde{y}_2} F(\tilde{y}, \theta) \, d\tilde{y} = \lim_{\varepsilon \to 0} \left[ \int_{\tilde{y}_1}^{-\varepsilon} F(\tilde{y}, \theta) \, d\tilde{y} + \int_{\varepsilon}^{\tilde{y}_2} F(\tilde{y}, \theta) \, d\tilde{y} \right] \tag{6.12}
\]

represent the integral in equation (6.8) for the singular case, where \(\tilde{y} = 0\) is the point of singularity, and \(\tilde{y}_1 < 0 < \tilde{y}_2\). Depending on the component which is being integrated in equation (6.1), the integrand in the above equation will generally have one of the following forms,

\[
F(\tilde{y}, \theta) = f(\tilde{x}, \tilde{\xi}) \Rightarrow F(\tilde{y}, \theta) = f(\tilde{y}, \theta) \sqrt{(2a_1 \tilde{y} + a_2)^2 + 1}, \tag{6.13a}
\]

\[
F(\tilde{y}, \theta) = n_1(\tilde{\xi}) f(\tilde{x}, \tilde{\xi}) \Rightarrow F(\tilde{y}, \theta) = f(\tilde{y}, \theta), \tag{6.13b}
\]

and

\[
F(\tilde{y}, \theta) = n_2(\tilde{\xi}) f(\tilde{x}, \tilde{\xi}) \Rightarrow F(\tilde{y}, \theta) = -(2a_1 \tilde{y} + a_2) f(\tilde{y}, \theta), \tag{6.13c}
\]
in which we have used the transformed expressions (6.9) for the unit vector. Equation (6.13a) refers to terms of the fundamental solution or the traction matrix which do not involve the components of the unit vector, while equations (6.13b,c) represent terms of the traction components which contain the unit vector.

The central idea of the numerical procedure proposed here is based on the following two requirements:

(a) gather the sampling points near the singularity to improve the numerical representation of the high gradients, and

(b) obtain a sampling point distribution which essentially respects the demands of equation (6.12), i.e., the quantity \( \varepsilon \) must be the same at both sides of the singular point.

Although, the bi-cubic transformation may be applied directly to the integrands of (6.12) for the whole interval \([\bar{y}_1, \bar{y}_2]\), it was observed that better results can be obtained if the original interval \([\bar{y}_1, \bar{y}_2]\) is divided into smaller intervals, and especially if the subintervals right before and after the singular point are of equal length \(\bar{y}_c\), which is relatively small compared to the length of the element chord. Controlling these subintervals we can enforce the above two requirements more effectively and especially the second one. A good choice for the length \(\bar{y}_c\) is found to be:

\[
\bar{y}_c = \frac{1}{4} \min(\bar{y}_1, \bar{y}_2).
\]  

(6.14)

The suggested method of subdivision is shown graphically in Figure 6.3, where also the intervals \([\bar{y}_1, -\bar{y}_c]\) and \([\bar{y}_c, \bar{y}_2]\) have been bisected, although it is not necessary for most applications. If this approach is applied to the integrals of equation (6.12), it yields the following expression for the evaluation of the singular integral \(I_0\),
\[ I_0 = \int_{\tilde{y}_1}^{\tilde{y}_2} F(\tilde{y}, \theta) \, d\tilde{y} = \int_{\tilde{y}_1}^{\tilde{y}_e} F(\tilde{y}, \theta) \, d\tilde{y} \]

\[ + \lim_{\varepsilon \to 0} \left[ \int_{-\varepsilon}^{\tilde{y}_e} F(\tilde{y}, \theta) \, d\tilde{y} + \int_{\tilde{y}_e}^{\varepsilon} F(\tilde{y}, \theta) \, d\tilde{y} \right] + \int_{\tilde{y}_e}^{\tilde{y}_2} F(\tilde{y}, \theta) \, d\tilde{y} \]. \quad (6.15)

**Figure 6.3** Element subdivisions and bi-cubic transformation for the evaluation of the singular integrals.

Each of the two integrals in brackets of equation (6.15) must be mapped into a domain \( \eta[-1, 1] \) in order to evaluate them numerically by means of standard Gaussian quadratures. This mapping is performed using two cubic functions (hence the name bi-cubic transformation) which are defined over both sides of the singularity, and they have the following general form:
\[ Y_i(\eta) = A_i \eta^3 + B_i \eta^2 + C_i \eta + D_i \quad (i = 1, 2) \quad (6.16) \]

where \(i = 1\) and \(i = 2\) denote, respectively, the regions before and after the singularity. The following conditions must be satisfied by the two functions:

\[ Y_1(-1) = -\bar{y}_c, \quad Y_1(1) = 0 \quad (6.17a,b) \]
\[ Y_1(\eta_l) = -\epsilon \quad (6.18) \]
\[ \left. \frac{dY_1}{d\eta} \right|_{\eta=1} = 0 \quad (6.19) \]

and

\[ Y_2(-1) = 0, \quad Y_2(1) = \bar{y}_c \quad (6.20a,b) \]
\[ Y_2(\eta_f) = \epsilon \quad (6.21) \]
\[ \left. \frac{dY_2}{d\eta} \right|_{\eta=1} = 0 \quad (6.22) \]

where \(\eta_l = -\eta_f\) is the last point in the Gaussian quadrature. Restraints (6.17) and (6.20) impose, respectively, the new integration bounds for the intervals before and after the singular point. The conditions (6.18) and (6.21) force the images of the last Gauss point (i.e., \(\eta_l\)) in the interval \([-\bar{y}_c, 0]\), and the first Gauss point (i.e., \(\eta_f\)) in the interval \([0, \bar{y}_c]\) to be placed at distances \(-\epsilon\) and \(\epsilon\), respectively, from the singular point (see Figure 6.3). Finally, restraints (6.19) and (6.22) smooth out the singularity near the singular point and, therefore, an even better accuracy can be achieved.

The application of the previous conditions to equations (6.16) yields the following polynomial coefficients,

\[
\begin{align*}
A_1 &= \frac{-1}{1 + \eta_l} \left[ \frac{1}{4} \bar{y}_A + \frac{\epsilon}{(1 - \eta_l)^2} \right], \\
B_1 &= -A_1 + \frac{1}{4} \bar{y}_A \\
C_1 &= -A_1 - \frac{1}{2} \bar{y}_A, \\
D_1 &= A_1 + \frac{1}{4} \bar{y}_A
\end{align*}
\quad (6.23)
\]

126
\[
A_2 = \frac{1}{1 - \eta_f} \left[ \frac{1}{4} \bar{y}_B - \frac{\varepsilon}{(1 + \eta_f)^{1/2}} \right], \quad B_2 = A_2 + \frac{1}{4} \bar{y}_B
\]

\[
C_2 = -A_2 + \frac{1}{2} \bar{y}_B, \quad D_2 = -A_2 + \frac{1}{4} \bar{y}_B
\]

(6.24)

for the first and second cubic polynomials, respectively. In the above expressions (6.23) and (6.24) it is \( \bar{y}_A = -\bar{y}_c \) and \( \bar{y}_B = \bar{y}_c \) (Figure 6.3).

According to the previous analysis, the numerical evaluation of the integrals in equation (6.15) by means of the bi-cubic transformation is going to be as follows

\[

I_0 = \int_{\bar{y}_1}^{-\bar{y}_c} F(\bar{y}, \theta) \, d\bar{y}
\]

\[
+ \sum_{k=1}^{NGP} w_k \left[ F\left( Y_1(\eta_k), \theta \right) J_1(\eta_k) + F\left( Y_2(\eta_k), \theta \right) J_2(\eta_k) \right]
\]

\[
+ \int_{\bar{y}_2}^{\bar{y}_c} F(\bar{y}, \theta) \, d\bar{y}
\]

(6.25)

where

\[
J_i(\eta) = 3A_i \eta^2 + 2B_i \eta + C_i
\]

(6.26)

are the Jacobians of the two transformations, and \( \eta_k \) and \( w_k \) are the abscissas and the weights of the Gaussian quadrature of order \( NGP \). The use of the same order of quadrature in both intervals of integration is implicit in equation (6.25). The intervals \([\bar{y}_1, -\bar{y}_c]\) and \([\bar{y}_c, \bar{y}_2]\) do not have any singular points and thus the integration can be performed using standard Gaussian quadrature rules.

This approach was tested for various types of singular functions found in equations (3.51) and (3.63) of the present work and also other found in the literature (Jun et al., 1985; Telles, 1987; Katsikadelis and Kokkinos, 1987), and
the results were always in excellent agreement with the exact values. For example, if each of the outer intervals $[\bar{y}_1, -\bar{y}_c]$ and $[\bar{y}_c, \bar{y}_2]$, is subdivided into two equal intervals (Figure 6.3), and if a 24-point quadrature rule is used for all numerical integrations in (6.25), with a value of $\varepsilon = 2 \times 10^{-6} \bar{y}_c (1 - \eta l)$, which for $NGP = 24$ becomes almost $\varepsilon = 10^{-8} \bar{y}_c$, then the error is consistently less than $10^{-5}$%. When the element is symmetric about the $\bar{x}$ axis and the nodal point is located at the center of the element, subdivision of the outer intervals is not required. In this case, the 8-point quadrature rule applied for all numerical integrations in (6.25) and a value of $\varepsilon = 2 \times 10^{-5} \bar{y}_c (1 - \eta l)$, produce excellent results and the error is less than $3 \times 10^{-4}$%. For the numerical evaluation of line integrals involved in the present work, we adopt a subdivision into four intervals: $[\bar{y}_1, -\bar{y}_c]$, $[-\bar{y}_c, 0]$, $[0, \bar{y}_c]$ and $[\bar{y}_c, \bar{y}_2]$, as it is demonstrated in equation (6.25). The $\bar{y}_c$ is computed according to (6.14) and, for all four intervals, the number of Gauss points in the quadrature is $NGP = 8$. It should also be noted that for both regular and singular integrals, the Bessel functions involved in the expressions of the fundamental solution are evaluated numerically, according to the equations provided in Appendix D.

6.2 NUMERICAL EVALUATION OF DOMAIN INTEGRALS

6.2-1 Introduction

The formulation of the multilayered plate problem using integral equations produces, except from the boundary integrals (contour integrals) which were studied in the previous section, domain integrals. The domain integrals appear in the integral representation of the solution in equation (5.4) as influence or coefficient matrices. In the case of a single numerical layer, these
integrals introduce into the model the effect of the prescribed surface tractions and body forces on the displacement components at a point $\vec{\xi}$ of the layer's domain $\Omega_e$ (equations 5.16 and 5.17), while in the case of a multilayered system, they introduce the effect of the unknown interlaminal tractions and prescribed body forces (equations 5.28 and 5.29). The numerical evaluation of domain integrals is facilitated by discretizing the domain $\Omega_e$ into a number of elements, creating in this way a finite element mesh as it is shown in Figure 5.1. The mesh used in the present analysis consists of triangular three-node linear isoparametric elements (Cruse, 1969) and the surface tractions are approximated over each triangular region with the corresponding linear interpolation functions (Reddy, 1993).

The general form of the domain integrals may be written as

$$ I_k \left( \vec{\xi} \right) = \int_{\Omega^m_e} f(\vec{x}, \vec{\xi}) \phi_k(\vec{x}) \ d\Omega(\vec{x}), $$

(6.27)

where the two-point function $f(\vec{x}, \vec{\xi})$ represents the components of the fundamental solution $U_{ab}^e(\vec{x}, \vec{\xi})$ or the components of its derivatives with respect to the coordinates $\xi_1$ and $\xi_2$. The functions $\phi_k(\vec{x})$ ($k = 1, 2, 3$) are the linear two-dimensional interpolation functions used in equation (5.2) for the approximation of the surface tractions, and $\Omega^m_e$ is the $m$-th triangular element of the $e$-th layer. The reference point $\vec{\xi} (\xi_1, \xi_2)$ may be a point on the boundary or in the domain of the numerical layer, and it may coincide with boundary or domain nodal points. When the reference point coincides with the $p$-th boundary nodal point, the domain integral has the form given in equation (5.6).

The domain integral in equation (6.27) behaves differently depending on the position of the reference point relative to the triangular element of integration. The integral is characterized as regular for $\vec{\xi} \in \Omega^m_e$, singular for $\vec{\xi} \in \Omega^m_e$, and near-singular or quasi-singular when the point $\vec{\xi}$ is very close to
the boundaries of the domain $\Omega^n$. Numerical evaluation of all three types of domain integrals has been studied extensively in the literature and many of the proposed techniques produce accurate results. The regular integrals are usually evaluated using standard Gaussian quadratures over each domain element. This approach is used by the finite element method (Reddy, 1993) and the boundary element method (Brebbia et al., 1984), and extensive research work has been published on quadrature formulas over triangular elements and their applications (Cowper, 1973).

The singular and quasi-singular integrals are a major concern for the BEM, since they also contribute to the main diagonal of the influence (coefficient) matrices of the numerical model (see, equation 5.33). A common technique to overcome the singularity is subdivision of the target element (to which the field point is internal) into sub-elements with the field point as a vertex to each of them (Lachat and Watson, 1976; Crook and Smith, 1992). In this case the reference point is on the boundary of the sub-element, and since the Gauss points are in the domain of the sub-element, the singularity technically is weakened. Another approach is to formulate the problem in a way that eliminates the singularity of all the integrands through analytical integration (Takhteyev and Brebbia, 1990) or Taylor expansion of the critical terms (Cruse and Aithal, 1993). This technique, although it is very effective, it is greatly dependent on the functions that construct the fundamental solution of the problem. Zhang and Xu (1989) used the triangle polar coordinate mapping for the Cauchy principal value integral in three-dimensional problems, and Liao and Xu (1992) suggested a method which expresses the singular integral as the sum of a weakly singular integral, which is computed by means of the standard Gaussian quadrature, and an integrable Cauchy principal value integral, which is calculated by direct integration in the Cauchy principal value sense.
For near-singular integration, the usual Gauss integration procedure with simple elemental subdivision has been considered by Jun et al. (1985). Lutz (1992) used the fundamental definition of Gaussian integration to derive for specific integrands new quadrature points and weights that apply at particular normalized distances from the element. A method by Telles (1987) based on a cubic transformation of the variables in each local coordinate direction has proved to be reliable for many applications. This technique is self-adaptive, it produces a variable lumping of the Gauss stations toward the singularity, and it can also be applied for the case of singular integrals if it is combined with a subdivision of the element.

However, the various techniques found in the literature have limitations, many of them require subdivision into sub-elements and also employ many Gauss points for a successful computation of the domain integrals. Here, the compromise between accuracy and computer time is the key factor when choosing the most appropriate scheme. Since, for the problem at hand, there is a wide variety of singular, near-singular and regular integrals that must be evaluated numerically, and the number of numerical integrations which need to be performed in order to construct all the influence matrices is enormous, we have to consider an approach that requires a small number of Gauss points, does not incorporate subdivision, it is accurate and fast, and can deal effectively with regular, singular and near-singular domain integrals. A technique with all these characteristics has been developed and is presented in the following sections. The technique is semi-analytical in nature, it is developed primarily for the singular cases and it is applied in the same way to regular and near-singular domain integrals. The proposed method converts, through an analytic integration, the singular integral over the triangular domain to a definite and regular integral along the three sides of the element. The regular and definite integrals may then be evaluated
numerically using a standard Gaussian quadrature (for all cases, an 8-point quadrature gives excellent results). The regular or quasi-singular integrals are treated as a special case of the singular, by superimposing the results of a singular integration over three new triangular domains which are defined by the field point $\vec{\xi} \in \Omega^m_e$ and each side of the original triangle $\Omega^m_e$.

![Figure 6.4 Typical triangular element and coordinate systems for the numerical evaluation of singular domain integrals.](image)

6.2–2 Conversion of Singular Domain Integrals to Definite Integrals

Consider the typical triangular element occupying the domain $\Omega^m_e$, as it is shown in Figure 6.4, and assume that the field point $\vec{\xi}(\xi_1, \xi_2)$ coincides with the local node-1 of the domain element. Since all the functions $f(\vec{x}, \vec{\xi})$ in the integrand of equation (6.27) depend on the relative position $(\vec{x} - \vec{\xi})$ of the field...
point $\tilde{\zeta}$ and the integration point $\tilde{x}$, the domain integral may be evaluated in a Cartesian coordinate system having its origin at $\tilde{\zeta}$ and axes $x$ and $y$ parallel to the $x_1$ and $x_2$ axes, respectively. The coordinates of point $\tilde{x}$ in the $xy$-system are

$$x = x_1 - \xi_1, \quad y = x_2 - \xi_2$$  \hspace{1cm} (6.28)

and the distance $R$ between the points $\tilde{x}$ and $\tilde{\zeta}$ is

$$R = \sqrt{(x_1 - \xi_1)^2 + (x_2 - \xi_2)^2} = \sqrt{x^2 + y^2}.$$  \hspace{1cm} (6.29)

The domain integral in the new Cartesian system may now be written as

$$I_k \left( \tilde{\zeta} \right) = \int_{\Omega_c^m} f(x, y) \phi_k(x, y) \, dx \, dy.$$  \hspace{1cm} (6.30)

The domain integral of equation (6.30) is transformed to a new coordinate system which is obtained by rotating the $xy$-system through an angle $\phi$ in the counterclockwise direction, which is also the direction from node-2 to node-3, so that the new $\tilde{x}$-axis is perpendicular to the side 2-3 of the triangle and $\tilde{y}$ has the same orientation as the line segment from point 2 to point 3. This transformation is similar to the one used for the evaluation of the line integrals in the previous section, and is the key point in reducing the domain integrals to line integrals. In the new system the linear interpolation functions associated with the triangular element are

$$\phi_1(\tilde{x}, \tilde{y}) = 1 - \frac{\tilde{x}}{\tilde{x}_2},$$  \hspace{1cm} (6.31a)

$$\phi_2(\tilde{x}, \tilde{y}) = \frac{\tilde{y}_3}{\tilde{y}_3 - \tilde{y}_2} \frac{\tilde{x}}{\tilde{x}_2} - \frac{\tilde{y}}{\tilde{y}_3 - \tilde{y}_2},$$  \hspace{1cm} (6.31b)

and

$$\phi_3(\tilde{x}, \tilde{y}) = \frac{-\tilde{y}_2}{\tilde{y}_3 - \tilde{y}_2} \frac{\tilde{x}}{\tilde{x}_2} + \frac{\tilde{y}}{\tilde{y}_3 - \tilde{y}_2}.$$  \hspace{1cm} (6.31c)
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where $\bar{x}_i$ and $\bar{y}_i$ are the transformed coordinates of the nodes $i = 2, 3$, and which can be computed from the coordinate transformation of equation (6.4) by setting $\theta = \phi$. It is apparent that for node-1 it is: $\bar{x}_1 = \bar{y}_1 = 0$, since this point is the origin for both systems, $xy$ and $\bar{x}\bar{y}$. The expressions (6.31) are derived by assuming linear interpolation functions over the triangular element of the form

$$\phi_i(\bar{x}, \bar{y}) = a_i \bar{x} + b_i \bar{y} + c_i \quad (i = 1, 2, 3),$$

then imposing the conditions that must be satisfied by these functions at the three nodes:

$$\phi_1(\bar{x}_1, \bar{y}_1) = 1, \quad \phi_1(\bar{x}_2, \bar{y}_2) = 0, \quad \phi_1(\bar{x}_3, \bar{y}_3) = 0$$

$$\phi_2(\bar{x}_1, \bar{y}_1) = 0, \quad \phi_2(\bar{x}_2, \bar{y}_2) = 1, \quad \phi_2(\bar{x}_3, \bar{y}_3) = 0$$

$$\phi_3(\bar{x}_1, \bar{y}_1) = 0, \quad \phi_3(\bar{x}_2, \bar{y}_2) = 0, \quad \phi_3(\bar{x}_3, \bar{y}_3) = 1$$

and finally, solving the three systems of equations.

The last in these series of transformations will be one from the Cartesian bar-coordinates to triangle polar coordinates, as it is depicted in Figure 6.5. The bar-coordinates will be expressed in terms of the polar coordinates as

$$\bar{x} = R \cos \theta \quad \text{and} \quad \bar{y} = R \sin \theta,$$

or

$$\bar{y} = \bar{x} \tan \theta,$$

where $\theta$ is the angle between the $\bar{x}$-axis and the position vector to point $\bar{x}$, and $R$ has been defined in (6.29). Using equation (6.37) into the polynomials (6.31) for the linear interpolation functions, we obtain:

$$\phi_1(\bar{x}, \theta) = 1 - \psi_1 \bar{x}, \quad \phi_2(\bar{x}, \theta) = \psi_2(\theta) \bar{x}, \quad \text{and} \quad \phi_3(\bar{x}, \theta) = \psi_3(\theta) \bar{x}$$

in which the functions $\psi_i$ are defined as
$$\psi_1 = \frac{1}{x_2} = \psi_2(\theta) + \psi_3(\theta) \quad (6.39a)$$

$$\psi_2(\theta) = \frac{1}{y_3 - y_2} \left( \frac{y_3}{x_2} - \tan \theta \right) \quad (6.39b)$$

$$\psi_3(\theta) = \frac{1}{y_3 - y_2} \left( -\frac{y_2}{x_2} + \tan \theta \right) \quad (6.39c)$$

where $\psi_1$ is constant and $\bar{x}_3 = \bar{x}_2$ (Figure 6.5).

![Diagram of a typical triangular element in the \(\bar{x}\bar{y}\)-coordinate system and triangle polar coordinates.](image)

**Figure 6.5** Typical triangular element in the \(\bar{x}\bar{y}\)-coordinate system and triangle polar coordinates.

Substituting equation (6.37) into (6.4), we derive the relations for the direct transformation from the \(xy\)-coordinates to the triangle polar coordinates \(\bar{x}\) and \(\theta\),

$$x = \frac{\cos(\phi + \theta)}{\cos \theta} \bar{x} \quad \text{and} \quad y = \frac{\sin(\phi + \theta)}{\cos \theta} \bar{x}. \quad (6.40)$$
This transformation applied to the domain integrals of (6.30) yields the following double integral in the final coordinate system

\[ I_k\left(\xi\right) = \int_{\theta_1}^{\theta_2} \int_{0}^{\bar{x}_2} f(\bar{x}, \theta) \phi_k(\bar{x}, \theta) J(\bar{x}, \theta) \ d\bar{x} \ d\theta \]  
(6.41)

where \( J(\bar{x}, \theta) \) is the Jacobian for the transformation from \( xy \) to polar coordinates, and is given as

\[ J(\bar{x}, \theta) = \det \begin{bmatrix} \frac{\partial x}{\partial \bar{x}} & \frac{\partial y}{\partial \bar{x}} \\ \frac{\partial x}{\partial \theta} & \frac{\partial y}{\partial \theta} \end{bmatrix} = \frac{\bar{x}}{\cos^2\theta}. \]  
(6.42)

The limits \( \theta_1 \) and \( \theta_2 \) of the integration in (6.41) may be expressed in terms of the coordinates of the nodal points 2 and 3, as

\[ \theta_1 = \tan^{-1}\left(\frac{y_2}{x_2}\right) \quad \text{and} \quad \theta_2 = \tan^{-1}\left(\frac{y_3}{x_2}\right). \]  
(6.43)

It is interesting to note that, at the beginning of this analysis the geometry and orientation of the element in the bar-system was described by the coordinates of the nodal points 2 and 3, while now the element is described by another set of four quantities which are: the angle \( \phi \) for the orientation of triangle, and the polar coordinates \( \bar{x}_2, \theta_1 \) and \( \theta_2 \) for its geometry.

Introducing equations (6.38) and (6.42) in the domain integral of equation (6.41), we find

\[ I_1\left(\xi\right) = \int_{\theta_1}^{\theta_2} \frac{L_1(\theta) - \psi_1 L_2(\theta)}{\cos^2\theta} \ d\theta = \int_{\theta_1}^{\theta_2} \frac{L_1(\theta) - \psi_1 L_2(\theta)}{\cos^2\theta} \ d\theta - I_2\left(\xi\right) - I_3\left(\xi\right), \]  
(6.44a)

\[ I_2\left(\xi\right) = \int_{\theta_1}^{\theta_2} L_2(\theta) \frac{\psi_2(\theta)}{\cos^2\theta} \ d\theta, \]  
(6.44b)

and

\[ I_3\left(\xi\right) = \int_{\theta_1}^{\theta_2} L_2(\theta) \frac{\psi_3(\theta)}{\cos^2\theta} \ d\theta \]  
(6.44c)
where

\[ L_1(\theta) = \int_0^{\bar{x}_2} \bar{x} f(\bar{x}, \theta) \, d\bar{x} , \]  

(6.45a)

and

\[ L_2(\theta) = \int_0^{\bar{x}_2} \bar{x}^2 f(\bar{x}, \theta) \, d\bar{x} . \]  

(6.45b)

The kernel functions \( f(\bar{x}, \xi) \), which in triangle polar coordinates are expressed as \( f(\bar{x}, \theta) \), are either the components of the fundamental solution or its derivatives with respect to the coordinates \( \xi_1 \) and \( \xi_2 \), as it was also mentioned in the introductory part of this chapter. However, all these quantities are related to the functions \( f_{\alpha\beta}(x, y) \) of equations (3.51), (3.63) and (3.80), and thus the integrals in equation (6.45) may be evaluated analytically for all these functions. This task can always be accomplished easily and effortlessly through symbolic algebra on a computer (Wolfram, 1991). The expressions for the integrals \( L_1(\theta) \) and \( L_2(\theta) \) have been obtained for all the functions \( f_{\alpha\beta} \) of Chapter 3, using symbolic algebra and properties of the modified Bessel functions of the second kind and properties of their integrals (Wheelon, 1968; Luke, 1962; McLachlan, 1941). These expressions have been implemented directly into a computer code for the numerical evaluation of domain integrals.

The only integral, which is not evaluated analytically, is that of the Bessel function \( K_0(\bar{x}) \) from zero to \( \bar{x}_2 \), but for this integral one may find expressions for its numerical evaluation in Appendix D.

Substituting equations (6.39) for the interpolation functions and (6.43) for the ordinates of nodes 2 and 3 in the polar coordinate system in the integrals of equation (6.44), we obtain the final expressions for the evaluation of the singular domain integrals (6.27):

\[ I_1(\bar{\xi}) = R_1(\theta_1, \theta_2) - \frac{1}{\bar{x}_2} R_2(\theta_1, \theta_2) \]  

(6.46a)
\[ I_2(\xi) = \tan \theta_2 \frac{R_2(\theta_1, \theta_2) - R_3(\theta_1, \theta_2)}{\bar{x}_2 (\tan \theta_2 - \tan \theta_1)} \]  \hspace{1cm} (6.46b)

\[ I_3(\xi) = -\tan \theta_1 \frac{R_2(\theta_1, \theta_2) + R_3(\theta_1, \theta_2)}{\bar{x}_2 (\tan \theta_2 - \tan \theta_1)} \]  \hspace{1cm} (6.46c)

where \( R_i(\theta_1, \theta_2) \) \((i = 1, 2, 3)\) denote regular and definite integrals over the angle \( \theta \) and they are given as

\[ R_1(\theta_1, \theta_2) = \int_{\theta_1}^{\theta_2} \frac{L_1(\theta)}{\cos^2 \theta} \, d\theta, \]  \hspace{1cm} (6.47a)

\[ R_2(\theta_1, \theta_2) = \int_{\theta_1}^{\theta_2} \frac{L_2(\theta)}{\cos^2 \theta} \, d\theta, \]  \hspace{1cm} (6.47b)

and

\[ R_3(\theta_1, \theta_2) = \int_{\theta_1}^{\theta_2} \frac{\tan \theta}{\cos^2 \theta} L_2(\theta) \, d\theta. \]  \hspace{1cm} (6.47c)

The above three integrals are evaluated numerically using a standard quadrature rule. The Bessel functions involved in some of the integrands are computed numerically using the formulae in Appendix D.

The procedure for computing the integrals \( I_k(\xi_1, \xi_2) \) of equation (6.27) over the triangular element \( \Omega^m \) can be summarized for the singular case where the reference point \( \tilde{\xi}(\xi_1, \xi_2) \) coincides with the local node-1 of the triangular element in the following five steps:

1. Express the kernel functions \( f(\tilde{x}, \tilde{\xi}) = f(x, y) \) in terms of the triangle polar coordinates \( \tilde{x} \) and \( \theta \) using the transformation (6.40).

2. Determine the geometry and orientation of the triangular element in the polar coordinate system by calculating the \( \phi, \bar{x}_2, \theta_1 \) and \( \theta_2 \) from the coordinates of nodes 2 and 3 (equations 6.4 and 6.43).

3. Derive analytic expressions for the integrals \( L_1(\theta) \) and \( L_2(\theta) \) of equations (6.45).
(4) Compute numerically the definite integrals $R_1(\theta_1, \theta_2)$, $R_2(\theta_1, \theta_2)$ and $R_3(\theta_1, \theta_2)$ of equation (6.47), by employing a 8-point Gaussian quadrature rule.

(5) Finally, obtain the values for the integrals $I_k(\xi_1, \xi_2)$ by substituting the results of the previous four steps into equations (6.46).

6.2–3 Evaluation of Singular Domain Integrals

The methodology developed in Section 6.2–2 applies to the special case where the reference point \( \hat{\xi} \) is located at one of the nodal points of the triangular element \( \Omega_e^m \), and in particular at node 1. Generally, the reference point can be anywhere on the plane \( \Omega_e \) of the numerical layer, and if it is in the triangular element or on one of its three sides, the domain integrals of equation (6.27) become singular.

![Diagram](image)

**Figure 6.6** Linear distribution of the surface tractions over a triangular element which contains the reference point.
In order to evaluate the singular integrals for these two cases, let us assume that \( \tilde{\xi} \in \Omega_e^m \) as it is shown in Figures 6.6 or 6.7, and denote the vector of the surface tractions associated with this point by \( \{ \hat{t}(\tilde{\xi}) \} \) and the corresponding vectors at the three nodes of the \( m \)-th element by \( \{ \hat{t} \}^m_k \) (Figure 6.6). Since the tractions are approximated over the element using the linear interpolation functions (equation 5.2), the traction vector at point \( \tilde{\xi} \) may be expressed in terms of the nodal values as

\[
\{ \hat{t}(\tilde{\xi}) \} = \{ \hat{t} \}^m_{\xi} = \sum_{k=1}^{3} \phi_k(\tilde{\xi}) \{ \hat{t} \}^m_k
\]

\[
= \phi_1(\xi_1, \xi_2) \{ \hat{t} \}^m_1 + \phi_2(\xi_1, \xi_2) \{ \hat{t} \}^m_2 + \phi_3(\xi_1, \xi_2) \{ \hat{t} \}^m_3. \quad (6.48)
\]

**Figure 6.7** Subdivision of a triangular element for reference point located in the domain of the element.
Having the reference point inside the triangular domain, the element is subdivided into three sub-elements with a common vertex at this point \( \xi \). These new triangular elements are denoted by \( \omega_1, \omega_2 \) and \( \omega_3 \) as it is shown in Figure 6.7, and it is \( \Omega^m = \omega_1 \cup \omega_2 \cup \omega_3 \). The first sub-domain has vertices \( \xi = 2 - 3 \), the second \( \xi = 3 - 1 \) and the third \( \xi = 1 - 2 \), where the order in which the vertices are referred to indicates the way they are numbered locally within each sub-domain.

The domain integral which must be evaluated for all the different positions of the reference point has the general form (see equations 5.6 and 6.27)

\[
\int_{\Omega^m} f(\tilde{\xi}, \tilde{\xi}) \{ \hat{\xi}(\tilde{x}) \} \, d \Omega(\tilde{x}) = \{ \hat{t} \}_k^m \int_{\Omega^m} f(\tilde{\xi}, \tilde{\xi}) \phi_k(\tilde{x}) \, d \Omega(\tilde{x}),
\]

(6.49)

and for a reference point \( \tilde{\xi} \) located in the element \( \Omega^m \), it becomes

\[
\int_{\Omega^m} f(\tilde{x}, \tilde{\xi}) \{ \hat{\xi}(\tilde{x}) \} \, d \Omega(\tilde{x}) = \int_{\omega_1} f(\tilde{x}, \tilde{\xi}) \{ \hat{\xi}(\tilde{x}) \} \, d \omega(\tilde{x})
\]

\[
+ \int_{\omega_2} f(\tilde{x}, \tilde{\xi}) \{ \hat{\xi}(\tilde{x}) \} \, d \omega(\tilde{x}) + \int_{\omega_3} f(\tilde{x}, \tilde{\xi}) \{ \hat{\xi}(\tilde{x}) \} \, d \omega(\tilde{x})
\]

(6.50)

where \( \tilde{\xi} \) coincides always with the first local node of each sub-domain (local for the sub-element). All three integrals of the right-hand side of equation (6.50) are singular and they have the same form as the singular integral studied in the previous sub-section. Therefore, the proposed semi-analytical methodology can be applied for every integral in equation (6.50). Denoting the results over each sub-element \( \omega_i (i = 1, 2, 3) \) by \( I_1^{(i)}, I_2^{(i)} \) and \( I_3^{(i)} \), the nine integrals associated with the \( m \)-th triangular element may be evaluated using equations (6.46) and (6.47), and the singular integral of (6.50) takes the following form,
\[
\int_{\Omega^n_m} f(\mathbf{\hat{x}}, \mathbf{\hat{\xi}}) \left[ \mathbf{\hat{t}}(\mathbf{\hat{x}}) \right] d\Omega(\mathbf{\hat{x}}) = \left\{ \hat{t} \right\}_1^m I_1^{(1)} + \left\{ \hat{t} \right\}_2^m I_1^{(2)} + \left\{ \hat{t} \right\}_3^m I_3^{(1)} + \left\{ \hat{t} \right\}_5^m I_1^{(2)} + \left\{ \hat{t} \right\}_3^m I_2^{(2)} + \left\{ \hat{t} \right\}_1^m I_3^{(2)} + \left\{ \hat{t} \right\}_5^m I_1^{(3)} + \left\{ \hat{t} \right\}_1^m I_2^{(3)} + \left\{ \hat{t} \right\}_2^m I_3^{(3)}
\] (6.51)

where \( \left\{ \hat{t} \right\}_k^m \) with \( k = 1, 2, 3 \) are the traction vectors at the three nodes of the \( m \)-th element, and \( \left\{ \hat{t} \right\}_\xi^m \) is the vector at the reference point \( \hat{\xi} \).

Substitution of the linear interpolation equations of (6.48) into (6.51), yields the expression for the evaluation of the singular domain integral for a reference point \( \hat{\xi} \) in the triangular element \( \Omega^n_m \):

\[
\int_{\Omega^n_m} f(\mathbf{\hat{x}}, \mathbf{\hat{\xi}}) \left[ \mathbf{\hat{t}}(\mathbf{\hat{x}}) \right] d\Omega(\mathbf{\hat{x}}) = \left[ \phi_1(\mathbf{\hat{\xi}}) \left( I_1^{(1)} + I_1^{(2)} + I_1^{(3)} \right) + I_2^{(3)} \right] \left\{ \hat{t} \right\}_1^m
\]
\[
+ \left[ \phi_2(\mathbf{\hat{\xi}}) \left( I_1^{(1)} + I_1^{(2)} + I_1^{(3)} \right) + I_2^{(1)} + I_3^{(1)} \right] \left\{ \hat{t} \right\}_2^m
\]
\[
+ \left[ \phi_3(\mathbf{\hat{\xi}}) \left( I_1^{(1)} + I_1^{(2)} + I_1^{(3)} \right) + I_2^{(1)} + I_3^{(1)} \right] \left\{ \hat{t} \right\}_3^m
\] (6.52)

where the values of the interpolation functions at the reference point are computed from the following expressions

\[
\phi_1(\mathbf{\hat{\xi}}) = \phi_1(\xi_1, \xi_2) = \frac{x_{(2)} y_{(3)} - x_{(3)} y_{(2)}}{A},
\] (6.53a)

\[
\phi_2(\mathbf{\hat{\xi}}) = \phi_2(\xi_1, \xi_2) = \frac{x_{(3)} y_{(1)} - x_{(1)} y_{(3)}}{A},
\] (6.53b)

and

\[
\phi_3(\mathbf{\hat{\xi}}) = \phi_3(\xi_1, \xi_2) = \frac{x_{(1)} y_{(2)} - x_{(2)} y_{(1)}}{A},
\] (6.53c)

in which the denominator \( A \) is

\[
A = (x_{(2)} - x_{(1)}) (y_{(3)} - y_{(1)}) - (x_{(3)} - x_{(1)}) (y_{(2)} - y_{(1)}).
\] (6.54)
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In equation (6.54), $x_{(k)}$ and $y_{(k)}$ $(k = 1, 2, 3)$ denote the coordinates of the local nodal points of the triangular element $\Omega_c^m$ in the $xy$-Cartesian system (Figure 6.4).

Equations (6.52) can also be used to evaluate numerically domain integrals in the case where the reference point is located on one of the sides of the triangular element $\Omega_c^m$. This case is shown in Figure 6.8 where the point $\xi$ is placed on the side 3-1 of the element. The triangular domain is divided now into two sub-elements, namely $\omega_1$ and $\omega_3$, which correspond to the same sub-elements of Figure 6.7. The only difference from the previous case is that the sub-domain $\omega_2$ has now vanished, and thus, the values of all the integrals $T_{(2)}^k$ in equation (6.52) become zero.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure6.8.png}
\caption{Subdivision of a triangular element for reference point located on the side 3-1 of the element.}
\end{figure}
6.2–4 Evaluation of Regular and Near-Singular Domain Integrals

Consider the triangular element $\Omega_e^m$ of Figure 6.9 and a reference point such that $\xi \not\in \Omega_e^m$. In this case the integrals of equation (6.27) are regular, or near-singular if the point is very close to the boundary of the element. These two types of domain integrals will be evaluated using the methodology developed for the singular cases and equations (6.52). This approach, when applied to regular integrals, is the most accurate, because the expressions developed in Section 6.2–3 can treat all the singularities analytically, and therefore the numerical scheme is not affected by the near-singular integrals. It is also the most economical, since it reduces the domain integrals to definite integrals, which can be evaluated very accurately by employing eight Gauss points on each side of the triangular element.

![Diagram](image)

Figure 6.9 Subdivision of an element for reference point located out of the triangular domain.
The three domains of integration, \( \omega_1 \), \( \omega_2 \) and \( \omega_3 \), are depicted in Figure 6.9 by the cross-hatched areas and the domain \( \Omega'_e \) is composed from the three sub-domains as \( \Omega'_e = \omega_2 \cup \omega_3 \cup (-\omega_1) \). The fact that the domain \( \omega_1 \), along with the corresponding integrals over this region, must be subtracted from the other two domains and the integrals associated with them, is due to the specific position of \( \tilde{\xi} \) with respect to the element. For another position of the reference point, the domains will be combined differently, in order to produce the element \( \Omega''_e \). Nevertheless, this situation is automatically recognized and treated by the developed procedure. That is true because, the method as it was presented for singular integrals with \( \tilde{\xi} \) at node-1 in Section 6.2–2, requires that the local nodes are numbered counterclockwise, and the general approach for all types of singular integrals in Section 6.2–3 was developed by considering the reference point as the first vertex for all three triangular sub-domains and for \( \omega_1 \), \( \omega_2 \) and \( \omega_3 \) the local nodes were numbered in the order \( \xi - 2 - 3, \xi - 3 - 1 \) and \( \xi - 1 - 2 \), respectively. So in the numerical analysis of singular integrals, the nodes are always numbered counterclockwise as it is shown in Figure 6.7. Referring now to the regular integrals, the local nodes of the triangle \( \omega_1 \) will be considered in the order \( \xi - 2 - 3 \) (clockwise) for the evaluation of the coefficients \( I_k^{(i)} \) by the numerical scheme (equation 6.52). This order, however, for a point out of the domain \( \Omega''_e \) (Figure 6.9), is clockwise and, thus, all the integrals over the sub-domain \( \omega_1 \) will have opposite sign compared to those for counterclockwise numbering of the nodes. This is exactly what we expected, according to our original observations based on Figure 6.9.

It is therefore evident that the proposed technique of Section 6.2–3 is general, and it can be used to evaluate numerically regular, near singular and all types of singular domain integrals. The method does not have any
limitations and for all the tests that were performed produced excellent results. Its salient features are the accuracy, the speed and the generality. The approach, in its present form, may also be applied to linear four-node quadrilateral elements, if each domain is subdivided into triangular sub-elements. Using the same concept and the triangle polar coordinate transformation, one can derive integration schemes for higher order elements.

6.2–5 Constant Traction Distribution over a Triangular Element

The numerical evaluation of the domain integrals, which is described by equations (6.52), is developed assuming a linear distribution of the surface tractions over the triangular element. If the surface tractions (or the body forces) are considered to be constant over each triangular element, then the expressions for the numerical evaluation of the domain integrals are simplified and the work involved in the calculations is considerably reduced.

For constant traction vector over the \( m \)-th element, the nodal values are equal and they are represented by the value at the center of the element. Denoting by \( \{ \hat{t} \}_m \) the value at the centroid of the triangular element, it is

\[
\{ \hat{t} \}_1 = \{ \hat{t} \}_2 = \{ \hat{t} \}_3 = \{ \hat{t} \}_m.
\]  \hspace{1cm} (6.55)

Incorporating equation (6.55) into (6.52) and using also the property of the interpolation functions,

\[
\phi_1(\tilde{\xi}) + \phi_2(\tilde{\xi}) + \phi_3(\tilde{\xi}) = 1,
\]

the domain integral is written as follows

\[
\int_{\Omega^s} f\left(\tilde{x}, \tilde{\xi}\right) \{ \hat{t}(\tilde{x}) \} \ d\Omega(\tilde{x}) = \left[ I_1^{(1)} + I_2^{(1)} + I_3^{(1)} + I_1^{(2)} + I_2^{(2)} + I_3^{(2)} \right.
\]

\[
+ I_1^{(3)} + I_2^{(3)} + I_3^{(3)} \] \ \{ \hat{t} \}_m  \hspace{1cm} (6.57)
\]
Moreover, it is known from equation (6.44a) that the sum of the integrals
\[ I_k\left(\xi\right) \] is equal to the integral of equation (6.47a), i.e.,
\[ I_1\left(\xi\right) + I_2\left(\xi\right) + I_3\left(\xi\right) = R_1(\theta_1, \theta_2), \] (6.58)
for reference point \(\vec{\xi}\) located at node-1 of a triangular element. Combining
the above relation with equation (6.57), we arrive at the following expression
\[ \int_{\Omega^a} f\left(\vec{x}, \vec{\xi}\right) \left\{ \hat{t}(\vec{x}) \right\} d\Omega(\vec{x}) = \left[ R_1^{(1)} + R_1^{(2)} + R_1^{(3)} \right] \left[ \hat{t} \right]^m, \] (6.59)
which is the general formula for the numerical evaluation of any type of
domain integral for a constant traction distribution over the element. The po-
sition of the reference point is the one indicated in Figure 6.7, and from
which according to the developed scheme any other configuration can be re-
produced. In equation (6.59), \( R_1^{(1)} \), \( R_1^{(2)} \) and \( R_1^{(3)} \) denote, respectively, the inte-
gral in equation (6.47a) for each of the three sub-domains \( \omega_1 (\xi-2-3) \),
\( \omega_2 (\xi-3-1) \) and \( \omega_3 (\xi-1-2) \) of Figure 6.7. It is important to note that for
constant traction components over the element, one needs only to evaluate
analytically the integral \( L_1(\theta) \) of equation (6.45a) and numerically the inte-
gral \( R_1^{(i)}(\theta_1, \theta_2) \) of (6.47) for each of the three sub-domains \( \omega_i \).

6.3 ITERATIVE SOLUTION OF BEM EQUATIONS
BY THE BI-CONJUGATE GRADIENT METHOD

The major costs of large scale finite element or boundary element calcula-
tions, particularly in three dimensions, arise from computing solutions to sys-
tems of linear equations. Direct methods, i.e., those based upon Gaussian
elimination, can easily require prohibitively large amounts of both CPU and
storage. Iterative procedures avoiding the formation and factorization of a
global system of equations can circumvent these difficulties. Iterative tech-
niques employed for solving FEM systems of equations (Hughes et al., 1987)
take advantage of the fact that the system matrix is symmetric and positive-
definite. Unfortunately BEM matrices do not have any of these two favorable
characteristics. This fact rules out a great number of iterative methods and
makes the solution of BEM systems of equations essentially more difficult. A
thorough presentation of the different iterative techniques available in the
literature for BEM systems of equations can be found in the papers by Man-
sur et al. (1992), Barra et al. (1992), and Araújo and Mansur (1989).

For the problem of the multilayered system, the number of equations, or
equivalently the number of unknown quantities, depends on the number of
boundary and domain elements used to model each layer, but foremost on the
number of numerical layers. Each numerical layer is represented by a set of
matrices which are constructed from the equilibrium equations associated
with this layer. The global matrix, which describes the whole layered system,
is assembled from the matrices of the individual numerical layers (equation
5.43) through compatibility conditions, and in most of the cases it is a very
large matrix. It is therefore preferable, and some times it becomes necessary,
to adopt an iterative scheme for the solution of the system of equations. The
technique used in the present work is the bi-conjugate gradient method (bi-
CG) with Jacobi preconditioning matrix. This iterative solver is available in
the literature (Mansur et al., 1992), and it is considered to be one of the most
efficient schemes and one that leads to large computer savings, especially for
large systems (for applications with 522 equations the time is about four
times smaller than that with the direct Gauss elimination method).
The final matrix of equations for the three-dimensional analysis of a multilayered system has been derived in Chapter 5, and it is given in equation (5.43). The system of equations, however, cannot be rendered to the iterative solver unless the coefficient matrices of the traction vectors are scaled. As it is recommended by many researchers and also checked with specific examples in the present work (two-dimensional elasticity problems), a coefficient scaling is required in order to achieve substantial reductions in the number of iterations (usually 50–60%). For the elasticity problem at hand the scale factor is chosen to be

\[
C_s = \max \left[ \frac{E_e}{1 - \nu_e^2} \right]
\] (6.60)

where \(E_e\) is the modulus of elasticity and \(\nu_e\) is the Poisson's ratio for the \(e\)-th numerical layer. This scaling coefficient is used to factor the coefficient matrices of all the traction vectors \(\{t\}_e\) in the generalized vector \(\{\bar{u}\}\), the vector \(\{s\}\), and those components of the vectors \(\{q\}\) and \(\{p\}\) which are not prescribed. For example, the coefficient matrix of \(\{s\}\) will be scaled as follows

\[
\left[ A^{12} \right] \{s\} = \left( C_s \left[ A^{12} \right] \right) \left( \frac{1}{C_s} \{s\} \right) = \left[ A^{12}_s \right] \{s_s\}
\] (6.61)

where the scaled matrices \(\left[ A^{12}_s \right]\) and \(\{s_s\}\) will replace the \(\left[ A^{12} \right]\) and \(\{s\}\) in the system of equations (5.43). At the end of the iterative procedure, when the solution has been obtained, the actual vectors may be computed from the scaled ones by multiplying the latter by \(C_s\).

Once the matrices have been factored and the prescribed boundary quantities have been introduced into equation (5.43), the final form of the system of equations will become

\[
\left[ A \right] \{X\} = [b]
\] (6.62)
where \([A]\) is the system matrix and \(\{X\}\) is the vector of all the unknown quantities. It should be emphasized that \([A]\) and \(\{b\}\) must not be assembled from the individual matrices of each numerical layer (see equations 5.28 and 5.29), since this will produce a very large matrix and will increase dramatically the storage requirements. In the present work, for each of the six matrices associated with a numerical layer (element), a three-dimensional matrix is created. The first two dimensions of this matrix are the same as the dimensions of the element matrix and the third is \(L\) (number of numerical layers). The entries of each element matrix are stored directly into the corresponding 3-D matrix and, along the third dimension, at the same position where the numerical layer appears in the model of the multilayered system (Figure 5.2). For the evaluation of products required by the iterative scheme and involving either \([A]\) or \(\{b\}\), subroutines have been designed especially for this purpose, which control the assembly process and evaluate these products at the element level.

The matrix \([A]\) is preconditioned employing the splitting matrix \([Q]\), whose components are defined for the Jacobi method as

\[
Q_{ij} = \begin{cases} 
A_{ij} & \text{if } i = j \\
0 & \text{if } i \neq j 
\end{cases} \quad (6.63)
\]

The algorithm for the computational implementation of the bi-conjugate gradient method with Jacobi preconditioning matrix \(\{Q\}\), is given below:

- \(TOL = 10^{-7}\) (initial tolerance)
- \(\{X\} = \{X_0\}\) (initial solution vector)
- \(\{b^*\} = [Q]^{-1} \{b\}\)
- \(TOL = TOL * \sqrt{\{b^*\}^T \{b^*\}}\) (working tolerance)
\{r^*\} = [Q]^{-1} (\{b\} - [A] \{X\})

DEL0 = \{r^*\}^T \{r^*\} \quad \Rightarrow \quad SDEL0 = \sqrt{DELO}

\text{if} \quad SDEL0 \leq TOL \quad \text{then} \quad \text{STOP}

\{p\} = \{r^*\} \quad ; \quad \{\tilde{p}\} = \{r^*\} \quad ; \quad \{r^*\} = \{r^*\} \quad \text{initialize the vectors)

R : \quad \{h\} = [A] \{p\} \quad \text{(iterative scheme begins)}

\{h^*\} = [Q]^{-1} \{h\}

\lambda = \frac{DELO}{\{\tilde{p}\}^T \{h^*\}}

\{X\} = \{X\} + \lambda \{p\}

\{r^*\} = \{r^*\} - \lambda \{h^*\}

DEL1 = \{r^*\}^T \{r^*\} \quad \Rightarrow \quad SDEL1 = \sqrt{DELI}

\text{if} \quad SDEL1 \leq TOL \quad \text{then} \quad \text{STOP}

\{h\} = [Q]^{-1} \{\tilde{p}\}

\{h^*\} = [A]^T \{h\}

\{\tilde{r}^*\} = \{\tilde{r}^*\} - \lambda \{h^*\}

DEL1 = \{\tilde{r}^*\}^T \{r^*\}

\alpha = \frac{DELI}{DELO}, \quad DELO = DEL1

\{p\} = \{r^*\} + \alpha \{p\} \quad \text{(the new vectors \{p\} and \{\tilde{p}\})}

\{\tilde{p}\} = \{\tilde{r}^*\} + \alpha \{\tilde{p}\}

GOTO \quad R \quad \text{(next iteration)}

In the above iterative scheme the superscript $T$ denotes transpose and the initial solution vector is usually chosen to be $\{X_0\} = \{0\}$. The matrix $[Q]^{-1}$ is the inverse of the preconditioning matrix, and it is given as
\[ [Q]^{-1} = \begin{bmatrix}
\frac{1}{A_{11}} & 0 & 0 \\
0 & \frac{1}{A_{22}} & 0 \\
0 & 0 & \frac{1}{A_{33}} \\
\end{bmatrix} \] (6.64)

where \( A_{ij} \) denote the entries of the system matrix \( [A] \). These entries are extracted from the three-dimensional matrices, in which we have stored the matrices of each numerical layer.
Chapter 7

CONCLUSIONS AND RECOMMENDATIONS

7.1 SUMMARY AND CONCLUSIONS

A hybrid methodology has been developed for the analysis of layers, plates, and multilayered systems consisting of isotropic linear elastic materials. The multilayered system can have irregular shapes and can contain inclusions and holes. It can be subjected to body forces distributed over the entire volume or over a subregion, line loads and/or point loads either on the boundary or in the domain, and distributed boundary tractions. Regarding the support conditions, the boundary of the multilayered system may be free, clamped, or subjected to prescribed displacements along parts of it and/or at discrete points. It may also be elastically supported over a part or at discrete points on the boundary, and simply supported in a prescribed direction at a point.
The system may be resting on elastic foundation or be rigidly supported at specific areas or points of its bottom and top surfaces (internal supports).

The method decomposes the three-dimensional elasticity problem in a one-dimensional problem through the thickness, and a two-dimensional problem in the plane. A one-dimensional finite element model is constructed for the analysis of the first problem and an exact solution is derived for the second problem. This exact solution is represented by integral equations along the boundaries of the layers. The multilayered system is modeled by discretizing its thickness into numerical layers, and its boundaries into boundary elements. The proposed method models this complicated elasticity problem, which has many interesting physical applications, and provides continuous solutions for the displacement and stress fields over the entire domain of the problem, the strains in each layer, the interlaminar stresses and other localized effects. One of the most fascinating features of this hybrid methodology is that, a thorough three-dimensional analysis is performed by using only contour integrals (boundary integrals).

This innovative method is based on an energy formulation which involves only the displacement components. The total potential energy produces, first, the weak form of the problem, which is used to introduce the layerwise approximation of the displacement field, and then, it produces the governing equations for an infinite layer subjected to a concentrated load. Furthermore, it serves as the foundation for the development of the integral equation model. Through this energy formulation, we not only model the thickness problem and derive the equations of the fundamental problem, but we also manage to couple a finite element formulation through the thickness of the plate, with a boundary integral equation formulation for the plane problem. The usual way of coupling the two methods is to discretize the structure into
elements and to apply appropriate compatibility conditions at the common nodal points of the two models. This approach is not so accurate, because it does weigh evenly the residual (error) over the domain of the problem.

The boundary integral equations can produce the integral representation of the solution, only if the fundamental solution of the problem is available. Since, for the problem at hand, such a solution is not available in the literature, we have proposed a systematic approach for deriving semi-analytical fundamental solutions for the typical infinite numerical layer. This approach incorporates the method of integral Fourier transforms and has been demonstrated for the case of a linear displacement approximation through the thickness of the layer. The fundamental solution has been used to derive expressions for the traction components and the stresses in the infinite layer, and also to produce a Somigliana-type identity for the typical numerical layer. Boundary integral equations have been obtained for the displacement components at points on the boundary of the layer, and the stress and strain components at any point of the layer.

The boundary integral equations have been discretized using the boundary element method and a numerical model has been developed for the single layer. In this model the nodal displacements and tractions at the boundary of the layer are related to any prescribed quantities at the boundary or in the domain through matrix equations. The model of the typical numerical layer (element) has been extended to the case of a multilayered system by introducing appropriate continuity conditions at the interfaces between the layers. These conditions are described in detail for the case of firmly bonded layers, and also for the case of separation (debonding), slip and friction between the layers. Assembly of the element matrices has been used in order to form the global system of equations, and an iterative solver has been suggested for its
solution. This iterative solver is the bi-conjugate gradient method with Jacobi preconditioning matrix.

Numerical techniques have been developed for the evaluation of the boundary and domain integrals involved in the construction of the element matrices. The singular boundary integrals are computed using a special coordinate transformation, along with a subdivision of the boundary element and a bi-cubic transformation of the Gauss points. The domain integrals, either regular, singular or near-singular, are transformed to regular integrals along the boundary of the domain element using triangle polar coordinates and an analytical integration in the radial direction which removes the singularities. The domain integrals that appear in some of the matrices of the typical numerical layer are required, either to introduce the prescribed surface tractions for the case of a single layer, or to introduce the interface equilibrium conditions for the case of a multilayered system.

The novel formulation presented in this work, begins with the total potential energy, and then by incorporating the layerwise theory, the finite element method, fundamental solutions (Green's functions), integral Fourier transforms, boundary integral equations, and finally, the boundary element method, it produces a powerful, efficient and elegant model for the three-dimensional analysis of multilayered systems.

7.2 RECOMMENDATIONS

The proposed model for the analysis of multilayered systems must be tested numerically by analyzing several multilayered systems with irregular shapes subjected to various types of loads. The numerical results must be compared with those from existing numerical solutions in order to demonstrate the
efficiency and accuracy of the proposed method. The layerwise boundary element model with its generality and its powerful features, that were developed in the present work, must be used to study difficult problems associated with laminated plates, for which other methods have failed to produce accurate results.

The same methodology can be applied in an obvious manner to anisotropic materials. The approach is going to be exactly the same and it will only be required to derive a new fundamental solution. However, the methodology for deriving such a solution has already been presented and all the mathematical and computational tools have been developed and applied to the case of the isotropic layers. In a similar way, we may obtain fundamental solutions and develop numerical models for mixed formulations, for layers resting on elastic foundation (Pasternak or Winkler-type foundations), or for higher order approximations of the displacement field through the thickness of a numerical layer. The problem of thermal stresses, vibrations or stability may be treated in an analogous manner.
APPENDIX A

Properties of Bessel Functions

Inversion of the functions $\tilde{f}_{\alpha\beta}$, which compose the transformed fundamental solution $\tilde{U}_{ij}(\alpha_1, \alpha_2; \xi_1, \xi_2)$ and transformed stresses $\tilde{S}_{ij}(\alpha_1, \alpha_2; \xi_1, \xi_2)$, is performed using the integral expressions (3.50) and incorporating recurrence formulae and analytical evaluation of infinite integrals of Bessel functions. All these properties are listed below (Wheelon, 1968; Abramowitz and Segun, 1968):

\begin{equation}
J_{k+1}(\bar{\rho} \frac{R}{h}) + J_{k-1}(\bar{\rho} \frac{R}{h}) = \frac{2kh}{\bar{\rho}R} J_k(\bar{\rho} \frac{R}{h}) \tag{A.1}
\end{equation}

\begin{equation}
\int_0^\infty \frac{\bar{\rho}}{b^2 + \bar{\rho}^2} J_0(\bar{\rho} \frac{R}{h}) d\bar{\rho} = K_0(b \frac{R}{h}) \tag{A.2}
\end{equation}
\[ \int_{\rho}^{\infty} \frac{\bar{\rho}^2}{c^2 + \bar{\rho}^2} J_1\left(\frac{\bar{\rho}}{h} \frac{R}{h} \right) \, d\bar{\rho} = c K_1\left(\frac{c}{h} \frac{R}{h} \right) \]  
(A.3)

\[ \int_{\rho}^{\infty} \frac{1}{b^2 + \bar{\rho}^2} J_1\left(\frac{\bar{\rho}}{h} \frac{R}{h} \right) \, d\bar{\rho} = \frac{h}{b^2 R} \frac{1}{b} K_1\left(\frac{b}{h} \frac{R}{h} \right) \]  
(A.4)

\[ \int_{\rho}^{\infty} \frac{1}{\bar{\rho}} J_2\left(\frac{\bar{\rho}}{h} \frac{R}{h} \right) \, d\bar{\rho} = \frac{1}{2} \]  
(A.5)

\[ \int_{\rho}^{\infty} J_k\left(\frac{\bar{\rho}}{h} \frac{R}{h} \right) \, d\bar{\rho} = \frac{h}{R} \]  
(A.6)

where \( K_0 \) and \( K_1 \) are the modified Bessel functions of the second kind of zero and first order, respectively, and \( J_k \) are the Bessel functions of the first kind of order \( k \). In the above expressions \( c \) is a constant which is given in (3.40) and \( b \) is a constant, which in some of the functions \( \tilde{F}_{\alpha\beta} \) takes the value \( b = 3 \), while in other functions takes the value \( b = c \).

In order to prove that the fundamental solution \( U_{ij} \) satisfies the governing equations in the physical space and that the stress matrix \( S_{ij} \) is related to the displacements \( U_{ij} \) through the constitutive relations (3.64), we use the recurrence formulae for the modified Bessel functions and their derivatives, which are

\[ K_{n+1}(z) - K_{n-1}(z) = \frac{2n}{z} K_n(z), \]  
(A.7)

and

\[ \frac{dK_n(z)}{dz} = -K_{n+1}(z) + \frac{n}{z} K_n(z). \]  
(A.8)
APPENDIX B

Convergent Integrals of the Fundamental Solution

In the construction of the final fundamental solution and the corresponding stress components it is required to evaluate the following two convergent integrals

\[
G_1 - G_1^* = \int_0^\infty \frac{1}{\tilde{\rho}} J_0\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} - \int_0^\infty \frac{e^{-\tilde{\rho}}}{\tilde{\rho}} d\tilde{\rho}
\]  \hspace{1cm} (B.1)

\[
G_2 - G_2^* = \int_0^\infty \frac{1}{\tilde{\rho}^3} J_0\left(\tilde{\rho} \frac{R}{h}\right) d\tilde{\rho} - \int_0^\infty \left(\frac{1}{\tilde{\rho}^3} - \frac{R^2}{4h^2} \frac{e^{-\tilde{\rho}}}{\tilde{\rho}}\right) d\tilde{\rho}
\]  \hspace{1cm} (B.2)

(i) \hspace{0.5cm} Evaluation of the integral (B.1)

The integral of equation (B.1) can be re-written in the form

\[
G_1 - G_1^* = \int_0^\infty \left[\frac{1 - e^{-\tilde{\rho}}}{\tilde{\rho}} J_0\left(\tilde{\rho} \frac{R}{h}\right) - \frac{e^{-\tilde{\rho}}}{\tilde{\rho}} \left[1 - J_0\left(\tilde{\rho} \frac{R}{h}\right)\right]\right] d\tilde{\rho}
\]  \hspace{1cm} (B.3)

and using the following integral properties of the Bessel functions (Wheelon, 1968; Gray and Mathews, 1931),

\[
\int_0^\infty \frac{1 - e^{-px}}{x} \frac{J_0(qx)}{x} \, dx = \ln \left(\frac{p + \sqrt{q^2 + p^2}}{q}\right), \quad R(p) > R(iq)
\]  \hspace{1cm} (B.4)

\[
\int_0^\infty \frac{e^{-px}}{x} \left[1 - J_0(x)\right] \, dx = -\ln \left(\frac{2p}{p + \sqrt{1 + p^2}}\right), \quad R(p) > 0
\]  \hspace{1cm} (B.5)

equation (B.3) becomes
\[ G_1 - G_1^* = \ln \left( \frac{1 + \sqrt{(R/h)^2 + 1}}{R/h} \right) + \ln \left( \frac{2}{1 + \sqrt{1 + (R/h)^2}} \right) = \ln \left( \frac{2h}{R} \right). \quad (B.6) \]

(ii) **Evaluation of the integral** (B.2)

The integrals of equation (B.2) can be re-written in the form

\[ G_2 - G_2^* = \int_0^\infty \left\{ \frac{1}{\rho^3} \left[ J_0(\bar{\rho} \frac{R}{h}) - 1 \right] + \frac{R^2}{4h^2} \frac{e^{-\bar{\rho}}}{\rho} \right\} d\bar{\rho} \quad (B.7) \]

and after integrating by parts the first term of the integral in the above equation, and using the property \( J_0'(x) = -J_1(x) \), we obtain

\[ G_2 - G_2^* = -\frac{1}{2} \left[ \frac{J_0(\bar{\rho} R/h) - 1}{\bar{\rho}^2} \right]_0^\infty + \int_0^\infty \left\{ -\frac{R}{2h} \frac{J_1(\bar{\rho} R/h)}{\bar{\rho}^2} + \frac{R^2}{4h^2} \frac{e^{-\bar{\rho}}}{\rho} \right\} d\bar{\rho}. \quad (B.8) \]

The limit of the term in brackets for \( \bar{\rho} \to \infty \) can be found using the Hansen series (Watson, 1945),

\[ J_0^2(x) + \sum_{k=0}^\infty J_k^2(x) = 1, \quad (B.9) \]

from which it is deduced that \(|J_0(x)| \leq 1\) for any real value of \( x \). This yields

\[ \lim_{\bar{\rho} \to \infty} \frac{J_0(\bar{\rho} R/h) - 1}{\bar{\rho}^2} = 0. \quad (B.10) \]

The limit of the term in brackets in (B.8) for \( \bar{\rho} \to 0 \) is obtained in the following way,

\[
\lim_{\bar{\rho} \to 0} \frac{J_0(\bar{\rho} R/h) - 1}{\bar{\rho}^2} = \frac{R}{2h} \lim_{\bar{\rho} \to 0} \frac{-J_1(\bar{\rho} R/h)}{\bar{\rho}} = -\frac{R^2}{2h^2} \lim_{\bar{\rho} \to 0} J_1'(\bar{\rho} R/h)
\]

\[ = -\frac{R^2}{2h^2} \lim_{\bar{\rho} \to 0} \frac{1}{2} \left[ J_0(\bar{\rho} R/h) - J_2(\bar{\rho} R/h) \right] = -\frac{R^2}{4h^2}. \quad (B.11) \]
in which, we have applied L' Hospital's rule and used the values, \( J_0(0) = 1 \), \( J_1(0) = 0 \), and \( J_2(0) = 0 \), of the Bessel functions of the first kind.

Incorporating the results of equations (B.10) and (B.11) into (B.8), and utilizing the recurrence formula (A.1), equation (B.8) becomes

\[
G_2 - G_2^* = - \frac{R^2}{8 h^2} + \int_0^\infty \left\{ - \frac{R^2}{4 h^2} \frac{J_0(\bar{\rho}) R/h}{\bar{\rho}} + \frac{R^2}{4 h^2} \frac{e^{\bar{\rho}}}{\bar{\rho}} \right\} d\bar{\rho}
\]

\[
= - \frac{R^2}{8 h^2} - \frac{R^2}{4 h^2} \left\{ \int_0^\infty \frac{J_2(\bar{\rho}) R/h}{\bar{\rho}} d\bar{\rho} + \int_0^\infty \left[ \frac{J_0(\bar{\rho}) R/h}{\bar{\rho}} - \frac{e^{\bar{\rho}}}{\bar{\rho}} \right] d\bar{\rho} \right\}
\]

(B.12)

The first integral in the above equation is given by (A.5) and the second by (B.6). Finally, the integral of equation (B.2) takes the form

\[
G_2 - G_2^* = - \frac{R^2}{8 h^2} - \frac{R^2}{4 h^2} \left[ \frac{1}{2} + \ln \left( \frac{2 h}{R} \right) \right] = - \frac{R^2}{4 h^2} \left[ 1 + \ln \left( \frac{2 h}{R} \right) \right].
\]

(B.13)

**APPENDIX C**

**Properties of the Fundamental Solution**

The final form of the fundamental solution for the single infinite numerical layer is given by equation (3.36) and has the matrix structure of (3.35). This solution possesses some very useful properties, which are listed below.

(i) The 6 x 6 matrix in equation (3.35) can be described in terms of the following twelve components,

\[ U_{11}, U_{12}, U_{14}, U_{15}, U_{25}, U_{13}, U_{16}, U_{23}, U_{26}, U_{33}, U_{36}, \]
All the other displacement components can be expressed in terms of these twelve components, and the matrix may be written as

\[
\begin{bmatrix}
P_1^1 & P_2^1 & P_3^1 \\
U_{11} & U_{12} & U_{13} \\
U_{12} & U_{22} & U_{23} \\
-U_{13} & -U_{23} & U_{33} \\
U_{14} & U_{15} & -U_{16} \\
U_{15} & U_{25} & -U_{26} \\
-U_{16} & -U_{26} & U_{36}
\end{bmatrix}
\begin{bmatrix}
U(x_1, x_2; \xi_1, \xi_2)
\end{bmatrix}
= 
\begin{bmatrix}
V_1^1 \\
U_{14} & U_{15} & U_{16} \\
U_{15} & U_{25} & U_{26} \\
U_{16} & U_{26} & U_{36} \\
U_{11} & U_{12} & -U_{13} \\
U_{12} & U_{22} & -U_{23} \\
U_{13} & U_{23} & U_{33}
\end{bmatrix}
\begin{bmatrix}
V_1^2 \\
V_2^1 \\
V_3^1 \\
V_1^2 \\
V_2^1 \\
V_3^1
\end{bmatrix}
\]

(C.1)

(ii) The fundamental matrix in (3.35) may also be written in a form which yields a symmetric matrix. Inspection of equation (C.1) reveals that if we multiply the third and sixth column by \((-1)\), and set the unit loads that correspond to these columns in the opposite direction, \(i.e., \: -P_3^1 \: \text{and} \: -P_3^2\), respectively, the fundamental matrix becomes symmetric. Another way to produce a symmetric matrix is to define the displacement components in the \(x_3\) direction as,

\[
-V_3^1 = U_{3j} \quad \text{and} \quad -V_3^2 = U_{6j} \quad (j = 1, 2, \ldots, 6),
\]

(C.2)

\(i.e.,\) change the sign of all components in the third and sixth row.

(iii) In the expressions (3.36) for \(U_{ks}(x_1, x_2; \xi_1, \xi_2)\) and expressions (3.51) and (3.63) for the functions \(f_{\alpha\beta}(x_1, x_2; \xi_1, \xi_2)\), there exist some properties with respect to the relative position of points \((x_1, x_2)\) and \((\xi_1, \xi_2)\). More specifically, by interchanging \((x_1, x_2)\) and \((\xi_1, \xi_2)\), some components of the fundamental solution are not altered, while the rest change sign. More specifically, it is
\[ f_{a\beta}(x_1, x_2; \xi_1, \xi_2) = f_{a\beta}(\xi_1, \xi_2; x_1, x_2) \quad \text{for} \quad \begin{cases} f_{10}, f_{20}, f_{30}, f_{73}, f_{74}, f_{75}, \\ f_{81}, f_{82}, f_{83}, f_{91}, f_{92}, f_{93} \end{cases} \quad (C.3) \]

and

\[ f_{a\beta}(x_1, x_2; \xi_1, \xi_2) = -f_{a\beta}(\xi_1, \xi_2; x_1, x_2) \quad \text{for} \quad \begin{cases} f_{41}, f_{42}, f_{51}, f_{52}, f_{61}, f_{62}, f_{71}, f_{72}, \\ f_{76}, f_{77}, f_{84}, f_{85}, f_{94}, f_{95} \end{cases} \quad (C.4) \]

Using the properties (C.3) and (C.4), we can establish similar relations for the components of the fundamental solution,

\[ U_{ij}(x_1, x_2; \xi_1, \xi_2) = U_{ij}(\xi_1, \xi_2; x_1, x_2) \quad \text{for} \quad U_{11}, U_{22}, U_{12}, U_{14}, U_{15}, U_{25}, U_{33}, U_{36} \quad (C.5) \]

and

\[ U_{ij}(x_1, x_2; \xi_1, \xi_2) = -U_{ij}(\xi_1, \xi_2; x_1, x_2) \quad \text{for} \quad U_{13}, U_{16}, U_{23}, U_{26} . \quad (C.6) \]

**APPENDIX D**

Numerical Evaluation of Bessel Functions

The fundamental solution and its derivatives are expressed in terms of the functions \( f_{a\beta}(x, y) \), which are given in equations (3.51) and (3.63). Many of these functions involve the modified Bessel functions of the second kind of zero and first order. In the numerical evaluation of the boundary and domain integrals, using the methods developed in Chapter 6, the functions \( f_{a\beta}(x, y) \) need to be calculated at the Gauss points for every element and for all the
different positions of the reference point \( \xi \). Also, the arguments of the Bessel functions will vary from very small values close to zero, in the case of the singular integrals, to large values, in the case of regular integrals. This implies that the approximation pattern which will be adopted for the calculation of the Bessel functions \( K_0(x) \) must be fast and also accurate. In the present work, polynomial approximations have been employed, and their expressions are given below along with ranges of the arguments in which they are valid and the associated errors.

**Modified Bessel functions of the second kind of zero order:**

\[
K_0(x) = -\ln(x/2)\ I_0(x) - 0.57721566 + 0.42278420\ (x/2)^2 + 0.23069756\ (x/2)^4 \\
+ 0.03488590\ (x/2)^6 + 0.00262698\ (x/2)^8 + 0.00010750\ (x/2)^{10} \\
+ 0.00000740\ (x/2)^{12} + \varepsilon
\]

\[0 < x \leq 2, \quad |\varepsilon| < 10^{-8}\]

(D.1)

\[
K_0(x) = \frac{1}{e^{x/\sqrt{x}}} \left[ 1.25331414 - 0.07832358\ (2/x) + 0.02189568\ (2/x)^2 \\
- 0.01062446\ (2/x)^3 + 0.00587872\ (2/x)^4 - 0.00251540\ (2/x)^5 \\
+ (2/x)^6\ 0.00053208 + \varepsilon \right]
\]

\[2 \leq x < \infty, \quad |\varepsilon| < 1.9 \times 10^{-7}\]

(D.2)

**Modified Bessel functions of the second kind of first order:**

\[
K_1(x) = \ln(x/2)\ I_1(x) + 1/x\left[ 1 + 0.15443144\ (x/2)^2 - 0.67278579\ (x/2)^4 \\
- 0.18156897\ (x/2)^6 - 0.01919402\ (x/2)^8 - 0.00110404\ (x/2)^{10} \\
- 0.00004686\ (x/2)^{12} + \varepsilon \right]
\]

\[0 < x \leq 2, \quad |\varepsilon| < 8 \times 10^{-9}\]

(D.3)
\[ K_1(x) = \frac{1}{\sqrt{x}} e^x \left[ 1.25331414 + 0.23498619 \left( \frac{2}{x} \right) - 0.03655620 \left( \frac{2}{x} \right)^2 \\
+ 0.01504268 \left( \frac{2}{x} \right)^3 - 0.00780353 \left( \frac{2}{x} \right)^4 + 0.00325614 \left( \frac{2}{x} \right)^5 \\
- \left( \frac{2}{x} \right)^6 0.00068245 + \varepsilon \right] \]

\[ 2 \leq x < \infty, \quad |\varepsilon| < 2.2 \times 10^{-7} \]

(D.4)

where \( I_0(x) \) and \( I_1(x) \) are the modified Bessel functions of the first kind of zero and first order, and they are computed using ascending series:

\[ I_0(x) = \sum_{k=0}^{\infty} \frac{(x^2/4)^k}{(k!)^2} \]  \hspace{1cm} (D.5)

and

\[ I_1(x) = \frac{x}{2} \sum_{k=0}^{\infty} \frac{(x^2/4)^k}{k! (k+1)!} \]  \hspace{1cm} (D.6)

In the evaluation of the domain integrals, where all types of integrals are evaluated using the basic singular case with reference point at one of the nodes of the triangular domain, it is required to evaluate integrals of the modified Bessel function of the second kind of zero order, in the interval 0 to a value \( x \). The upper limit \( x \) is actually the \( \bar{x}_2 \) polar coordinate, used in Section 6.2, and this integral is the only one which is not possible to be evaluated analytically. This integral may be approximated using ascending series, for \( x < 7.5 \), and a polynomial for \( 7.5 \leq x < \infty \). The ascending series are

\[ \int_0^x K_0(t) \, dt = -\left( \gamma + \ln \frac{x}{2} \right) x \sum_{k=0}^{\infty} \frac{(x/2)^{2k}}{(k!)^2 (2k + 1)} + x \sum_{k=0}^{\infty} \frac{(x/2)^{2k}}{(k!)^2 (2k + 1)^2} \]

\[ + x \sum_{k=1}^{\infty} \frac{(x/2)^{2k}}{(k!)^2 (2k + 1)} \left( 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{k} \right) \]

(D.7)

\[ x < 7.5 \]
where $\gamma = 0.5772156649015328606$ is the Euler's constant, while the polynomial approximation is:

$$
\int_0^x K_0(t) dt = \frac{\pi}{2} - \frac{1}{e^{x/\sqrt{x}}} \left[ 1.25331414 - 0.11190289 \left( \frac{7}{x} \right) + 0.02576646 \left( \frac{7}{x} \right)^2 \\
-0.00933994 \left( \frac{7}{x} \right)^3 + 0.00417454 \left( \frac{7}{x} \right)^4 \\
-0.00163271 \left( \frac{7}{x} \right)^5 + \left( \frac{7}{x} \right)^6 0.00033934 + \varepsilon(x) \right] 
$$

$$7.5 \leq x < \infty, \quad |\varepsilon(x)| \leq 2 \times 10^{-7}$$

(D.8)
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