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(ABSTRACT)

The problem called debt overhang has recently been observed in international financial relations between a sovereign country and foreign commercial banks. The term "debt overhang" expresses the situation where a sovereign country has borrowed money from foreign banks and has been unable to fulfill the scheduled repayments for some time. We formulate this problem as a noncooperative game with the lender banks as players where each decides either to sell its loan exposure to the debtor country at the present price of debt on the secondary market, or to wait and keep its exposure.

We propose two approaches: a one-period approach (Chapter II), and a direct dynamic approach (Chapter III). In the one-period approach, we consider a representative period, while in the dynamic approach, the whole dynamics is directly considered. Both approaches are consistent and complementary in that the first approach considers the effect of a large number of banks, and the second approach captures the dynamic nature of the problem.

In the one-period approach, we consider the behavior of many banks. In the model with n lender banks, there are many pure and mixed strategy Nash equilibria. However we show that in any equilibrium, the resulting secondary market price remains almost the same as the present price when the number of banks is large. In addition, we discuss the structure of the set of Nash equilibria.

The second approach is a direct dynamic formalization of the same problem with two creditor banks. We show that in the dynamic game there exist three types of subgame perfect equilibria with the property called the time continuation. We consider the relationships between the equilibria of the dynamic game and those of the one-period approach and show that the one-period...
approach does not lose much of the dynamic nature of the problem. In every equilibrium, each bank waits in every period with high probability, and this probability is close to 1 when the interest rate is small. If the price function of debt is approximated by some homogeneous function for large values of debt, then the central equilibrium probability becomes almost stationary in the long run. The stationary probability is relatively high as long as the interest rate is low.

Finally, in Chapter IV, we consider the duration of debt overhang with two lender banks. We show that the equilibrium duration of debt overhang converges to a constant when the length of a subperiod tends to zero. The constant is large when the degree of homogeneity of the price function is high. When the degree of the homogeneity is low, the constant is close to \(\ln 2/\ln \beta^2\), where \(\beta\) is the annual interest factor.

These results as a whole are interpreted as a tendency for the problem of debt overhang to persist over a long time.
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Chapter I

Introduction

The lending by commercial banks to foreign countries has been present in the world economy for a long time. Recently, however, we have observed new features in the international lending. In the 1970s and early 1980s many less developed countries (LDCs) borrowed very large amounts of money from foreign commercial banks. A number of these countries have experienced difficulties in meeting the payments schedules to which they had originally agreed. Various observers have begun to speak of a debt crisis of an unprecedented scale, one which might shake the financial system of the world.

The trend towards increased debt started when OPEC quadrupled the world price of oil in 1973. On one hand, many LDCs relied on imported oil, and their balance of trade turned sharply to a deficit. On the other hand, commercial banks were flush with the OPEC nations’ huge dollar deposits generated by the increased earnings from oil sales, so called petrodollars. The banks helped to recycle the deposits of their OPEC customers into loans to the deficit LDCs. At the time the loans were made, the developing country borrowers appeared to be reasonable credit risks. The prices of their export commodities were high, and no one forecast the global recession that occurred
in the early 1980s. Creditor banks fully expected the loans to be repaid out of the borrowers' export earnings.

A doubling of energy prices in 1979 led to a further increase in LDC debt. The severe world recession that began in 1981 reduced demand for the exports of many LDCs. At the same time, the interest payments on their debt increased due to a rising dollar interest rate. Furthermore, wasteful government spending and lavish consumption splurges occurred in a number of debtor countries. As a result of these factors many LDCs could not make their payments.

The lender banks had no choice but to reschedule the debt repayments. In summer 1982, Mexico (after Brazil the world's largest LDC debtor) notified its lenders that it could no longer meet previously scheduled payments on its external debt. Since Brazil, Argentina, and other debtors were practically in the same situation as Mexico, the lenders feared that Mexico's default might be followed by others. To avoid the chain reaction of defaults which could cause a widespread banking crisis, the lender banks were virtually forced to reschedule the debts.

In 1984, the debt situation became a little more optimistic. The world economy experienced exceptional growth which also improved the position of the debtor countries. Since then, there was much less fear of a collapse of the international financial system. However, the debt problem still remained, and in the case of many countries it became even worse than in early 1980s. The situation of these debtor countries who are unable to maintain their repayments is called debt overhang.

To understand the nature of the debt overhang it is necessary to keep in mind specific features of international lending that are different from domestic lending. Unlike the case of domestic lending, international loan contracts are not enforcable in court, as a sovereign country cannot be taken to court by a foreign bank. Nonetheless, there are three main costs to the debtor country who unilaterally refuses to meet its debt obligations.\(^1\)

The first cost of a country's default on debts is the seizure of assets. The creditors of a sovereign defaulter may be able to persuade their governments to seize any of the debtor's assets located

\(^1\) See, for example, Krugman and Obstfeld (1988).
in their jurisdiction. These could include the foreign reserves of the defaulting country's central bank, foreign assets owned by the defaulting country's private citizens, or even goods in international trade owned by the debtor and crossing creditors' borders.

The second possible cost of a default is the exclusion from future borrowing. A country that has defaulted would be excluded from the international capital market, at least for several years. Once a country has already defaulted on previous debts, prospective lenders will be unwilling to believe promises that it will abide by the terms of new loan contracts. Further, even if a sovereign defaulter did succeed in getting a loan abroad, its existing creditors would try to seize the new funds. Therefore a defaulting LDC would no longer be able to draw on foreign savings to develop profitable investment opportunities, and all domestic investment would have to be financed from the meager supply of domestic savings. In addition, the country would lose the flexibility to borrow abroad for smoothing the consumption and investment in the face of temporary fluctuations in its real income. Sharper booms and busts would impose economic costs and might also threaten country's political stability.

The third and most serious cost of default is the reduction of the gains from international trade. As a consequence of the first two, sovereign defaulters could find their ability to engage in international trade severely curtailed. The debtor-country goods involved in international trade would be subject to seizure whenever they crossed a creditor's border. Furthermore, a defaulter's exclusion from the international capital market might leave it unable to obtain trade credits abroad or even to maintain checking accounts in foreign banks (since these accounts could be seized). Since the LDC's dependence on international trade is very high, the defaulter's inability to trade would be very costly.

Although the international loan contracts are not enforcable in court, the existence of costs of a sovereign's default may guarantee the implementation of the implicit contractual agreement between a sovereign country and a foreign bank. Since the costs of a country's default are usually higher than the gains from complying with the loan contract, it is in the interest of the debtor to
be willing to repay the debts. The debtor's "willingness to repay" is the factor which supports international lending without the presence of any court.²

Nevertheless, the economic situation of a debtor country may prevent the full repayment of debts even when the country has the willingness to repay. This has been a characteristic feature of the debt crisis in the 1980s. The difficult economic situation of indebted LDCs caused the appearance of a secondary market for debts. On the market, the sovereign debts are traded by lender banks and other financial institutions, and each dollar of debt is priced much below one.

For instance, in the case of Argentina the price of one dollar of debt was 64¢ in 1986 and 26¢ in 1985; and in the case of Mexico, the price was 60¢ in 1986 and 52¢ in 1988.³ Trade on the secondary market means that if a lender sells its loan exposure to some other financial institution at the price, say 26¢, then the lender obtains 26% of the face value of its loan exposure and gives up the remaining 74%, while the other institution will take over the right to the total loan.

The secondary market has undergone some changes since its initiation.⁴ While at the beginning, the debtor country was excluded from trade, currently it could be a possible buyer of its debts on the secondary market in addition to the lender banks and other financial institutions. The trade between the debtor country and a lender bank at the price, say 26¢ again, on the secondary market is regarded as a 74% forgiveness, since the lender recoups 26% of its money and the country is not indebted to this particular lender any more.

Since it is in the interest of the debtor country to resolve its debt overhang problem, the country could use the secondary market to buy back its debts. The debtor country might be able to afford the buyback, because the secondary market prices are already very low.⁵ For such a buyback to take place, however, it is necessary that the lender banks decide to sell their exposures

---
² See, for example, Eaton, Gersovitz and Sügütz (1986).
³ See, for example, Huizinga (1989, p.37).
⁴ For historical and institutional description of the secondary markets for debts, see, for example, Sachs and Huizinga (1987), Huizinga (1989, pp.5-8), and Hajivassiliou (1989).
⁵ For example, in 1987/88 Bolivia bought its debts from commercial banks at 6¢ and 11¢ per $1.
to the debtor country. The recent history shows that only few debtors partially succeeded in buying back their debts. Therefore the debt overhang problem remains almost unchanged.

Many proposals for the resolution of the debt overhang problem have been considered. (cf. Versluysen (1989)). Some of them, for example the Baker and Brady Plans, have been implemented to a certain extent, but did not solve the problem. Many other proposals still remain in the discussion stage. For any kind of resolution, however, it is first necessary to understand the nature of the debt overhang.

We can find several attempts to investigate some problems related to the phenomenon of debt overhang. Most of the literature on the debt overhang has been dedicated to the problem of bargaining over debt reduction between the debtor countries and their lender banks. For example, Bulow and Rogoff (1986) have analyzed a model in which renegotiation of the loan contracts is an essential part of the lending process. They use an alternating offers model of bargaining developed by Rubinstein (1982) to explain negotiated partial defaults and repeated rescheduling. Fernandez and Kaaret (1988) have examined the effect that reputational considerations may have on negotiations. They model a situation where one country borrowed money from two banks, one big and one small. Adopting the Nash bargaining solution, they investigated possible agreements on the debt reduction. Another reputational approach has been provided by Armendariz de Aghion (1990) in a bargaining model with two countries and one lender bank. She discusses the commercial banks' reputation for being tough bargainers in the renegotiation process. Thus these authors consider bargaining between a borrowing country or countries and a lender bank or banks over the size of debt repayments, given the existing situation of debt overhang.

The bargaining over debt reduction between a debtor country and lender banks certainly is important. However, in many cases, a debtor country has borrowed money from many foreign banks at the same time. For example, in 1985 Bolivia held loans from about 125, Argentina from 370, and Mexico from 700 banks. In the case where the number of participating lender banks is large, it is hard to expect free collective (or multilateral) bargaining to take place, because it would

---

6 See, for example, Kenen (1990), or Sachs (1990).
7 See, for example, Bouchet (1987), p.75.
involve high communication and transaction costs and each bank has some other options, e.g., not to participate in the bargaining, but wait for a change induced by the bargaining of others. This does not necessarily exclude the possibility of bilateral bargaining between a country and an individual bank (or a small number of countries and banks). Typical models of bargaining should be regarded as such a case. Nevertheless, when the number of banks is large, the opportunity of selling debts on the secondary market gives an important outside option to each creditor.

In this dissertation, we investigate the nature of the debt overhang problem from a game theoretical viewpoint. We view the existence of debt overhang as a result of a game of banks to recoup their money from the debtor country through the secondary market transactions. In the game, each bank has to decide either to sell its loan exposure to the country at the secondary market price or to wait and keep its exposure.

There are some incentives for the banks to wait as well as to sell. When many banks sell their loan exposures and the country's debt becomes smaller by paying the discounted amount of the loan exposures, the secondary market price of the next period may become higher. If this is the case, the banks who wait may receive a higher payoff by the increased price, which implies that the banks may have some incentives to wait. When no bank sells, the total outstanding debt increases with the accrued interest. In this case, the price of debt may fall, which implies that there are some incentives for the banks to sell. These two opposite tendencies balance in equilibrium.

Therefore we have a dynamic situation which influences the behavior of many creditor banks. In modelling that situation, we face a trade-off between the direct dynamic representation and the large number of banks. To give a faithful game theoretical description of the problem, we propose two approaches.

The first one is a one-period or static approach to capture the effect of a large number of banks. In the second approach, we model the dynamics directly, but restrict the number of banks to two, sacrificing the insight into the behavior of a large number of banks given by the static approach. Thus both approaches are complementary, and they should be interpreted as a whole.

The one-period approach is presented in Chapter II. We formulate the problem of debt overhang as a noncooperative game of n lender banks where each decides either to sell its loan ex-
posure to the debtor country at the present price of debt on the secondary market, or to wait and sell its exposure in the next period. There are many pure and mixed strategy Nash equilibria in this game. However, we show that in any Nash equilibrium, the resulting secondary market price remains almost the same as the present price when the number of banks is large. Equivalently, the total outstanding debt of the country remains almost unchanged. When the distribution of loan exposures is relatively equal, our result gives the prediction that the proportion of banks selling is approximated by the interest rate. When the loan exposures are unequal, one of the results states that in a mixed strategy equilibrium, the banks with smaller loan exposures have higher probabilities of selling than the banks with larger loan exposures. Therefore the previous prediction is adjusted so that the proportion of banks selling may exceed the interest rate.

The dynamic approach is described in Chapter III. In this chapter, we specify the problem as an infinite horizon game with two banks as players where each bank decides in every period either to sell its loan exposure to the debtor country at the present secondary market price, or to wait and keep its exposure to the next period. We show that the dynamic game has three types of subgame perfect equilibria with the property called time continuation. By "time continuation" we mean that the game of the present period can be viewed as the result of some previous periods so that the extensions of the equilibria of the present game give positive realization probabilities to the present game. The three types of equilibria are called central, alternating and mutating. Each equilibrium is very similar to the unique central equilibrium in the sense that the probabilities of a bank waiting are determined by similar formulas and take similar values. Therefore the average attainable payoffs are almost uniquely determined.

We compare the equilibria of the dynamic game of Chapter III with those of the one-period game of Chapter II. To make this comparison, we construct a sequence of the mixed strategy equilibria for the one-period games describing the situation of banks in the sequence of the respective periods. This sequence of equilibria coincides with the central equilibrium of the dynamic game. That is, we have a decomposition property of the dynamic game into the games of one period, since all equilibria of the dynamic game are similar to the unique central equilibrium. Thus the one-period approach of Chapter II does not lose much of the dynamic nature of the problem.
In Chapter IV, we modify the dynamic game of Chapter III to investigate the duration of the debt overhang. Again, we restrict our considerations to only two banks, since the dynamics with many banks are too complex. The modified game has the same type of equilibria as the original dynamic game of Chapter III. Since lender banks are instantaneous decision makers, the length of a period of the game should be regarded as short or almost zero. In Chapter IV, we show that if the price function is homogeneous, then the expected equilibrium duration of the debt overhang becomes almost constant when the length of a period tends to zero. The constant limit duration of the debt overhang with two lender banks is long when the degree of homogeneity of the price function is high. When the degree of the homogeneity is low, the constant is close to \( \ln 2/ \ln \beta^2 \), where \( \beta \) is the annual interest factor. Therefore the problem of debt overhang may exist for a long time.
Chapter II

A Game Theoretical Approach to the International Debt Overhang

This chapter has been written jointly with professor Mamoru Kaneko, Department of Economics, Virginia Polytechnic Institute and State University, Blacksburg, VA 24061.

1. Introduction

The "debt overhang" has recently been observed in international financial relations between sovereign countries and foreign commercial banks. The term "debt overhang" expresses the situation where a sovereign country has borrowed money from foreign banks and has been unable to fulfill the scheduled repayments for some period. The existence of the debt overhang is a serious problem for the debtor country, which keeps the country in a depressed economic situation and prevents it from growing. The debtor country should reduce its debt to have an access to the international financial market, which is necessary for its economic growth. Many proposals for
resolution of the debt overhang have been discussed (cf. Versluysen (1989)).

For any kind of resolution, however, first it is necessary to understand the nature of the debt overhang. The present chapter investigates this problem from the game theoretical viewpoint.

Before describing the details of our game theoretical investigation, we explain the economic background of the problem of debt overhang. The debt overhang is closely related to the presence of the secondary market for debts. The secondary market has emerged as a result of the countries' economic inability to make full repayments. On the market, loan exposures are traded by lender banks and other financial institutions; and each dollar of debt is priced much below one. For instance, in the case of Bolivia, the price of one dollar of debt was 5¢ in 1985 and 6¢ in 1986; and in the case of Peru, it was 19¢ in 1986 and 6¢ in 1988. Trade on the secondary market means that if a lender sells its loan exposure to some other financial institution at the price, say 5¢, then the lender obtains 5% of the lent money and gives up remaining 95%, but the other institution will take over the right to the loan.

It is especially important in this dissertation to remark that currently, the debtor country could be a possible buyer of debts on the secondary market in addition to banks and other financial institutions; while at the beginning of the secondary market, the debtor was excluded from trade.

The trade between a debtor country and a lender bank (debt buyback) at the price, say 5¢ again, on the secondary market is regarded as 95% forgiveness, since the lender recoups 5% of its loan, and the country is not indebted any more. Lender banks have given up the possibility of recouping

---

8 There are several attempts to investigate some problems related to the phenomenon of debt overhang. They focus mainly on the bargaining over debt reduction between the country and the banks. For example, Fernandez and Kaaret (1988) considered a situation where one country borrowed money from two banks, one big and one small. Adopting the Nash bargaining solution, they investigate possible agreements on debt reduction. Fernandez and Rosenthal (1989) and Bulow and Rogoff (1986) provided different bargaining models with one country and one bank. Thus those authors considered bargaining over repayments between a borrowing country and a lending bank or banks, given the existing situation of debt overhang.

9 For historical and institutional description of the secondary markets for debts, see, for example, Sachs and Huizinga (1987), Huizinga (1989, pp.5-8), and Hajivassiliou (1989).
their total amounts of loan exposures since it has been practically impossible to expect the total repayments. Although countries have had possibilities to buy back their debts at discounted prices, many of them have not succeeded in reducing their indebtedness significantly.

In addition to the above economic background, we mention a few important empirical facts on the debt overhang. In many cases, a debtor country has borrowed money from many foreign banks at the same time. For example, in 1985 Mexico held loans from about 700 banks, Argentina from 370, and Venezuela from 460 banks (Bouchet, 1987, p.75). However, there has been some tendency for the number of lender banks to decline. Nevertheless, many debtor countries have not reduced their indebtedness because of the compounded interests.

Keeping in mind the background of the problem and the above empirical facts, we explain our endurance competition game and the main result. We consider a situation with one country and its creditor banks in a short period. We formulate the problem as a one-shot game with creditor banks as players. The debtor country is treated as a part of the environment. We also assume the existence of a price function which gives the secondary market price of the country's debt.

In our game, each bank has to decide either to sell its loan exposure to the country at the present secondary market price or to wait and keep its exposure. If a bank sells its exposure, it obtains a payoff equal to the value of the exposure determined by the present secondary market price of debt. If a bank waits, its payoff is assumed to be the present value of the loan exposure determined by the resulting secondary market price.

On one hand, if many banks sell their loan exposures and the country's debt becomes smaller by paying the discounted amount of the loan exposures, then the secondary market price of the next period may become higher. If this is the case, the banks who wait may receive a higher payoff by the increased price, which implies that there are some incentives for the banks to wait. On the other hand, if only few banks sell, the total outstanding debt may increase with the accrued interest. In this case, the price of debt may fall, which implies that there are some incentives for the banks to sell. These two opposite tendencies balance in equilibrium.

We consider the Nash equilibrium concept to represent the strategically stable behavior of banks. In fact, there are many pure and mixed strategy Nash equilibria. However, independently
of a choice of a Nash equilibrium, we can draw a definite conclusion on the behavior of the secondary market price. It says that the resulting secondary market price of debt remains almost the same as the present price for a large number of banks. Equivalently the total outstanding debt of the country remains almost unchanged. When the distribution of loan exposures is relatively equal, this theorem gives the prediction that the proportion of banks selling is approximated by the interest rate. When the loan exposures are unequal, one of our results states that in a mixed strategy equilibrium, banks with smaller loan exposures have higher probabilities of selling than banks with larger loan exposures. Therefore the previous prediction is adjusted so that the proportion of banks selling may exceed the interest rate. Section 3 discusses these results.

Although the nature of our problem is dynamic, we focus on the behavior of banks in one period. In Chapter III, we formulate this problem as a dynamic game with an infinite horizon in the case of two banks, and show that the set of subgame perfect equilibria for the game is quite limited. In each period, some subgame perfect equilibria give the same outcome as those of our one-period approach and the others also give very similar outcomes. Thus we have the decomposition property of the whole dynamics into the one-period problems, which means that we do not lose much of the dynamic nature of the debt overhang problem by our one-period approach. The one-period and the dynamic approaches are regarded as mutually complementary in that the one-period approach is simpler and enables us to discuss complex problems, and that the dynamic approach captures a long-run behavior but it is too complicated to consider some problems such as effects of a large number of banks.

This chapter is organized as follows. Section 2 gives a description of the endurance competition game and the structure of the set of pure strategy Nash equilibria. In Section 3, the main limit theorem is given, which states that in any (pure or mixed strategy) Nash equilibrium, the secondary market price of debt is almost constant for a large number of banks. We also discuss comparative statics on mixed strategy equilibria. In Section 4, we consider the structure of the set of mixed strategy equilibria.
2. Endurance Competition Game

In an endurance competition game $G$, we consider decision making of banks in one particular period. The economic situation of the game $G$ is described as a triple $(N, \{D_i\}, P)$. The symbol $N$ denotes the set of banks $1, 2, ..., n$, who have lent some amount of money to a foreign country, and $D_i$ denotes the present loan exposure of bank $i$. The symbol $P$ denotes a real-valued continuous function on $[0, +\infty)$, which gives the secondary market price $P[d]$ when the total outstanding debt is $d$. The present secondary market price is given as $P[D]$, where $D = \sum_{i \in N} D_i$. One additional element is the market interest factor, denoted $\beta (= 1 + \text{the interest rate}) > 1$. We assume that

\[(2.1) \quad P[D] > P[\beta D] \quad \text{and} \quad P[D] \leq P[0]\]

The first inequality of (2.1) states that if the country does not buy back any debt in the present period, then the total outstanding debt increases to $\beta D$ by the accrued interest and its market price declines. The second inequality states that if all banks sell their loan exposures at the present price $P[D]$, then in the next period the price of (an arbitrarily small) debt is higher than or equal to the present price $P[D]$.

Throughout the chapter, we assume that the price function $P$ is fixed, but the set $N$ of banks and their loan exposures $\{D_i\}$ may vary. Therefore we denote our game $G$ by $(N, \{D_i\})$. In this game, the banks are players and the country is treated as a part of the environment.

Each bank $i \in N$ has two pure strategies $0$ - to sell its exposure at the present price $P[D]$ and $1$ - to wait and postpone the decision to the next period. We denote the strategy space $(0, 1)$ of player $i$ by $S_i$. Then $S_1 \times ... \times S_n$ is the outcome space. When each bank $i$ chooses its strategy $s_i (i \in N)$ and the market transactions are completed, the price of the next period becomes

\[(2.2) \quad P[\beta d], \quad \text{where} \quad d = \sum_{j \in N} s_j D_j.\]
If bank i keeps its loan exposure $D_i$ by the next period, then the loan exposure $D_i$ increases to $\beta D_i$, and the new price is $P[\beta d]$. Thus the present value of the exposure which will be sold in the next period becomes

$$
\frac{1}{\beta} (\beta D_i P[\beta d]) = D_i P[\beta d].
$$

We assume that this present value $D_i P[\beta d]$ is the payoff to bank i if it does not sell its loan exposure in the present period. We also assume that if bank i sells $D_i$ in the present period, then its payoff is simply $D_i P[D]$. We do not take into account the possibilities of the banks' revenues by postponing selling its exposure after the next period.\(^1\) Thus the payoff function of bank i is given as

$$
h(s) = h(s_1, \ldots, s_n) = \begin{cases} 
D_i P[\beta \sum_{j \in N} s_j] & \text{if } s_i = 1 \\
D_i P[D] & \text{if } s_i = 0.
\end{cases}
$$

If all lender banks sell their exposures to the country, then the country must pay the total of $DP[D]$. We assume that the country is able to afford these repayments, which implies that the current price $P[D]$ is small enough for the repayments or the total amount of debts is not so large to prevent the total repayment.\(^2\) In fact, the price function $P[*]$ may also depend upon the country's disposable income (i.e. income left after repayments). Since it is assumed that repayments are made according to the current market price $P[D]$, the disposable income is automatically determined by the market transactions. The price function $P[*]$ is interpreted as determined by taking this consideration into account.

---

\(^1\) This possibility is taken into account in the dynamic description of this problem with two banks in the next chapter. However, we show that this does not substantially change the structure of the equilibria.

\(^2\) Formally we need this assumption. However, practically, we need the assumption that the country is able to afford to pay a little more than the payment given by Theorem 1.
In addition to pure strategies, we allow the banks to play mixed strategies. Denote the set of mixed strategies of bank $i$ by $T_i$, i.e., $T_i = \{ p_i : 0 \leq p_i \leq 1 \}$ for $i \in N$, where $p_i$ is the probability of waiting by bank $i$. Define the expected payoff to bank $i$ by

$$H_i(p) = p_i \left[ \sum_{s \in N - \{i\}} \prod_{j \in S} p_j \prod_{j \in N - \{i\}} (1 - p_j) D_i P(\beta (D - \sum_{j \in S} D_j)) \right] + (1 - p_i) D_i P[D]$$

for $p = (p_1, ..., p_n)$ in $T_1 \times ... \times T_n$.

The first term of (2.5) is the expected payoff to bank $i$ from waiting and the second term $(1 - p_i)D_i P[D]$ is the expected payoff from selling.

We apply the Nash equilibrium concept as a solution of our endurance competition game. A strategy $n$-tuple $\hat{p} = (\hat{p}_1, ..., \hat{p}_n)$ is called a Nash equilibrium if for all $i \in N$,

$$H_i(\hat{p}) \geq H_i(\hat{p}_{-i}, p_i) \quad \text{for all} \quad p_i \in T_i,$$

where $\hat{p}_{-i} = (\hat{p}_1, ..., \hat{p}_{i-1}, \hat{p}_{i+1}, ..., \hat{p}_n)$.

In the case of two banks, under the condition

$$P[\beta D_i] < P[D_i] < P[\beta D_i] \quad \text{for} \quad i = 1, 2,$$

our endurance competition game $G$ has three equilibria:

$$(\hat{p}_1, \hat{p}_2) = (1, 0); \quad (\hat{p}_1, \hat{p}_2) = (0, 1); \quad \text{and} \quad \hat{p}_i = \frac{P[\beta D_i] - P[D_i]}{P[\beta D_i] - P[\beta D]} \quad \text{for} \quad i, j = 1, 2 \quad (i \neq j).$$

These three equilibria are given by subgame perfect equilibria in the dynamic formulation with infinite horizon given in the next chapter, i.e., the above equilibria occur in each period in the subgame perfect equilibria. In Chapter III, the pure strategy equilibria are eliminated for the reason of a continuation of the situation. We find some additional subgame perfect equilibria whose outcomes are almost the same as the third equilibrium. Thus the one-period approach does not lose the dynamic nature of the problem.

First we describe the set of pure strategy Nash equilibria of the endurance competition game.
Theorem 1. Assume condition (2.1). Let $s$ be a pure strategy $n$-tuple, and let $S = \{i \in N: s_i = 0\}$. Then $s$ is a Nash equilibrium (in mixed strategies) if and only if

$$(2.6) \quad P[\beta(D - \sum_{i \in S} D_i)] \geq P[D] \geq P[\beta(D - \sum_{i \in S - \{j\}} D_i)] \text{ for all } j \in S.$$ 

Proof. Let $s$ be a Nash equilibrium. If $s_i = 1$ for all $i \in N$, then each player has an incentive to change its strategy $1$ to $0$, since $P[D] > P[\beta D]$ by (2.1), which is impossible. Hence $s_k = 0$ for some $k$. Since player $k$ weakly prefers selling ($s_k = 0$) to waiting, we have $P[D] \geq P[\beta(D - \sum_{i \in S - \{k\}} D_i)]$. If $s_j = 0$ for all $i \in N$, then $S = N$, which implies $P[\beta(D - \sum_{i \in N} D_i)] = P[0] \geq P[D]$ by (2.1). Suppose $s_j = 1$ for some $j$. Since player $j$ weakly prefers waiting ($s_j = 1$) to selling, we have $P[\beta(D - \sum_{i \in S} D_i)] \geq P[D]$.

Conversely, suppose (2.6). This together with (2.1) implies $S \neq \emptyset$. Then no player in $S$ or in $N - S$ has an incentive to change its strategy since $P[D] \geq P[\beta(D - \sum_{i \in S - \{j\}} D_i)]$ and $P[\beta(D - \sum_{i \in S} D_i)] \geq P[D]$, respectively. 

First we consider some implications of Theorem 1 under the assumption that

$$(2.7) \quad P[d] \text{ is a decreasing function.}$$

Under this assumption, condition (2.6) is equivalent to

$$(2.6^*) \quad \beta(D - \sum_{i \in S} D_i) \leq D \leq \beta(D - \sum_{i \in S - \{j\}} D_i) \text{ for all } j \in S.$$ 

This states that in a pure strategy equilibrium, the remaining debt $\beta(D - \sum_{i \in S} D_i)$ with accrued interest differs from the original total debt $D$ by at most $\min_{j \in S} \beta D_j$. The existence of a pure strategy equilibrium follows from (2.6*). Indeed, if $S = \emptyset$, $\beta(D - \sum_{i \in S} D_i) = \beta D > D$. Therefore we can find a minimal $S$ with the property $\beta(D - \sum_{i \in S} D_i) \leq D$. This $S$ satisfies the right inequality. Thus the pure strategy $n$-tuple $s$ with $s_i = 0$ if $i \in S$ and $s_i = 1$ otherwise is a Nash equilibrium. Actually, there are many pure strategy Nash equilibria. Under the additional condition

$$(2.8) \quad D > \beta \sum_{i \neq j} D_i \quad \text{for all } j \in N,$$
this condition could be true for a small number of banks — there are exactly $n$ pure strategy Nash equilibria. Each of them is represented as $s' = (1, ..., 1, 0, 1, ..., 1)$ for some $i$, since the set $S$ in Theorem 1 is $\{i\}$. In the general case, the structure of the set of equilibria is more complicated.

We return to the general case. Since $D = \sum_{i \in S} D_i$ is represented as $\sum_{i \in N} s_i D_i$, condition (2.6) is represented as

$$(2.6**) \quad P[\beta(\sum_{i \in N} s_i D_i)] \geq P[D] \geq P[\beta(\sum_{i \in N} s_i D_i + D_i)]$$

for all $j$ with $s_j = 0$.

This means that in a pure strategy equilibrium, the resulting price is not smaller than the present price, but the difference between them is bounded by $P[\beta(\sum_{i \in N} s_i D_i) - P[\beta(\sum_{i \in N} s_i D_i + D_i)]$. If $D_i$ is small, then the new price does not differ much from the present price. To state this observation more explicitly, we introduce a sequence $\{G^*_v\} = \{(N^*, \{D_v^*\})\}$ of the endurance competition games with

$$(2.9) \quad |N^*| \to \infty \quad \text{as} \quad v \to \infty;$$

$$(2.10) \quad \text{for some } K, \quad D_v^* \leq \frac{K}{|N^*|} \quad \text{for all } i \in N^* \text{ and } v \geq 0.$$

Denote $D^* = \sum_{i \in N^*} D_i$, and note that $D^*$ is bounded by $K$. Then the above observation is formulated as follows.

**Theorem 2.** Assume condition (2.1) for each $G^*$. For any sequence $\{s^*_v\}$ where each $s^*_v$ is an arbitrary pure strategy Nash equilibrium in $G^*$, we have

$$(2.11) \quad \lim_{v \to \infty} |P[\beta(\sum_{i \in N} s^*_v D_i) - P[D^*]| = 0.$$

### 3. Behavior of Nash Equilibria for a Large Number of Banks

In Section 2, we proved that in pure strategy equilibria, the resulting secondary market price of debt remains almost the same as the present price when the number of banks is large. This

---

12 $|S|$ stands for the cardinality of $S$. 
section extends this result to mixed strategy equilibria. In Section 4, we will show that there are many mixed strategy Nash equilibria. Nevertheless, in any mixed strategy equilibria, the resulting price of debt remains almost the same as the present price with arbitrarily high probability for a large number of banks. In fact, we can state this result for any mixed and pure strategy equilibria.

To state the result, we introduce random variables describing the outcomes of strategies. For a strategy n-tuple \( \rho = \{\rho_i\}_{i \in N} \), we define \( X = \{X_i\}_{i \in N} \) by

\[
X_i = \begin{cases} D_i & \text{if the realization of bank } i \text{'s mixed strategy } \rho_i \text{'s is to wait;} \\ 0 & \text{otherwise.} \end{cases}
\]

That is, \( Pr(X_i = D_i) = \rho_i \) and \( Pr(X_i = 0) = 1 - \rho_i \). These random variables are independent because of the basic assumption that the strategy choices are independent.\(^{13}\) The resulting secondary market price of debt in the game \( G^* \) is given by \( P[\beta \sum_{i \in N} X_i] \), which is also a random variable.

Now we can state the main result of the chapter.

**Theorem 3.** Let \( \{G^*\} = \{(N^*, \{D^*_i\})\} \) be a sequence of endurance games with conditions (2.1), (2.9) and (2.10), and let \( \{\rho^*_i\} \) be a sequence of Nash equilibria for \( G^*_i \)s. Let \( \{X^*_i\} \) be the sequence of random variables where each \( X^*_i \) is defined with \( \rho^*_i \) by (3.1). Then for any \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} Pr\left(\left| P[\beta \sum_{i \in N^*} X^*_i] - P[D^*] \right| \leq \varepsilon \right) = 1.
\]

In fact, this convergence is uniform on the choice of a Nash equilibrium \( \rho^*_i \) for each \( G^*_i \). That is, it holds that for any \( \varepsilon > 0 \) and \( \delta > 0 \), there is a \( \nu_0 \) such that \( Pr\left(\left| P[\beta \sum_{i \in N^*} X^*_i] - P[D^*] \right| \leq \varepsilon \right) \geq 1 - \delta \) for all Nash equilibria \( \rho \) of the game \( G^* \) and all \( \nu \geq \nu_0 \). Here \( \{X_i(\rho)\}_{i \in N^*} \) are random variables defined by (3.1) with a Nash equilibrium \( \rho \).

\(^{13}\) Each random variable \( X_i \) is a function from \( S = S_1 \times ... \times S_n \) to \( \{0, D_i\} \) with \( X_i(s) = D_i \) if \( s_i = 1 \) and \( X_i(s) = 0 \) if \( s_i = 0 \). Also, the space \( S \) has the probability measure \( \mu \) determined by \( \mu(\{s\}) = (\prod_{i=1}^n \rho_i)(\prod_{i=2}^n (1 - \rho_i)) \) for all \( s \in S \). Since it is not necessary to return to this basic probability space in this chapter, we work on the random variables without referring to the probability space.
This theorem states that the probability of the distance between the prices of the next and present periods to be less than or equal to $\epsilon$ converges to 1 when the number of banks becomes large. When every $p^*$ in $\{p^*\}$ is a pure strategy Nash equilibrium, then the assertion of Theorem 3 is equivalent to Theorem 2. Indeed, Theorem 2 clearly implies (3.2). Conversely, when every $p^*$ in $\{p^*\}$ is a pure strategy equilibrium, (3.2) means that for any $\epsilon > 0$ there is a $v_0$ such that

$$\left| P\left[ \beta \sum_{i \in N^*} X_i \right] - P[D^*] \right| \leq \epsilon \text{ for all } v \geq v_0, \text{ which is (2.11).}$$

If every $p^*$ in $\{p^*\}$ is a mixed strategy equilibrium, i.e., $0 < p^*_i < 1$ for at least one player $i$, condition (2.1) is not necessary for Theorem 3 (see the proof of Theorem 3).

In Nash equilibria, the price of debt remains almost unchanged when the number of banks is large. On one hand, the total debt may increase through accrued interest, and, on the other hand, the total debt may decrease through the country's buyback of some debt. Theorem 3 says that these two effects balance and the total outstanding debt does not change much. The proportion of debt bought back is approximately

$$\left( D^* - \frac{D^*}{\beta} \right) / D^* = \frac{\beta - 1}{\beta}. \tag{3.3}$$

Since the interest factor is close to 1, this proportion is also close to the interest rate $\beta - 1$. The country succeeds in buying back a part of debt tantamount to the interest on the total outstanding debt discounted at the present secondary market price. Consequently, the total outstanding debt remains almost the same and a fortiori the secondary market price is almost unchanged.

When the distribution of loan exposures is relatively equal, the proportion of banks selling is also approximately $(\beta - 1)/\beta$. However, if the loan exposures are unequal, then we could expect a larger number of banks to sell their exposures. This follows from the next theorem which is proved under condition (2.7). The theorem states that in a mixed strategy equilibrium, a bank with a smaller loan exposure has a greater tendency to sell than one with a larger loan exposure.

**Theorem 4.** Suppose condition (2.7). Let $(\hat{p}_1, \ldots, \hat{p}_n)$ be a Nash equilibrium. Then it holds that for any $i, j$ with $0 < \hat{p}_i, \hat{p}_j < 1$,

$$D_i \geq D_j \text{ if and only if } \hat{p}_i \geq \hat{p}_j. \tag{3.5}$$
Since banks with smaller exposures have higher probabilities of selling, the number of banks selling has an increasing tendency when the loan exposures are more unequally distributed, since the proportion of debt bought back is almost constant. This phenomenon could be observed in the real world. For example, in the case of Bolivia, all American banks with larger debt exposures have kept their loans but some banks with small exposures have sold theirs, which caused the price increase from 6¢ in 1986 to 11¢ in 1988.14

The consequence of the almost unchanged price of debt is compatible with the functioning of the secondary market. The country buys back the almost constant portion of the total outstanding debt. This does not prevent the creditor banks and other banks from trading on the secondary market. For the secondary market to function, there must be (at least potentially) some trade of loan exposures. Since the present price is almost the same as the future price, keeping a loan exposure is almost equally profitable (unprofitable) as keeping the money corresponding to the secondary market value of the exposure as a deposit on the money market. Therefore banks may extensively trade the loan exposures among themselves, and their trade does not affect the price. On the other hand, the trade between the creditor banks and the country affects the price of debt. Therefore the creditor banks as a whole sell to the country the proportion of debt approximately equal to (3.3) in equilibrium, to have the almost constant price of debt on the secondary market.

Unfortunately, the prediction that the secondary market prices are almost constant is not confirmed, looking at the data of prices in 1980s. For some countries the secondary market prices seemed to be constant, for some they looked increasing, and for some others decreasing. In totality the tendency of decreasing prices have been regarded as slightly dominant (cf. Hajivassiliou (1989)). In our game, we regard one period as short, i.e., one or two months. Therefore the corresponding decreasing tendency could also be small, which means that the disagreement is not significant. Nevertheless, for the long run there remains some discrepancy between our prediction and the evidence.

Many factors could be thought of as causing the discrepancy between our prediction and the evidence. Some unexpected political events may be regarded as one of them. If we disregard the political disturbance, there is a subtle issue in the interpretation of the empirical evidence. When the decreasing tendency is dominant and is expected by each bank, no trade among banks occurs. Consequently, the secondary market does not function at all, which implies that the secondary market price cannot be quoted. However, this is not true in the real world. Thus the dominant tendency of decreasing prices is viewed as a result of some unexpected disturbances.

Proof of Theorem 3. We show the claim of Theorem 3 under the assumption that every \( p^* \) has at least one player who plays a completely mixed strategy. If this is done, then this together with Theorem 2 implies Theorem 3. Indeed, suppose the claim is proved under this assumption. If only a finite number of \( p^* \) in \( \{p^*\} \) have mixed strategies, then Theorem 2 is applied and we obtain the claim. If only a finite number of \( p^* \) in \( \{p^*\} \) are pure strategy equilibria, then the above claim is applicable. Consider the case where the sequence \( \{p^*\} \) is divided into subsequences \( \{p'^*\} \) and \( \{p^**\} \) so that \( p'^* \) is a pure strategy Nash equilibrium for each \( v \) and \( p^** \) is a mixed strategy Nash equilibrium for each \( v \). There is a \( v_1 \) by Theorem 2 such that \( Pr\left(\left\{ P[\beta \sum_{i \in N'^*} s_i X_{i, r^*}^v] - P[D_i r^*] \right\} \leq \epsilon\right) = 1 \) for all \( v \geq v_1 \), and also for any \( \delta > 0 \) there is a \( v_2 \) by the above claim such that \( Pr\left(\left\{ P[\beta \sum_{i \in N'^*} s_i X_{i, r^*}^v] - P[D_i r^*] \right\} \leq \epsilon\right) \geq 1 - \delta \) for all \( v \geq v_2 \). Therefore \( Pr\left(\left\{ P[\beta \sum_{i \in N'^*} s_i X_{i, r^*}^v] - P[D_i r^*] \right\} \leq \epsilon\right) \geq 1 - \delta \) for all \( v \geq \max(v_1, v_2) \). This means \( \lim_{v \to \infty} Pr\left(\left\{ P[\beta \sum_{i \in N'^*} s_i X_{i, r^*}^v] - P[D_i r^*] \right\} \leq \epsilon\right) = 1 \).

In the following, we assume that for every \( v \), \( 0 < p^* < 1 \) for some \( i \in N^* \).

Let us prepare several notions and some lemmas. Since \( Pr(X_{i, r^*} = D_i r^*) = p_i r^* \) and \( Pr(X_{i, r^*} = 0) = 1 - p_i r^* \), the mean and variance of \( X_{i, r^*} \) are given as

\[
E(X_{i, r^*}) = p_i r^* D_i r^*; \quad \text{and} \quad V(X_{i, r^*}) = E((X_{i, r^*} - p_i r^* D_i r^*)^2) = (D_i r^*)^2 p_i r^* (1 - p_i r^*) < \left( \frac{K}{|N^*|} \right)^2.
\]

Denote \( \sum_{i \in N^*} X_{i, r^*} \) by \( S^* \). Then

\[
E(S^*) = \sum_{i \in N^*} p_i r^* D_i r^*; \quad \text{and} \quad V(S^*) = \sum_{i \in N^*} V(X_{i, r^*}) < |N^*| \left( \frac{K}{|N^*|} \right)^2 = \frac{K^2}{|N^*|}.
\]

Lemma 3.1. \( \lim_{v \to \infty} Pr(|S^* - E(S^*)| \leq \epsilon) = 1 \) for any \( \epsilon > 0 \).
Proof. Applying Chebychev's inequality (Feller (1957, p.219)) to $S^*$, we have

$$Pr\left(|S^* - E(S^*)| > t\sqrt{V(S^*)}\right) \leq \frac{1}{t^2} \text{ for any } t > 0.$$ 

It follows from (3.7) that

$$Pr\left(|S^* - E(S^*)| > t \frac{K}{\sqrt{[N^*]}}\right) \leq \frac{1}{t^2} \text{ for any } t > 0.$$ 

Putting $t = \frac{K}{\sqrt{[N^*]}}$, we have

$$Pr\left(|S^* - E(S^*)| > \frac{K}{\sqrt{[N^*]}}\right) \leq \frac{1}{\sqrt{[N^*]}}.$$ 

Choose a $v_0$ so that $\frac{K}{\sqrt{[N^*]}} < \epsilon$ for all $v \geq v_0$. Then we have

$$Pr(|S^* - E(S^*)| > \epsilon) < \frac{1}{\sqrt{[N^*]}} \text{ for all } v \geq v_0.$$ 

Therefore we have

$$Pr(|S^* - E(S^*)| \leq \epsilon) \geq 1 - \frac{1}{\sqrt{[N^*]}} \to 1 \text{ as } v \to \infty. \quad //$$

Lemma 3.2. For any $\epsilon > 0$, $\lim_{v \to \infty} Pr(|P[\beta S^*] - P[\beta E(S^*)]| \leq \epsilon) = 1$.

Proof. Since the price function $P$ is continuous on $[0, +\infty)$, $P$ is uniformly continuous on its relevant domain $[0, \beta K]$. Therefore there is a $\delta > 0$ such that $|S^* - E(S^*)| \leq \delta \Rightarrow |P[\beta S^*] - P[\beta E(S^*)]| \leq \epsilon$. Thus it follows from Lemma 3.1 that $Pr(|P[\beta S^*] - P[\beta E(S^*)]| \leq \epsilon) \geq Pr(|S^* - E(S^*)| \leq \delta) \to 1 \text{ as } v \to \infty. \quad //$

Lemma 3.3. 1) $\lim_{v \to \infty} |E(P[\beta S^*]) - P[\beta E(S^*)]| = 0$; 2) $\lim_{v \to \infty} |E(P[\beta S^*]) - P[D^*]| = 0$; 
3) $\lim_{v \to \infty} |P[\beta E(S^*)] - P[D^*]| = 0$.

Proof. 1) Let $\epsilon$ be an arbitrary positive number. Since $P$ is a uniformly continuous function on the relevant domain $[0, \beta K]$, there is a $\delta > 0$ such that $|S^* - E(S^*)| \leq \delta \Rightarrow |P[\beta S^*] - P[\beta E(S^*)]| \leq \frac{\epsilon}{2M}$ from Lemma 3.1, there is a $v_1$ such that for all $v \geq v_1,$

$$Pr(|S^* - E(S^*)| > \delta) < \frac{\epsilon}{2M}, \text{ where } M = \max_{0 \leq d \leq \beta K} P[d].$$

The difference $|P[\beta S^*] - P[\beta E(S^*)]|$ is less than $\frac{\epsilon}{2}$ if $|S^* - E(S^*)| \leq \delta$ and is less than $M$ if $|S^* - E(S^*)| \geq \delta$. Therefore we have

$$|E(P[\beta S^*]) - P[\beta E(S^*)]| = |E(P[\beta S^*]) - P[\beta E(S^*)]| \leq \left(\frac{\epsilon}{2}\right)Pr(|S^* - E(S^*)| \leq \delta) + MPr(|S^* - E(S^*)| > \delta)$$
\[ \leq \frac{e}{2} + M \times \frac{e}{2M} = \varepsilon \text{ for all } v \geq v_1. \]

2) Recall that in each equilibrium \( p^* \), at least one player \( i \) plays a completely mixed strategy \( p_i^* (0 < p_i^* < 1) \). We rewrite \( E(P[\beta S^*]) \) as

\[
(3.8) \quad E(P[\beta S^*]) = \sum_{R \subseteq N} \left( \prod_{j \in R} p_j^* \right) \left( \prod_{j \notin R} (1 - p_j^*) \right) P[\beta \sum_{j \in R} D_j^*] \\
= p_i^* \left[ \sum_{R \subseteq N - \{i\}} \left( \prod_{j \in R} p_j^* \right) \left( \prod_{j \notin R} (1 - p_j^*) \right) P[\beta \sum_{j \in R \cup \{i\}} D_j^*] \right] + (1 - p_i^*) \left[ \sum_{R \subseteq N - \{i\}} \left( \prod_{j \in R} p_j^* \right) \left( \prod_{j \notin R} (1 - p_j^*) \right) P[\beta \sum_{j \in R} D_j^*] \right].
\]

Notice that there is the one-one correspondence between the terms of the first and second brackets, and that each term of the first bracket differs from the corresponding term of the second in that the first has the additional \( \beta D_i^* \) in \( P[\beta \cdot] \). Since \( 0 < p_i^* < 1 \), the player \( i \) is indifferent between his choices of waiting and selling. Since the expected payoff from waiting is given as the first bracket and the expected payoff from selling is \( P[D^*] \), the first bracket of (3.8) is equal to \( P[D^*] \). Since \( \max_{j \in N^*} \frac{K}{|N^*|} \to 0 \) as \( v \to \infty \), the difference between the first and second brackets of (3.8) converges to 0 as \( v \to \infty \). As was mentioned above, the first bracket is always the same as \( P[D^*] \).

This means \( \lim_{v \to \infty} |E(P[\beta S^*]) - P[D^*]| = 0. \)

3) It follows from 1) and 2) that for any \( \varepsilon > 0 \), there is a \( v_0 \) such that for all \( v \geq v_0 \),

\[ |E(P[\beta S^*]) - P[\beta E(S^*)]| < \frac{\varepsilon}{2} \quad \text{and} \quad |E(P[\beta S^*]) - P[D^*]| < \frac{\varepsilon}{2}. \]

Therefore we have \( |P[\beta E(S^*)] - P[D^*]| \leq |P[\beta E(S^*)] - E(P[\beta S^*])| + |E(P[\beta S^*]) - P[D^*]| \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon \text{ for all } v \geq v_0. \)

Finally we prove the assertion of the theorem. From Lemma 3.3, for any \( \varepsilon > 0 \), there is a \( v_0 \) such that for all \( v \geq v_0 \), \( |P[\beta E(S^*)] - P[D^*]| < \frac{\varepsilon}{2} \). Thus, using Lemma 3.2, we have,

\[ Pr\{ |P[\beta S^*] - P[D^*]| \leq \varepsilon \} \geq Pr\{ |P[\beta S^*] - P[\beta E(S^*)]| + |P[\beta E(S^*)] - P[D^*]| \leq \varepsilon \} \]

\[ \geq Pr\{ |P[\beta S^*] - P[\beta E(S^*)]| \leq \frac{\varepsilon}{2} \} \to 1 \text{ as } v \to \infty. \]

Proof of Theorem 4. Since \( 0 < \hat{p}_i, \hat{p}_j < 1 \), banks \( i \) and \( j \) are indifferent between waiting and selling.

Therefore the expected payoffs from waiting and selling are the same. This is expressed as
\[ \sum_{R \in N - \{k\}} \left( \prod_{m \in R \cup \{k\}} \hat{\beta}_m \right) \left( \prod_{m \in R} (1 - \hat{\beta}_m) \right) P[\beta(D - \sum_{m \in R} D_m)] = P[D] \quad \text{for } k = i, j. \]

The left hand side for \( k = i \) is written as

\[ \hat{\beta}_i \left[ \sum_{R \in N - \{i\}} \left( \prod_{m \in R \cup \{i\}} \hat{\beta}_m \right) \left( \prod_{m \in R} (1 - \hat{\beta}_m) \right) P[\beta(D - \sum_{m \in R} D_m)] \right] \\
+ (1 - \hat{\beta}_i) \left[ \sum_{R \in N - \{i\}} \left( \prod_{m \in R \cup \{j\}} \hat{\beta}_m \right) \left( \prod_{m \in R} (1 - \hat{\beta}_m) \right) P[\beta(D - \sum_{m \in R \cup \{j\}} D_m)] \right]. \]

Each term in the second bracket corresponds to one in the first bracket with the same \( R \), and each is bigger than the corresponding one by (2.7). Therefore the whole sum in the second bracket is bigger than that in the first one. When \( D_i = D_j \), the left hand side of (3.9) for bank \( j \) is obtained from the above formula by replacing \( \hat{\beta}_j \) by \( \hat{\beta}_i \). In this case, if \( \hat{\beta}_i \neq \hat{\beta}_j \), then the value of the obtained formula for bank \( i \) is also different from the value of the formula for \( j \). But these two must be the same as \( P[D] \). Hence \( D_i = D_j \) implies \( \hat{\beta}_i = \hat{\beta}_j \).

Now it is sufficient to prove that \( D_i > D_j \) implies \( \hat{\beta}_i > \hat{\beta}_j \). When \( D_i > D_j \), the left hand side of (3.9) for bank \( j \) is obtained from the above formula by replacing \( \hat{\beta}_j \) by \( \hat{\beta}_i \) and \( D_j \) by \( D_i \) in \( P[D - \sum_{m \in R \cup \{j\}} D_m] \) in the second bracket. In this case, the value of the new second bracket is greater than that of the original one. Hence to keep the left hand side of (3.9) equal to \( P[D] \) for \( i \), the probability coefficient \( \hat{\beta}_i \) for the first bracket must be higher than \( \hat{\beta}_j \).

4. The Structure of the Set of Nash Equilibria.

To state and prove the limit theorem of the preceding section, we did not need to investigate the structure of the set of all Nash equilibria. The limit theorem holds independently of the choice of a Nash equilibrium and is proved without using specific equilibria. From this result one might expect that the number of mixed strategy Nash equilibria would be small. However, the fact is
quite different from this expectation. A number of mixed strategy equilibria may exist in addition to the pure strategy Nash equilibria described by Theorem 1. The limit Theorem holds commonly for all Nash equilibria. In this section, we investigate the structure of the set of mixed strategy Nash equilibria.

First we have the following theorem.

**Theorem 5.** Suppose conditions (2.7) and (2.8). Let $T$ be a subset of $N$ with $|T| \geq 2$. Then there exists a Nash equilibrium $\hat{p}$ such that

\begin{equation}
0 < p_i < 1 \text{ for all } i \in T; \text{ and } p_i = 1 \text{ for all } i \in N - T.
\end{equation}

Theorem 5 says that each choice $T$ with $|T| \geq 2$ gives a mixed strategy equilibrium. Thus there are at least $2^n - n - 1$ mixed strategy equilibria, since condition $|T| \geq 2$ excludes the possibility of $T$ being a singleton or empty. As we mentioned after Theorem 1, there are $n$ pure strategy Nash equilibria under conditions (2.7) and (2.8). Thus the total number of equilibria is at least $2^n - 1$.

Condition (2.8) holds for a relatively small $n$. Thus Theorem 5 gives the structure of mixed strategy Nash equilibria in the case of a relatively small number of banks. The next theorem gives the structure of mixed strategy equilibria for any number of banks under the assumption of identical loan exposures, i.e.,

\begin{equation}
D_1 = D_2 = \ldots = D_n > 0.
\end{equation}

**Theorem 6.** Suppose conditions (2.7) and (4.2). Let $T$ be a subset of $N$ with $D > \beta(D - \frac{|T| - 1}{n} D)$. Then there exists a unique Nash equilibrium $p = (p_1, \ldots, p_n)$ such that $0 < p_i < 1$ for all $i \in T$ and $p_i = 1$ for all $i \in N - T$.

Under condition (2.8), $D > \beta(D - \frac{|T| - 1}{n} D)$ implies $|T| \geq 2$. In this case, Theorem 6 implies that the total number of Nash equilibria becomes exactly $2^n - 1$.

Consider the case without condition (2.8). Let $t = |T|$ be the smallest integer with $D > \beta(D - \frac{|T| - 1}{n} D)$. Theorem 6 gives exactly $\sum_{k=t}^{n} \binom{n}{k}$ number of mixed strategy equilibria. Every subset $T$ of $N$ with $|T| = t - 1$ satisfies condition (2.6*), which implies that each $T$ gives one
pure strategy Nash equilibrium. Thus the total number of Nash equilibria is given as \( \sum_{k=0}^{n} \binom{n}{k} \). This number is approximately \( 2^n \) for large \( n \) and \( \beta < 2 \). More formally,

**Theorem 7.** Under the assumption of Theorem 6 and \( \beta < 2 \),

\[
\lim_{n \to \infty} \frac{\text{the set of all Nash equilibria}}{2^n} = 1.
\]

The results of this section show that there are approximately \( 2^n \) number of Nash equilibria in the endurance competition games, independent of the total number \( n \) of banks.

**Proof of Theorem 5.** We define the following functions:

\[
\tilde{f}(p) = \sum_{R \in \mathcal{R} \setminus \{i\}, \ j \notin R \cup \{i\}} (\prod_{k \in R} p_k) (\prod_{k \notin R} (1 - p_k)) P[\beta(D - \sum_{k \in R} D_k)] \quad \text{and} \quad f(p) = \tilde{f}(p) - P[D]
\]

for \( p \in [0, 1]^n \) and \( i \in N \). Our objective is to find a point \( \hat{p} \) in \( [0, 1]^n \) such that \( f(\hat{p}) = 0 \), \( 0 < \hat{p}_i < 1 \) for all \( i \in T \) and \( \hat{p}_i = 1 \) for all \( j \in N \setminus T \). Suppose the existence of such a \( \hat{p} \) is proved. In this case, each bank \( i \) in \( T \) is indifferent between waiting and selling, so \( \hat{p}_i \) is a best response.

By the following lemma, \( f(\hat{p}) > 0 \) for all \( j \in N \setminus T \), which implies that \( \hat{p}_j = 1 \) is a (unique) best response to \( \hat{p} \) for all \( j \in N \setminus T \). Hence \( \hat{p} \) is a Nash equilibrium with the property (4.1).

**Lemma 4.1.** For any \( p \in [0, 1]^n \) and \( i, j \in N \), if \( p_i < p_j = 1 \), then \( f(p) < f(p) \).

**Proof.** The value \( \tilde{f}(p) \) is described as

\[
\tilde{f}(p) = p_i \left[ \sum_{R \in \mathcal{R} \setminus \{i\}, \ j \notin R \cup \{i\}} (\prod_{k \in R} p_k) (\prod_{k \notin R} (1 - p_k)) P[\beta(D - \sum_{k \in R} D_k)] \right] + (1 - p_i) \left[ \sum_{R \in \mathcal{R} \setminus \{i\}, \ k \in R \setminus \{i\}} (\prod_{k \in R \setminus \{i\}} p_k) (\prod_{k \notin R \setminus \{i\}} (1 - p_k)) P[\beta(D - \sum_{k \in R \setminus \{i\}} D_k)] \right].
\]

Each element in the second bracket corresponds to one element of the first bracket with respect to \( R \), and each element in the second bracket is larger than the corresponding one. This implies that the second bracket has a greater value than the first one. The value \( \tilde{f}(p) \) is obtained from \( \tilde{f}(p) \) by replacing \( p_i \) by \( p_j \), and \( D_i \) by \( D_j \) in the second bracket. However, since \( p_j = 1 \), the second term of \( \tilde{f}(p) \) disappears, and only the small part, the first bracket, remains. This means that \( \tilde{f}(p) > \tilde{f}(p) \).
Now we prove the existence of a point \( \hat{p} \) in \([0, 1]^n\) such that \( f_i(\hat{p}) = 0, \ 0 < \hat{p}_i < 1 \) for all \( i \in T \) and \( \hat{p}_j = 1 \) for all \( j \) in \( N - T \). Since it is sufficient to look for such a point \( \hat{p} \) in the restricted set \( \{ p \in [0, 1]^n : p_j = 1 \text{ for all } j \in N - T \} \), we do not worry about \( p_j = 1 \) for all \( j \in N - T \). Therefore we assume for notational simplicity that \( T = N \).

Now we consider the following mapping:

\[
\phi_i(p) = p_i + f_{i-1}(p) \quad \text{for all } i \in N \text{ and } p \in [0, 1]^n,
\]

where \( i - 1 \) is interpreted as \( n \) if \( i = 1 \). We would like to apply Brouwer's fixed point theorem to this mapping \( \phi = (\phi_1, \ldots, \phi_n) \), but the image of \( \phi \) may not be included in \([0, 1]^n\). Therefore we modify this mapping \( \phi \) by the retraction mapping \( r : \mathbb{R}^n \to \mathbb{R}^n : \)

\[
r_i(x) = \begin{cases} 
0 & \text{if } x_i \leq 0 \\
x_i & \text{if } 0 \leq x_i \leq 1 \\
1 & \text{if } 1 \leq x_i 
\end{cases}
\]

for all \( x \in \mathbb{R}^n \) and \( i = 1, \ldots, n \). Then the composite mapping \( \psi = r \circ \phi \) is a continuous mapping from \([0, 1]^n\) to \([0, 1]^n\). Now, by Brouwer's fixed point theorem, there exists a fixed point \( \hat{p} \) in \([0, 1]^n\), i.e.,

\[
\psi(\hat{p}) = r \circ \phi(\hat{p}) = \hat{p}.
\]

If \( \hat{p} \) satisfies \( 0 < \hat{p}_i < 1 \) for all \( i \) in \( N \), then, by the definition of the retraction mapping \( r \), \( \psi(\hat{p}) = \hat{p} \), that is, \( \hat{p}_i + f_{i-1}(\hat{p}) = \hat{p}_i \) for all \( i \) in \( N \), which means that \( \hat{p} \) satisfies condition (4.1). Now we prove that \( 0 < \hat{p}_i < 1 \) for all \( i \) in \( N \).

**Claim 1.** i) If \( \hat{p}_i = 1 \), then \( f_{i-1}(\hat{p}) \geq 0 \); and ii) if \( \hat{p}_i < 1 \), then \( f_{i-1}(\hat{p}) \leq 0 \)

\[\vdots\]

i) Suppose \( f_{i-1}(\hat{p}) < 0 \). Then, by the definition of \( \phi \), \( 1 = \hat{p}_i = r_i \circ \phi_i(\hat{p}) = r_i(\hat{p}_i + f_{i-1}(\hat{p})) < 1 \), a contradiction.

ii) Similar.

**Claim 2.** \( \hat{p} \neq (1, \ldots, 1) \) and \( \hat{p} \neq (0, \ldots, 0) \).

---

15 If we define \( f_i(p) \) by \( p_i + f_i(p) \) for \( i = 1, \ldots, n \), then we can only prove the existence of a Nash equilibrium, which cannot be guaranteed to have the property required in Theorem 3. The mere existence of a Nash equilibrium was already obtained by Theorem 2.
If \( \hat{\rho} = (1, \ldots, 1) \), then \( f(\hat{\rho}) = P[\beta D] - P[D] < 0 \) for \( i = 1, \ldots, n \) by (2.7), but \( f(\hat{\rho}) \geq 0 \) for \( i = 1, \ldots, n \) by Claim 1, which is a contradiction. If \( \hat{\rho} = (0, \ldots, 0) \), then \( f(\hat{\rho}) = P[\beta D] - P[D] > 0 \) for all \( i = 1, \ldots, n \) by (2.8), but \( f(\rho) \leq 0 \) for \( i = 1, \ldots, n \) by Claim 1, a contradiction.

Claim 3. \( 0 < \hat{\rho}_i < 1 \) for all \( i = 1, \ldots, n \).

Suppose that \( \hat{\rho}_i = 0 \) for some \( i \) in \( N \). Then, by Claim 1, \( f_{-i}(\hat{\rho}) \leq 0 \). However it follows from (2.7), (2.8), (4.3) and \( \hat{\rho}_i = 0 \) that \( f(\hat{\rho}) \geq P[\beta(D - D_i)] > P[D] \), i.e., \( f(\hat{\rho}) > 0 \) for all \( j \neq i \). This is a contradiction.

Finally we prove that \( \hat{\rho}_i < 1 \) for all \( i \in N \). Suppose, on the contrary, that \( \hat{\rho}_i < 0 \), \( \hat{\rho}_{i+1} = \hat{\rho}_{i+2} = \ldots = \hat{\rho}_{i+k} = 1 \) and \( \hat{\rho}_{i+k+1} < 0 \) for some \( i \) in \( N \). By Claim 1 and \( \hat{\rho}_{i+1} = 1 \), \( f(\hat{\rho}) \geq 0 \). By applying Lemma 4.1 to \( i \) and \( i + k \), we have \( f_{-i}(\hat{\rho}) > f(\hat{\rho}) \geq 0 \). However it follows from Claim 1 and \( \hat{\rho}_{i+k+1} < 1 \) that \( f_{-i}(\hat{\rho}) \leq 0 \), a contradiction.

Proof of Theorem 6. Since the game is symmetric, we can assume without loss of generality that \( T = \{ 1, 2, \ldots, t \} \). Suppose that \( (\hat{\rho}_1, \ldots, \hat{\rho}_n) \) is a Nash equilibrium with the property \( 0 < \hat{\rho}_i < 1 \) for all \( i \in T \) and \( \hat{\rho}_i = 1 \) for all \( i \in N - T \). Then \( \hat{\rho}_i = \hat{\alpha} \) for all \( i \in T \) by Theorem 4. Since each \( i \in T \) is indifferent between waiting \( (s_i = 1) \) and selling \( (s_i = 0) \),

\[
\sum_{k=0}^{t-1} \binom{t-1}{k} \hat{\alpha}^{t-k-1}(1-\hat{\alpha})^{k}P[\beta(D - \frac{k}{n} D)] = P[D].
\]

Conversely, if (4.4) holds, then every bank \( i \in T \) is indifferent between waiting and selling, and every bank \( i \in N - T \) prefers waiting to selling, i.e., \( \hat{\rho}_i = 1 \), since

\[
\sum_{k=0}^{t-1} \binom{t-1}{k} \hat{\alpha}^{t-k-1}(1-\hat{\alpha})^{k}P[\beta(D - \frac{k}{n} D)]
= \hat{\alpha} \left[ \sum_{k=0}^{t-1} \binom{t-1}{k} \hat{\alpha}^{t-k-1}(1-\hat{\alpha})^{k}P[\beta(D - \frac{k}{n} D)] \right]
+ (1-\hat{\alpha}) \left[ \sum_{k=0}^{t-1} \binom{t-1}{k} \hat{\alpha}^{t-k-1}(1-\hat{\alpha})^{k}P[\beta(D - \frac{k+1}{n} D)] \right] > P[D].
\]

\( ^{16} \) If \( i + m > n \), then \( i + m \) is interpreted as \( i + n - n \).
Thus it satisfies to prove the unique existence of \( \hat{\alpha} \) satisfying (4.4).

Let 
\[
g(\alpha) = \sum_{k=0}^{t-1} \binom{t-1}{k} \alpha^{t-k-1}(1-\alpha)^k P[\beta(D - \frac{k}{n} D)] \text{ for } \alpha \in [0, 1].
\]
Then 
\[
g(0) = P[\beta(D - \frac{t-1}{n} D)] > P[D]
\]
by the assumption of the theorem, and 
\[
g(1) = P[\beta D] < P[D].
\]
Therefore, by the Intermediate-Value Theorem, there is an \( \hat{\alpha} \) in \((0, 1)\) such that 
\[
g(\hat{\alpha}) = 0.
\]
This \( \hat{\alpha} \) is a solution of (4.4).

The uniqueness of such an \( \hat{\alpha} \) is verified by checking the negative sign of the derivative of \( g(\alpha) \) for any \( \alpha \) \((0 < \alpha < 1)\),

\[
g'(\alpha) = \sum_{k=1}^{t-1} \binom{t-1}{k} [(t-k-1) \alpha^{t-k-2}(1-\alpha)^k - k\alpha^{t-k-1}(1-\alpha)^{k-1}] P[\beta(D - \frac{k}{n} D)]
\]
\[
\leq - \sum_{k=1}^{t-1} \binom{t-1}{k} \frac{(t-1)!}{(t-k-1)!(k-1)!} \alpha^{t-k-1}(1-\alpha)^{k-1} P[\beta(D - \frac{k}{n} D)]
\]
\[
+ \sum_{k=1}^{t-2} \binom{t-1}{k} \frac{(t-1)!}{(t-k-2)!(k-1)!} k \alpha^{t-k-2}(1-\alpha)^k P[\beta(D - \frac{k-1}{n} D)]
\]
\[
= \sum_{k=1}^{t-1} \binom{t-1}{k} \frac{(t-1)!}{(t-k-1)!(k-1)!} \alpha^{t-k-1}(1-\alpha)^{k-1} \left[ - P[\beta(D - \frac{k}{n} D)] + P[\beta(D - \frac{k-1}{n} D)] \right] < 0.
\]

**Proof of Theorem 7.** First note that 
\[
D > \beta(D - \frac{t-1}{n} D)
\]
is equivalent to 
\[
\frac{t-1}{n} > 1 - \frac{1}{\beta} \equiv \alpha.
\]
Since \( \beta < 2 \), we have \( \alpha < \frac{1}{2} \). Hence we have to show that

\[
\lim_{n \to \infty} \frac{\sum_{k=n}^{\infty} \binom{k}{n}}{2^n} \to 1.
\]

Define a family of independent random variables \( \{X_k\}_{k=1}^{\infty} \) by

\[
X_k = 1 \text{ with probability } \frac{1}{2} \text{ and } 0 \text{ with probability } \frac{1}{2}
\]
for \( k = 1, 2, \ldots, n \), and define \( S^n = \sum_{k=1}^{n} X_k/n \). Then 
\[
E(S^n) = \frac{1}{2} \text{ and } V(S^n) = \frac{5}{4n}.
\]
Let \( \varepsilon \) be a positive number with 
\[
\varepsilon \leq \frac{1}{2} - \alpha.
\]
Then it follows from Chebyshev's inequality that

\[
Pr \left( \left| S^n - \frac{1}{2} \right| \geq \varepsilon \right) \leq \frac{V(S^n)}{\varepsilon^2} = \frac{1}{4n\varepsilon^2}.
\]
that is,

\[ Pr\left(|S^* - \frac{1}{2}| < \epsilon \right) \geq 1 - \frac{1}{4ne^2}. \]

Since \( \frac{\sum \binom{n}{k}}{2^n} = \sum \binom{n}{k} \left( \frac{1}{2} \right)^k \left( \frac{1}{2} \right)^{n-k} = Pr(S^* > a) \), and since \( a \leq \frac{1}{2} - \epsilon \), we have

\[ \frac{\sum \binom{n}{k}}{2^n} = Pr(S^* > a) \geq Pr\left(\frac{1}{2} - \epsilon < S^* < \frac{1}{2} + \epsilon \right) \geq 1 - \frac{1}{4ne^2} \rightarrow 1 \text{ as } n \rightarrow \infty. \]
Chapter III

Dynamics of International Debt Overhang with Two Lender Banks

1. Introduction

The international debt overhang is a situation of a sovereign country who has borrowed money from foreign banks and has been unable to fulfill the scheduled repayments. The debt overhang is a serious problem for the debtor country, which keeps the country in a depressed economic situation and prevents from growing. To understand the problem of debt overhang, in Chapter II, we give a game theoretical model of debt overhang where lender banks are players and decide whether or not to sell their loan exposures to the debtor country at the discounted price on the secondary market. The analysis shows that there is a great tendency for the present situation of debt overhang to remain unchanged. In Chapter II, we focus on the decision making of lender banks in a short period and formulate the situation as a one-shot game. However, the problem of debt overhang is dynamic in nature. In this chapter we examine whether the one-shot approach
captures the dynamics, considering a dynamic formulation of the one-period model and its equilibria.

The secondary market for debts is an important element which accompanies the problem of debt overhang. The appearance of the secondary market for debts has been caused by the country's inability to repay the debts in full. On this market, loan exposures are traded at a discounted price. The existence of the secondary market creates a possibility for the debtor country to buy back its debts at a discounted price. However, there has been some tendency for the debt overhang to persist even in the presence of the secondary market. As in Chapter II, we assume that the secondary market is represented as a price function.

We formulate the problem as an infinite horizon game with two banks as players. Since the modelling of the dynamics of debt overhang with many banks is too complex, we consider the two bank case. The game is played as follows. In every period of the game each bank decides either to sell its loan exposure to the debtor country at the current secondary market price or to wait and postpone this decision to the next period. If both banks wait in a period, then they face the same decision problem in the following period. When a bank sells its loan exposure to the debtor country at the current secondary market price, it receives a payoff according to the current secondary market price and leaves the game. After both banks sell their exposures to the debtor country, the game ends.

In our dynamic game, there are three types of subgame perfect equilibria with the time continuation property. By the time continuation property we mean that the game of the present period can be viewed as the result of the game of some previous period so that the extensions of the equilibria of the present game give a positive realization probabilities to the present game. The three types of equilibria are called central, alternating and mutating. Each equilibrium is very similar to the unique central equilibrium in the sense that the probabilities of a bank waiting are determined by similar formulas and take similar values. Therefore, the average attainable payoffs are almost uniquely determined.

---

17 See, for example, Sachs and Huizinga (1987), and Hajivassiliou (1989).
We can compare the equilibria of the dynamic game and the one-period game of the previous chapter. To make this comparison, we construct a sequence consisting of the mixed strategy equilibria for the one-period games describing the situation of banks in the sequence of the respective periods. This sequence of equilibria coincides with the central equilibrium of our dynamic game. That is, we have a decomposition property of the dynamic game into the games of one period. Thus the one-period approach of Chapter II does not lose much of the dynamic nature of the problem.

Our dynamic game may be regarded as a repeated game with a constituent game of the one-period approach. As long as no bank sells its loan exposure until period \( t \), a similar one-period game is played in period \( t + 1 \). However, the Folk Theorem\(^{19} \) -- that almost all payoffs of the one-period game are attainable by an equilibrium of the repeated game -- does not hold in our game since one player's deviation necessarily implies its exit from the game and does not permit a punishment by the other bank. On the contrary to the Folk Theorem, the average attainable payoffs are almost uniquely determined in our game.

We describe some observations of the behavior of banks over time following from our characterization of equilibria. In any equilibrium each bank waits with relatively high probability in every period, and when the interest rate is small, the probability of a bank waiting is close to 1. This can be interpreted as a tendency for the situation of debt overhang to remain almost unchanged.

We also investigate the strategies of the banks when the time passes. We show that if the price function is approximated by some homogeneous function for large values of debt, then the probability of waiting in a period in the central equilibrium becomes a stationary probability in the long run. The stationary probability of a bank waiting in every period is relatively high as long as the interest rate is low. This suggests a difficulty of a resolution of the debt overhang solely through the secondary market transactions.

\(^{18}\) In Chapter II, there are also two pure strategy Nash equilibria in the two bank case. The sequences consisting of them become subgame perfect equilibria in our dynamic approach. We, however, eliminate them by the time continuation property.

\(^{19}\) See, for example, Aumann (1982).
The chapter is organized as follows. In Section 2 we formulate the model called the dynamic endurance game. In Section 3 we present the structure of equilibria. The comparative dynamics (statics) and limit results are given in Section 4. In Section 5, we give the proof of the main theorem. Section 6 contains conclusions.

2. Dynamic Endurance Game

We consider the following dynamic situation: a country has debt obligations $D_1 > 0$ and $D_2 > 0$ to foreign banks 1 and 2, respectively. The country has fallen behind with service payments for some periods, and the current situation of the country does not allow for full repayments. The existence of the secondary market for debts is assumed, where the country is ready to buy its debts at the secondary market price. We assume that the price of debt on the secondary market depends upon the current total outstanding debts. This price is expressed by the function $P(D): R_+ \to R_+$ with the property:

(2.1) $P(D)$ is a decreasing function of the total outstanding debt $D$ and $P(D) \to 0$ as $D \to \infty$.

This $P(D)$ is country-specific and also depends upon the choice of the present period.

We will focus our attention on the decisions of banks over time. The present period is called 0. In every period each bank has two possible choices either to sell its exposure or to wait and keep it to the next period. Each bank’s strategies in every period are $s$ and $w$, where $s$ denotes selling the loan exposure to the debtor country at the current secondary market price, and $w$ denotes waiting and postponing the decision to the next period.

Each bank discounts the future revenues by the interest rate ($r > 0$). We denote the interest factor $1 + r$ by $\beta$. We assume that

(2.2) $\beta^2 D_i < D^a$ for $i = 1, 2,$
where $D^0 = D_1 + D_2$. This assumption says that the distribution of loan exposures of banks is relatively equal and the interest rate is relatively small so that the size of one bank's loan exposure with compounded interests from two periods is smaller than the initial debt of the country.

If bank $i$ keeps its loan exposure $D_i$ until period $t$ ($t \geq 0$), then its exposure increases by the accrued interests to $\beta^t D_i$. The total outstanding debt $D'$ in period $t$ becomes $\beta^t D_i$ if the other bank has already sold, or $\beta^t D^0$ otherwise. The secondary market price in period $t$ is given as $P(D')$. If bank $i$ sells in period $t$, then the present value of repayment is given as

$$\frac{1}{\beta^t} \beta^t D_i P(D') = D_i P(D').$$

If bank $i$ and the other bank wait in period $t$, then bank $i$ does not get any payoff in this period, but it will face the same decision problem in the next period.

We assume that

\begin{equation}
(2.3) \text{ after one bank sells its loan exposure, the other bank sells its exposure immediately in the next period.}
\end{equation}

It is possible that while one bank sells its exposure in some period, the other bank keeps its exposure for several periods after that. In this case, however, keeping the loan exposure for several periods is not an optimal behavior. Indeed, if the bank postpones selling its exposure, the secondary market price of debt will decrease because of the accrued interest. Suppose bank $j$ sells its exposure in period $t$ and bank $i$ does not. Then the secondary market price in period $t + 1$ is $P(\beta^{t+1} D_i)$, and the present value of loan exposure is $D_i P(\beta^{t+1} D_i)$. If bank $i$ keeps its loan exposure to period $t + 2$, then the price falls to $P(\beta^{t+2} D_i)$ and the present value is $D_i P(\beta^{t+2} D_i)$. The optimal behavior of bank $i$ is to sell the exposure in period $t + 1$. Thus we can assume (2.3).

There are two cases in which the game terminates. The first case is that both banks wait until period $t - 1$ and both sell in period $t$. The second case is that both banks wait until period $t - 1$ and one bank sells its loan exposure in period $t$, and the other bank waits in period $t$ and sells its exposure in period $t + 1$. The payoff to bank $i$ ($i = 1, 2$) in the game $\Gamma(0, D^0)$ is defined by
\[ D_i P(\beta^t D^0) \quad \text{if both banks wait until period } t - 1 \text{ and bank } i \text{ sells in period } t. \]

\[ D_i P(\beta^{t+1} D_i) \quad \text{if both banks wait until period } t - 1 \text{ and bank } j \ (j \neq i) \text{ sells in period } t \text{ and bank } i \text{ waits in period } t. \]

Our game \( \Gamma(0, D^0) \) is described in Figure 1. In the game tree, the payoffs to the banks are given in three branches. In the first branch both banks sell their exposures in period 0. In the second, bank 1 sells in period 1 and bank 2 sells in period 2. The third case is that bank 2 sells its exposure in period 2 and bank 1 sells its exposure in period 3.

![Figure 1](image-url)
We allow each bank to use behavior strategies. Since each bank's decision is made in period \( t \) only when both banks have waited until period \( t \) by assumption (2.3), a behavior strategy of bank \( i = 1, 2 \) in the game \( \Gamma(0, D^0) \) is represented as a sequence \( \beta^i = (p^i_0, p^i_1, ...) \), where \( p^i_t \) is a probability of bank \( i \)'s waiting in period \( t \) \( (t = 0, 1, ...) \) if both banks keep their loan exposures until period \( t \). Denote the set of all behavior strategies of bank \( i \) by \( B^i_\beta \). A behavior strategy combination for the game \( \Gamma(0, D^0) \) is a vector \( \beta^\theta = (b^1_\theta, b^2_\theta) = ((p^1_\theta, p^1_1, ...), (p^2_\theta, p^2_1, ...)) \).

The expected payoff to bank \( i = 1, 2 \) for a behavior strategy combination \( \beta^\theta \) is the sum of

(i) the expected payoff from selling the exposure in period \( t \) \( (t = 0, 1, ...) \) under the assumption that the other bank does not sell earlier

\[ D_t P^t (\beta^D)(1 - p^i_t) \prod_{k=0}^{r-1} p^i_k p^i_k \]

and

(ii) the expected payoff from selling its loan exposure in period \( t + 1 \) under the assumption that the other bank sells in period \( t \)

\[ D_{t+1} P^{t+1} D_t (1 - p^i_t) \prod_{k=0}^{r-1} p^i_k p^i_k \]

Thus the expected payoff from the game \( \Gamma(0, D^0) \) under the strategy combination \( \beta^\theta \) is given by

\[ H^\theta(\beta^\theta) = \sum_{t=0}^{\infty} D^t P^t (\beta^D)(1 - p^i_t) \prod_{k=0}^{r-1} p^i_k p^i_k + \sum_{t=0}^{\infty} D^t P^{t+1} D_t (1 - p^i_t) \prod_{k=0}^{r-1} p^i_k p^i_k. \]

We use the convention \( \prod_{k=0}^{r-1} p^i_k p^i_k = 1 \).

We have described the dynamic endurance game of lender banks \( \Gamma(0, D^0) \). In the next section we investigate the decisions of banks in the dynamic endurance game.

3. The Structure of Equilibria

To investigate the decisions of banks in the game \( \Gamma(0, D^0) \), we adopt the concept of the subgame perfect equilibrium point of the extensive game (Selten (1975)). To define a subgame perfect equilibrium, we have to consider subgames of the game \( \Gamma(0, D^0) \). Here every subtree constitutes a subgame. Thus the subgame which starts at any period \( t \) of the game \( \Gamma(0, D^0) \) is denoted by...
\( \Gamma(t, \beta'D^0) \). The strategy for the subgame \( \Gamma(t, \beta'D^0) \) induced by \( b^0_i = (p^0_i, p^1_i, \ldots) \) is a vector obtained by dropping the first \( t \) entries of the vector \( h^0_i \), i.e., \( b^t_i = (p^t_i, p^{t+1}_i, \ldots) \). Let \( B_i^t \) be the set of all induced behavior strategies of bank \( i \) for the subgame \( \Gamma(t, \beta'D^0) \).

Denote by \( H_i'(b') \) the expected payoff to bank \( i \) from the subgame \( \Gamma(t, \beta'D^0) \) under the induced behavior strategy combination \( b' = (b_1', b_2') \).

A behavior strategy combination \( \hat{b}' = (\hat{b}_1', \hat{b}_2') \) is a **Nash equilibrium** of the subgame \( \Gamma(t, \beta'D^0) \) iff for \( i = 1, 2 \),

\[
H_i'(\hat{b}') \geq H_i'(b_i'|b_i') \quad \text{for all } b_i' \in B_i',
\]

where \( b_i'|b_i' \) denotes a strategy combination \( b_i' \) with the replacement of \( \hat{b}_i' \) by \( b_i' \). A **subgame perfect equilibrium** of the game \( \Gamma(0, D^0) \) is a behavior strategy combination \( \hat{b}^0 = (\hat{b}_1^0, \hat{b}_2^0) \) which induces a Nash equilibrium on every subgame of the game \( \Gamma(0, D^0) \).

In addition to the subgame perfection, we require the equilibrium to have the time continuation property. To define the time continuation property, we introduce a retrospective extension of the game \( \Gamma(0, D^0) \) as a game \( \Gamma(t, \beta'D^0) \) for \( t = -1, -2, \ldots, \) so that the game \( \Gamma(0, D^0) \) is a subgame of the game \( \Gamma(t, \beta'D^0) \). A subgame perfect equilibrium \( \hat{b}^0 \) is said to have the **time continuation property** iff for any \( t = -1, -2, \ldots \) there is a subgame perfect equilibrium \( \hat{b}' \) in the retrospective extension \( \Gamma(t, \beta'D^0) \) of \( \Gamma(0, D^0) \) such that \( \hat{b}' \) induces \( \hat{b}^0 \) and the realization probability of the subgame \( \Gamma(0, D^0) \) is positive.

The time continuation property states that the present game situation results as a continuation of the past history. The game \( \Gamma(0, D^0) \) is a result of previous decisions of banks. Therefore the present game is a subgame of the game of any preceding period. If the realization probability of the game \( \Gamma(0, D^0) \) is zero in an equilibrium for \( \Gamma(t, \beta'D^0) \) then the present situation would be different from \( \Gamma(0, D^0) \). However, we assume that the game \( \Gamma(0, D^0) \) is reached. Therefore it is compatible with the consideration of \( \Gamma(0, D^0) \) to assume that the realization probability is positive.\(^{20}\)

\[^{20}\text{The time continuation property is a concept independent from the time consistency in the macroeconomic literature. The time consistency property is, instead, implied by the subgame perfection.}\]
The structure of equilibria is described by the following theorem.

**Theorem 1.** The endurance game of two banks has three types of subgame perfect equilibria satisfying the time continuation property, which are called central, alternating, and mutating. In the unique central equilibrium \( \tilde{b}^0 = (\tilde{b}_1^0, \tilde{b}_2^0) = (\tilde{\pi}_1^0, \tilde{\pi}_1^1, ...), (\tilde{\pi}_2^0, \tilde{\pi}_2^1, ...)) \), bank \( i \) waits in every period \( t \) (\( t = 0, 1, ... \)) with probability

\[
\tilde{\pi}_i^t = \frac{P(b^{r+1}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+1}_i D_i) - P(b^{r-1}_i D_i)} \quad \text{for} \quad i, j = 1, 2 \text{ and } i \neq j.
\]

(3.3)

There are two alternating equilibria \( \tilde{b}^0 = (\tilde{b}_1^0, \tilde{b}_2^0) = (\tilde{\pi}_1^0, \tilde{\pi}_1^1, ...), (\tilde{\pi}_2^0, \tilde{\pi}_2^1, ...)) \) in which banks \( i \) and \( j \) wait with probabilities

\[
\tilde{\pi}_i^t = \frac{P(b^{r+1}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+1}_i D_i) - P(b^{r-1}_i D_i)} \quad \text{and} \quad \tilde{\pi}_j^t = 1 \quad \text{if} \quad t \text{ is even};
\]

(3.4)

and

\[
\tilde{\pi}_i^t = 1 \quad \text{and} \quad \tilde{\pi}_j^t = \frac{P(b^{r+1}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+1}_i D_i) - P(b^{r-1}_i D_i)} \quad \text{if} \quad t \text{ is odd}.
\]

(3.5)

In a mutating equilibrium \( \tilde{b}^0 = (\tilde{b}_1^0, \tilde{b}_2^0) = ((\tilde{\pi}_1^0, \tilde{\pi}_1^1, ...), (\tilde{\pi}_2^0, \tilde{\pi}_2^1, ...)) \) banks wait in every period \( t \) until some period \( \tau \) (\( \tau \geq -2 \)) with probabilities given by (3.3), in period \( \tau + 1 \) they wait with probabilities

\[
\tilde{\pi}_i^{\tau+1} = \frac{P(b^{r+2}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+2}_i D_i) - P(b^{r-1}_i D_i)} \quad \text{and} \quad \tilde{\pi}_j^{\tau+1} = \frac{P(b^{r+2}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+2}_i D_i) - P(b^{r-1}_i D_i) + \tilde{\pi}_j^{\tau+2}[P(b^{r+3}_i D_i) - P(b^{r+3}_i D_i)]},
\]

(3.6)

in period \( \tau + 2 \) they wait with probabilities

\[
\tilde{\pi}_i^{\tau+2} = 1, \quad \tilde{\pi}_j^{\tau+2} = \frac{P(b^{r+3}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+3}_i D_i) - P(b^{r-1}_i D_i)} \quad \text{and} \quad \frac{P(b^{r+3}_i D_i) - P(b^{r-1}_i D_i)}{P(b^{r+3}_i D_i) - P(b^{r-1}_i D_i)}
\]

(3.7)

and in period \( t \) (\( t \geq \tau + 3 \), they wait with probabilities given by (3.4) when \( t = \tau + 3, \tau + 5, ... \), and with probabilities given by (3.5) when \( t = \tau + 4, \tau + 6, ... \).

\[21\] When \( \tau = -2 \), \( \tilde{\pi}_1^0 \) and \( \tilde{\pi}_2^0 \) are given by (3.7) and (3.6) is irrelevant. When \( \tau = -1 \), \( \tilde{\pi}_1^0 \) and \( \tilde{\pi}_2^0 \) are given by (3.6).
In the central equilibrium, bank \(i\) waits in period \(t\) with probability given by (3.3). In an alternating equilibrium banks \(i\) and \(j\) wait with probabilities given by (3.4) in every even period, and with probabilities given by (3.5) in every odd period. Thus each bank alternates its strategy between waiting for sure and waiting with probability \(\bar{p}t\) given in (3.4). In a mutating equilibrium banks behave initially according to the central equilibrium strategies and in some future period their central equilibrium strategies mutate into the alternating equilibrium strategies. The strategies of transitory periods in a mutating equilibrium are given by (3.6) and (3.7).

The central equilibrium differs from the alternating equilibrium in that each bank sells with some probability in the former, and each bank alternates between waiting for sure and selling with some probability in the latter. Nevertheless, the central and alternating equilibria are similar in the sense that the probabilities of waiting in each of them are determined by similar formulas and take similar values as will be shown in the example below. The mutating equilibrium is a combination of the central and the alternating equilibria. The central equilibrium mutates into the alternating equilibrium but not the other way around.

In every equilibrium of our dynamic game the probability of a bank waiting in each period is relatively high as long as the interest factor is low. This suggests that there is a tendency for the situation of the debt overhang to remain unchanged, no matter what equilibrium strategies the banks use.

Although we found three types of equilibria in our dynamic endurance game, the strategies of banks in every equilibrium are close to the strategies of the unique central equilibrium. The central equilibrium of the dynamic game gives the local equilibrium strategies which coincide with the equilibrium of a one-period endurance game investigated in Chapter II. In other words, the central equilibrium can be constructed as a sequence of mixed strategy equilibria of the one-shot games of Chapter II. This link between the dynamic and one-period formulations allows us to use the one-period approach without losing much of the dynamic nature of the problem.

The following example illustrates the claim of Theorem 1.

**Example 3.1.** Let \(D_1 = D_2 = \frac{1}{2}\) \(D_3 = \frac{1}{2}\) and \(\beta = 1.1\). Assume that the price function is given by

\[
P(D) = \frac{90}{D + 1}.
\]
The central equilibrium strategy of each bank is to wait in period $t$ with probability

$$\hat{p}^t = \frac{9}{11} \frac{(1.1)^{y-1} + 1}{(1.1)^{y-1} + 1}.$$

The table below shows some values for the local strategies.

Table 1.

<table>
<thead>
<tr>
<th>$t$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_t'$</td>
<td>.859</td>
<td>.861</td>
<td>.863</td>
<td>.865</td>
<td>.867</td>
<td>.874</td>
<td>.885</td>
<td>.896</td>
</tr>
</tbody>
</table>

In this example the central equilibrium probability of a bank waiting in period $t$ is high. It increases with the time $t$ and converges to .9 as $t$ becomes large.

The alternating equilibrium strategy of banks $i$ and $j$ is to wait with probabilities

$$\tilde{p}^t = \frac{79}{121} \frac{(1.1)^{y+1} + 1}{(1.1)^{y-1} + 1}, \quad \tilde{p}^t = 1 \quad \text{in every even period;}$$

$$\tilde{p}^t = 1, \quad \tilde{p}^t = \frac{79}{121} \frac{(1.1)^{y+1} + 1}{(1.1)^{y-1} + 1} \quad \text{in every odd period.}$$

The table below shows some values for the local strategies in an alternating equilibrium.

Table 2.

<table>
<thead>
<tr>
<th>$t$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{p}^t$</td>
<td>.718</td>
<td>1</td>
<td>.725</td>
<td>1</td>
<td>.731</td>
<td>1</td>
<td>.744</td>
<td>1</td>
</tr>
<tr>
<td>$p^t'$</td>
<td>1</td>
<td>.721</td>
<td>1</td>
<td>.728</td>
<td>1</td>
<td>.734</td>
<td>1</td>
<td>.746</td>
</tr>
</tbody>
</table>

In this example the alternating equilibrium probability of a bank waiting in period $t$ is high, too. The lower probability of waiting increases with the time $t$ and converges to .79 as $t$ becomes large.

An example of a mutating equilibrium is presented in Figure 2.
In a mutating equilibrium a bank waits in every period with probability close to .9, and from some period on starts switching its local strategy either waiting for sure or waiting with probability close to .79. Thus the probability of waiting in each period is high in every equilibrium. We will characterize the behavior of equilibria more precisely in Section 4.

4. The Behavior of Equilibria

The following comparative statics result is true.

**Theorem 2.** Let \( \hat{b}^0 = (\hat{b}_1^0, \hat{b}_2^0, \ldots, \hat{b}_n^0) = ((\hat{p}_1^0, \hat{p}_2^0, \ldots, \hat{p}_n^0), (\hat{p}_1^1, \hat{p}_2^1, \ldots, \hat{p}_n^1), \ldots) \) be the central equilibrium. Then for \( i, j = 1, 2 \) \( (i \neq j) \) and all \( t = 0, 1, \ldots \), it holds

\[
\hat{p}_i^t \leq \hat{p}_j^t \quad \text{if and only if} \quad D_i \leq D_j.
\]

**Proof of Theorem 2.** From equations given by (3.3), we have that

\[
\hat{p}_i^t - \hat{p}_j^t = \frac{[P(\beta^* - 1)D_i] - P(\beta^* - 1)D_j)\left[P(\beta^* - 1)D_j) - P(\beta^* - 1)D_i)\right]}{[P(D_j) - P(D_i)][P(D_j) - P(D_i)]} \quad \text{for} \quad j \neq i.
\]

From the above equality it follows that

\[
\hat{p}_i^t \leq \hat{p}_j^t \quad \text{if and only if} \quad D_i \leq D_j.
\]
This theorem says that in the central equilibrium a bank with a bigger loan exposure waits longer in every period than the bank with a smaller one. The reasoning for Theorem 2 is as follows. Each bank has in every period two (pure) alternative choices: to wait or to sell. In an equilibrium mixed local strategy, these two choices give the same expected payoffs to each bank, since otherwise a pure local strategy would be chosen. Bank $i$, evaluating its expected payoff from waiting, takes into account bank $j$'s probability of selling and vice versa. If $D_i \leq D_j$, then bank $i$'s evaluation is more positively affected by $D_j$ than bank $j$'s by $D_i$. Therefore, to have the same expected values for the two alternative choices, bank $i$'s probability of waiting becomes lower than bank $j$'s.

The result of Theorem 2 gives the same prediction about the behavior of banks in a period as the prediction derived from the one-period model of Chapter II. In Chapter II, we showed in a one-period model that a bank with a higher loan exposure has a higher probability of waiting than the other one. Since the sequence of mixed strategy equilibria for the one-period games coincides with the central equilibrium of the dynamic game, our Theorem 2 is obtained immediately. The behavior of lender banks in the Bolivian buyback constitutes the best illustration of these results. All American banks with larger loan exposures have kept their loans but some banks with small exposures have sold theirs.

In the previous section, we observed that the probability of a bank waiting in each period in every equilibrium is relatively high as long as the interest factor is low. Now, we consider the limit behavior of the probability of a bank waiting when the interest factor is close to 1. If the function $P(\cdot)$ is continuous at $D^0$, then from equations (3.3)-(3.7) we obtain that in every equilibrium of the endurance competition game the probability of a bank waiting in each period converges to 1 as $\beta$ converges to 1. Thus we have the following property of each equilibrium in the game $\Gamma(0, D^0)$.

**Theorem 3.** Let $b^0 = (b_1^0, b_2^0) = ((p_1^0, p_1^1, \ldots), (p_2^0, p_2^1, \ldots))$ be any equilibrium for the game $\Gamma(0, D^0)$ with the interest factor $\beta$. If $P(\cdot)$ is continuous at $D^0$, then for each $t \geq 0$ $p^t \to 1$ as $\beta \to 1$. 
Theorem 3 means that when the interest rate is small (the interest factor is close to 1), each bank has strong incentives to wait and keep its loan exposure in every period along an equilibrium path for our dynamic game.

Now, we would like to characterize more precisely the changes of the probability of waiting over time. If the price function $P(\cdot)$ is homogeneous, i.e. $P(kD) = k^n P(D)$ where $n$ is a negative number, then from (3.3) the central equilibrium probability of waiting by bank $i$ in period $t$ is constant and equals to

$$\frac{P(\beta D_i) - P(D^0)}{P(\beta D_i) - P(\beta D^0)}.$$

This observation can be generalized in the following way. If the price function $P(D)$ is approximated by a homogeneous function $F(D)$ for the large values of $D$, then the central equilibrium probability of waiting by bank $i$ in period $t$ becomes almost constant as $t$ increases. To see this, we assume that there is a function $F(D) : \mathbb{R}_+ \to \mathbb{R}_+$ homogeneous of degree $n$ (i.e. $F(kD) = k^n F(D)$, where $n$ is a negative number), such that $P(D)/F(D) \to 1$ as $D \to \infty$. Then from (3.3),

$$\hat{p}^i_t = \frac{P(\beta^{t+1} D_i) - P(\beta^{t+1} D^0)}{P(\beta^{t+1} D_i) - P(\beta^{t+1} D^0)} = \frac{F(\beta^{t+1} D_i) - F(\beta^{t+1} D^0)}{F(\beta^{t+1} D_i) - F(\beta^{t+1} D^0)} \frac{F(\beta D_i)}{F(\beta D_i) - F(\beta D^0)} P(\beta^{t+1} D_i).$$

Thus we obtain

$$\hat{p}^i_t \to \frac{F(D_i) F(D^0)}{F(D_i) F(D^0) - 1} = \frac{F(\beta D_i) - F(D^0)}{F(\beta D_i) - F(\beta D^0)} \text{ as } t \to \infty.$$

We can summarize the above result in the following theorem.

**Theorem 4.** Let $\hat{b}^0 = (\hat{b}_1^0, \hat{b}_2^0, \ldots) = (\hat{p}_1^0, \hat{p}_2^0, \ldots, \hat{p}_1^1, \hat{p}_2^1, \ldots)$ be the central equilibrium for the game $\Gamma(0, D^0)$ given by Theorem 1. If there exists a homogeneous function $F(D)$ such that $P(D)/F(D) \to 1$ as $D \to \infty$, then

$$\hat{p}^i_t \to \frac{F(\beta D_i) - F(D^0)}{F(\beta D_i) - F(\beta D^0)} \text{ as } t \to \infty.$$

This theorem says that a sufficient condition for the central equilibrium probability of a bank waiting in period $t$ to become constant when $t$ increases, is a homogeneity of the price function for the large values of debt. We have not succeeded in finding any interesting necessary conditions for this type of stationarity of banks' behavior to occur.
The following example illustrates the claims of Theorems 2 and 4.

Example 4.1.

Let $D_1 = \frac{1}{3} D^0$, $D_2 = \frac{2}{3} D_0$, $D^0 = 1$, $\beta = 1.1$. Let us also assume that the price function is

$$P(D) = \frac{90}{D + 1}.$$ 

The central equilibrium local strategies are

$$\hat{p}_1^t = \frac{8}{11} \frac{(1.1)^{t+1} + 1}{(1.1)^t + 1} \quad \text{and} \quad \hat{p}_2^t = \frac{19}{22} \frac{(1.1)^{t+1} + 1}{(1.1)^t + 1}.$$ 

As predicted by Theorem 2, $\hat{p}_1^t < \hat{p}_2^t$ for every $t$, and as predicted by Theorem 4,

$$\hat{p}_1^t \to \frac{8}{11} \quad \text{and} \quad \hat{p}_2^t \to \frac{19}{20} \quad \text{as} \quad t \to \infty.$$ 

5. Proof of Theorem 1

For the proof we need a precise definition of expected payoffs from the subgame $\Gamma(t, \beta^t D^0)$. An expected payoff to bank $i$ from the subgame $\Gamma(t, \beta^t D^0)$ under $b^0$ is defined analogously to (2.3) by

$$H_i(b) = \sum_{r = t}^\infty (1 - p_i) D_i P(\beta^t D^0) \prod_{k = t}^{r-1} \hat{p}_i^k \hat{p}_0^k + \sum_{r = t}^\infty p_i (1 - p_i) D_i P(\beta^{t+1} D_i) \prod_{k = t}^{r-1} \hat{p}_i^k \hat{p}_0^k$$

for all $t = 0, 1, \ldots$.

We may use the following form of the payoff function

$$H_i(b) = (1 - p_i) D_i P(\beta^t D^0) + p_i (1 - p_i) D_i P(\beta^{t+1} D_i) + p_i p_j H_i^{t+1}(b^{t+1})$$

which comes from

$$H_i(b) = (1 - p_i) D_i P(\beta^t D^0) + p_i (1 - p_i) D_i P(\beta^{t+1} D_i)$$

$$+ p_i p_j \left[ \sum_{r = t+1}^\infty (1 - p_i) D_i P(\beta^t D^0) \prod_{k = r+1}^{r-1} \hat{p}_i^k \hat{p}_0^k + \sum_{r = t+1}^\infty p_i (1 - p_i) D_i P(\beta^{t+1} D_i) \prod_{k = r+1}^{r-1} \hat{p}_i^k \hat{p}_0^k \right].$$

5.1. The Necessary Conditions for a Subgame Perfect Equilibrium with the Time Continuation Property

In this section, we prove that any subgame perfect equilibrium with the time continuation property must be either central, or alternating, or mutating given by Theorem 1.
We first prove that if in a subgame perfect equilibrium of $\Gamma(t, \beta^0D^0)$ for some $t \leq -1$ a local strategy combination $(0, 1)$ is played in period $m \geq 0$, then the same local strategy combination is played in period $m - 1$.

**Lemma 1.** Let $t$ and $m$ be integers with $t \leq -1$ and $m \geq 0$, and let $b' = (b_1', b_2') = ((p_1', p_1'^{+1}, ...), (p_2', p_2'^{+1}, ...))$ be a subgame perfect equilibrium for the game $\Gamma(t, \beta^0D^0)$. Then if $(p_1^m, p_2^m) = (0, 1)$, then $(p_1^{m-1}, p_2^{m-1}) = (0, 1)$.

By applying Lemma 1 repeatedly to $m - 1, ..., 1, 0$, the local strategy combination $(0, 1)$ is played in every period from $t = -1$ until $t = m$. Thus if a local strategy combination $(0, 1)$ is played in some period $m \geq 0$, then the subgame perfect equilibrium $b'$ for a retrospective extension $\Gamma(t, \beta^0D^0)$ of $\Gamma(0, D^0)$ gives a realization probability 0 to the game $\Gamma(0, D^0)$. It means that $b^0$ induced by $b'$ does not satisfy the time continuation property.

**Proof of Lemma 1.** Without loss of generality we set $i = 1$ and $j = 2$. Thus the expected payoffs to banks 1 and 2 from the subgame $\Gamma(m, \beta^0D^0)$ under $\hat{b'}$ are

$$H_1^m((p_1^m, p_1^{m+1}, ...), (\hat{p}_2^m, \hat{p}_2^{m+1}, ...)) = D_1P(\beta^0D^0)$$

and

$$H_2^m((\hat{p}_1^m, \hat{p}_1^{m+1}, ...), (\hat{p}_2^m, \hat{p}_2^{m+1}, ...)) = D_2P(\beta^0+1D_2),$$

respectively.

Consider the subgame $\Gamma(m - 1, \beta^{m-1}D^0)$. In this game, we assume that the banks play $b^m = (b_1^m, b_2^m)$ after period $m$, and then consider optimal behavior of the banks in period $m - 1$. Thus we have one period game of period $m - 1$, whose payoffs are given in the following table.
Table 3.

<table>
<thead>
<tr>
<th>2</th>
<th>s</th>
<th>w</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(D_1 P(\beta^{n-1} D^0))</td>
<td>(D_1 P(\beta^{n-1} D^0))</td>
</tr>
<tr>
<td>s</td>
<td>(D_2 P(\beta^{n-1} D^0))</td>
<td>(D_2 P(\beta^D_2))</td>
</tr>
<tr>
<td>w</td>
<td>(D_1 P(\beta^D_1))</td>
<td>(D_1 P(\beta^D_0))</td>
</tr>
<tr>
<td></td>
<td>(D_2 P(\beta^{n-1} D^0))</td>
<td>(D_2 P(\beta^{n+1} D_2))</td>
</tr>
</tbody>
</table>

If the strategy combination \(b^{n-1} = ((p_{1}^{n-1}, b_1^n), (p_{2}^{n-1}, b_2^n))\) is a Nash equilibrium for the subgame \(\Gamma(m-1, \beta^{n-1} D^0)\), then the strategies \(p_{1}^{n-1}\) and \(p_{2}^{n-1}\) constitute a Nash equilibrium of the game described by Table 3. We can calculate that the game of Table 3 has the unique Nash equilibrium \((p_{1}^{n-1}, p_{2}^{n-1}) = (0, 1)\).

We look for necessary conditions for a behavior strategy combination to be a subgame perfect equilibrium with the time continuation property. Consider a subgame perfect equilibrium \(b^0\) satisfying the time continuation property. By definition, \(b^0\) induces a Nash equilibrium on every subgame of \(\Gamma(0, D^0)\). Take subgames \(\Gamma(t, \beta^t D^0)\) and \(\Gamma(t + 1, \beta^{t+1} D^0)\) for any \(t = 0, 1, \ldots\) We want to find a relation between the equilibrium local strategy combination \(p^t\) and \(b^{t+1}\). When \(b^{t+1}\) is fixed, the payoffs from the subgame \(\Gamma(t, \beta^t D^0)\) depend only on the local strategies in period \(t\), and are shown in the following table.

Table 4.

<table>
<thead>
<tr>
<th>2</th>
<th>s</th>
<th>w</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(D_1 P(\beta^t D^0))</td>
<td>(D_1 P(\beta^t D^0))</td>
</tr>
<tr>
<td>s</td>
<td>(D_2 P(\beta^t D^0))</td>
<td>(D_2 P(\beta^{t+1} D_2))</td>
</tr>
<tr>
<td>w</td>
<td>(D_1 P(\beta^{t+1} D_1))</td>
<td>(H^{t+1}(b^{t+1}))</td>
</tr>
<tr>
<td></td>
<td>(D_2 P(\beta^t D^0))</td>
<td>(H^{t+1}(b^{t+1}))</td>
</tr>
</tbody>
</table>

Dynamics of International Debt Overhang with Two Lender Banks
If the strategy combination \( b^t = ((\hat{p}^t, \hat{p}^{t+1}), (\hat{p}^t, \hat{p}^{t+1})) \) is a Nash equilibrium of the subgame \( \Gamma(t, \beta^t D^0) \), then the strategies \( \hat{p}_1^t \) and \( \hat{p}_2^t \) constitute a Nash equilibrium of the matrix game \( M(t) \) described by Table 4.

We look for all possible equilibria in the matrix game \( M(t) \). We have to consider the following seven cases. The classification is made by comparing (i) payoffs for bank 1 in the second column and (ii) payoffs for bank 2 in the lowest row.

1° \( D_1 P(\beta^t D^0) > H_1(t+1)(b^{t+1}) \) and \( D_2 P(\beta^t D^0) < H_2(t+1)(b^{t+1}) \). There exists only one equilibrium \( p_1^t = 0 \) and \( p_2^t = 1 \) in the game \( M(t) \). The equilibrium payoffs from the game \( \Gamma(t, \beta^t D^0) \) are \( H_1(b^t) = D_1 P(\beta^t D^0) \) and \( H_2(b^t) = D_2 P(\beta^t D^0) \).

2° \( D_1 P(\beta^t D^0) > H_1(t+1)(b^{t+1}) \) and \( D_2 P(\beta^t D^0) > H_2(t+1)(b^{t+1}) \). There exist three equilibria in the game \( M(t) \). Two of them coincide with the equilibria of 1°, and the third one is a mixed strategy equilibrium given by

\[
(5.4) \quad p_i^t = \frac{D_i P(\beta^{t+1} D_0) - D_i P(\beta^t D^0)}{D_i P(\beta^{t+1} D_0) - H_i^{t+1}(b^{t+1})} \text{ for } i,j = 1,2 \ (i \neq j).
\]

The equilibrium payoff to bank \( i \) from the game \( \Gamma(t, \beta^t D^0) \) when the mixed strategies are played is \( H_i(b^t) = D_i P(\beta^t D^0) \).

3° \( D_1 P(\beta^t D^0) > H_1(t+1)(b^{t+1}) \) and \( D_2 P(\beta^t D^0) = H_2(t+1)(b^{t+1}) \). There exist two types of equilibria in the game \( M(t) \):

(i) \( p_1^t = 0 \) and \( p_2^t = 1 \);

(ii) \( p_1^t = 1 \) and \( p_2^t \in [0, \frac{D_1 P(\beta^{t+1} D_0) - D_i P(\beta^t D^0)}{D_1 P(\beta^{t+1} D_0) - H_i^{t+1}(b^{t+1})}] \).

The equilibrium payoffs from the game \( \Gamma(t, \beta^t D^0) \) are, respectively,

(i) \( H_1(b^t) = D_1 P(\beta^t D^0) \) and \( H_2(b^t) = D_2 P(\beta^{t+1} D_0) \);

(ii) \( H_1(b^t) = (1 - \hat{p}_2^t) D_1 P(\beta^{t+1} D_0) + \hat{p}_1 H_1(t+1)(b^{t+1}) \) and \( H_2(b^t) = D_2 P(\beta^t D^0) \).
4º If $D_tP(\beta'D^0) = H_{1t+1}(b^{t+1})$ and $D_tP(\beta'D^0) > H_{2t+1}(b^{t+1})$. There exist two types of equilibria in the game $M(t)$:

(i) $p_1^t = 1$ and $p_2^t = 0,$
(ii) $p_1^t \in [0, \frac{D_2P(\beta'D^0) - D_tP(\beta'D^0)}{D_2P(\beta'D^0) - H_{2t+1}(b^{t+1})}]$ and $p_2^t = 1.$

The equilibrium payoffs from the game $\Gamma(t, \beta'D^0)$ are, respectively,

(i) $H_{1t}(b^t) = D_tP(\beta'D^0)$ and $H_{2t}(b^t) = D_2P(\beta'D^0);$ 
(ii) $H_{1t}(b^t) = D_tP(\beta'D^0)$ and $H_{2t}(b^t) = (1 - p_1^t)D_2P(\beta'D^0) + p_1^tH_{2t+1}(b^{t+1}).$

5º $D_tP(\beta'D^0) < H_{1t+1}(b^{t+1})$ and $D_tP(\beta'D^0) = H_{1t+1}(b^{t+1})$. There exists only one type of equilibria in the game $M(t)$, namely $p_1^t = 1$ and $p_2^t \in [0, 1].$

The equilibrium payoffs from the game $\Gamma(t, \beta'D^0)$ are $H_{1t}(b^t) = (1 - p_1^t)D_tP(\beta'D^0) + p_1^tH_{2t+1}(b^{t+1})$ and $H_{2t}(b^t) = D_2P(\beta'D^0).$

6º If $D_tP(\beta'D^0) = H_{1t+1}(b^{t+1})$ and $D_2P(\beta'D^0) = H_{2t+1}(b^{t+1})$. There exist two types of equilibria:

(i) $p_1^t \in [0, 1]$ and $p_2^t = 1,$
(ii) $p_1^t = 1$ and $p_2^t \in [0, 1].$

The equilibrium payoffs from the game $\Gamma(t, \beta'D^0)$ are, respectively,

(i) $H_{1t}(b^t) = D_tP(\beta'D^0)$ and $H_{2t}(b^t) = (1 - p_1^t)D_2P(\beta'D^0) + p_1^tD_2P(\beta'D^0);$ 
(ii) $H_{1t}(b^t) = (1 - p_1^t)D_tP(\beta'D^0) + p_1^tD_2P(\beta'D^0)$ and $H_{2t}(b^t) = D_2P(\beta'D^0).$

7º $D_tP(\beta'D^0) < H_{1t+1}(b^{t+1})$ and $D_2P(\beta'D^0) < H_{2t+1}(b^{t+1})$. There exists only one equilibrium $p_1^t = 1$ and $p_2^t = 1$ in the game $M(t)$.

The equilibrium payoffs from the game $\Gamma(t, \beta'D^0)$ are $H_{1t}(b^t) = H_{1t+1}(b^{t+1})$ and $H_{2t}(b^t) = H_{2t+1}(b^{t+1}).$  

---
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From the conclusions following Lemma 1, we know that the pairs (0, 1) and (1, 0) cannot be local strategies of any subgame perfect equilibrium with the time continuation property for the game $\Gamma(0, D^0)$. Thus, we can immediately exclude $1^0$ as impossible. By the same argument, we can also exclude equilibrium (i) in $3^0$ and $4^0$.

We observe also that $5^0$, and $6^0$ cannot take place for any $t$. This is because in any of the above cases the equilibrium payoffs $H_1(b'), H_2(b')$ do not satisfy the conditions $5^0$, and $6^0$.

We show that $7^0$ is not possible, either. Observe that if the payoffs $H_1^{t+1}(b^{t+1}), H_2^{t+1}(b^{t+1})$ satisfy one of the conditions $1^0 - 6^0$, then the equilibrium payoffs $H_1(b'), H_2(b')$ do not satisfy the conditions $7^0$. Thus, if the equilibrium payoffs $H_1(b'), H_2(b')$ would satisfy assumptions of $7^0$, then the payoffs $H_1^{t+1}(b^{t+1}), H_2^{t+1}(b^{t+1})$ could only satisfy the assumptions of $7^0$. By induction, the payoffs $H_1(b'), H_2(b')$ for all $\tau \geq t$ could only satisfy the assumptions of $7^0$. But then, the players would play an equilibrium local strategy combination $(1, 1)$ from the time $t$ on, and it would hold that $H_1(b') = H_1(b')$ and $H_2(b') = H_2(b')$ for any $\tau (\tau \geq t)$. However, the strategy combination $b' = ((1, 1, ...), (1, 1, ...))$ is not a Nash equilibrium for the game $\Gamma(t, \beta^0D^0)$, because for $\tau$ sufficiently big $D_1P(\beta^{t+1}D_1) < D_1P(\beta^0D^0)$, and because $H_1(b') = H_1(b') < D_1P(\beta^{t+1}D_1)$, it is better for the player 1 to sell in period $t$ instead of waiting.

Summarizing, the local strategy combinations which could occur in any subgame perfect equilibrium must satisfy: $2^0$, $3^0 (ii)$, or $4^0 (ii)$.

Observe the following regularities. If the payoffs $H_1^{t+1}(b^{t+1}), H_2^{t+1}(b^{t+1})$ satisfy conditions $4^0$, then the payoffs $H_1(b'), H_2(b')$ satisfy the conditions

\[
2^0 \text{ when } p_t \in \left( \frac{D_2P(\beta^{t+1}D_2) - D_2P(\beta^{-1}D^0)}{D_2P(\beta^{t+1}D_2) - H_2^{t+1}(b^{t+1})}, \frac{D_2P(\beta^{t+1}D_2) - D_2P(\beta^0D^0)}{D_2P(\beta^{t+1}D_2) - H_2^{t+1}(b^{t+1})} \right); \text{ and}
\]

\[
3^0 \text{ when } p_t = \frac{D_2P(\beta^{t+1}D_2) - D_2P(\beta^{-1}D^0)}{D_2P(\beta^{t+1}D_2) - H_2^{t+1}(b^{t+1})}.
\]

If the payoffs $H_1^{t+1}(b^{t+1}), H_2^{t+1}(b^{t+1})$ satisfy conditions $3^0$, then the equilibrium payoffs $H_1(b'), H_2(b')$ satisfy the conditions.
2° when \[ p_t \left(\frac{D_i P(\beta_t^{t+1} D_i) - D_i P(\beta_t^{t-1} D^0)}{D_i P(\beta_t^{t+1} D_i) - H_t^{t+1}(b^{t+1})} - \frac{D_i P(\beta_t^{t+1} D_i) - D_i P(\beta_t^{t} D^0)}{D_i P(\beta_t^{t+1} D_i) - H_t^{t+1}(b^{t+1})}\right); \] and

3° when \[ p_t' = \frac{D_i P(\beta_t^{t+1} D_i) - D_i P(\beta_t^{t-1} D^0)}{D_i P(\beta_t^{t+1} D_i) - H_t^{t+1}(b^{t+1})}. \]

If the payoffs \( H_t^{t+1}(b^{t+1}) \), \( H_t^{t+1}(b^{t+1}) \) satisfy conditions 2°, then the equilibrium payoffs \( H_t^{t}(b) \), \( H_t^{t}(b) \) satisfy the conditions 2° as well.

Therefore we can identify exactly three types of candidates for a subgame perfect equilibria of the game \( \Gamma(0, D^0) \) satisfying the time continuation property. The first type of candidates are strategy combinations which in all games \( \Gamma(t, \beta D^0) \) give the payoffs satisfying the conditions 2°. There is only one such strategy combination and it coincides with the central equilibrium given by (3.3).

The second type of candidates are strategy combinations which in the game \( \Gamma(t, \beta D^0) \) give the payoffs satisfying the assumptions of 3° when \( t \) is even (odd), and the assumptions of 4° when \( t \) is odd (even). There are two such strategy combinations and they coincide with alternating equilibria given by (3.4) and (3.5). The third type of candidates are strategy combinations which in the game \( \Gamma(t, \beta D^0) \) give the payoffs satisfying the assumptions of 2° for all \( t \) smaller than or equal to \( \tau + 2 \) (\( \tau \geq -2 \)), and the assumptions of 3° for \( t > \tau + 2 \) and \( t \) even (odd), and the assumptions of 4° for \( t > \tau + 2 \) and \( t \) odd (even). This set of strategy combinations coincides with the set of mutating equilibria given by Theorem 1.

Thus we showed that any subgame perfect equilibrium of the game \( \Gamma(0, D^0) \) satisfying the time continuation property must be central, alternating or mutating.

5.2. The Sufficient Conditions for a Subgame Perfect Equilibrium with the Time Continuation Property

It remains to show that the strategy combinations called central, alternating and mutating are indeed the subgame perfect equilibria with the time continuation property. First, we prove the following lemmas.

Lemma 2. For any \( t \) and any \( b \in B_t \) it holds

\[ H_t(b, b') - D_i P(\beta D^0) = [H_t^{t+1}(b^{t+1}, b^{t+1}) - D_i P(\beta^{t+1} D^0)] \prod_{k=t}^\tau p^k_i p_j^k \text{ for all } \tau \geq t. \]
Proof. From (5.2) and (3.3), we have

\[ H^{t}(b^t, \hat{b}^{t+1}) - D, P(\beta^{t+1}D^0) = (1 - p_d)D, P(\beta^{t+1}D^0) + p_d(1 - \hat{p})D, P(\beta^{t+1}D) \]

\[ + p_d \hat{p} H^{t+1}(b^{t+1}, \hat{b}^{t+1}) - D, P(\beta^{t}D^0) \]

\[ = p_d \hat{p} H^{t+1}(b^{t+1}, \hat{b}^{t+1}) - p_d \hat{p} D, P(\beta^{t+1}D^0) \]

\[ + p_d \hat{p} D, D, P(\beta^{t+1}D) - p_d D^0 P(\beta^{t}D^0) + p_d D, D, P(\beta^{t+1}D) - p_d \hat{p} D, D, P(\beta^{t+1}D) \]

\[ = [H^{t+1}(b^{t+1}, \hat{b}^{t+1}) - D^0 P(\beta^{t+1}D^0)]p_d \hat{p} - p_d D^0 P(\beta^{t}D^0) - p_d \hat{p} [D, D, P(\beta^{t+1}D) - D^0 P(\beta^{t+1}D^0)] \]

\[ + p_d D, D, P(\beta^{t+1}D) \]

\[ = [H^{t+1}(b^{t+1}, \hat{b}^{t+1}) - D, D, P(\beta^{t+1}D^0)]p_d \hat{p} - p_d D^0 P(\beta^{t}D^0) \]

\[ - p_d \frac{D, D, P(\beta^{t+1}D) - D^0 P(\beta^{t}D^0)}{P(\beta^{t+1}D^0)} [D, D, P(\beta^{t+1}D) - D^0 P(\beta^{t+1}D^0)] + p_d D, D, P(\beta^{t+1}D) \]

\[ = [H^{t+1}(b^{t+1}, \hat{b}^{t+1}) - D, D, P(\beta^{t+1}D^0)]p_d \hat{p}, \]

i.e., Lemma 2 is true for \( t = t \). Repeating similar argument, we obtain the claim of Lemma 2. //

Lemma 3. For any \( t \), any \( b^t \) and \( \tau > t \), it holds

1) \[ [H^{t+1}(b^{t+1}) - D, D, P(\beta^{t+1}D^0)] \prod_{k=t}^{\tau} p_k^t p_t^k \to 0 \text{ as } \tau \to \infty; \]

2) \[ [H^{t+1}(b^{t+1}) - D, D, P(\beta^{t}D^0)] \prod_{k=t}^{\tau} p_k^t p_t^k \to 0 \text{ as } \tau \to \infty. \]

Proof. The expected payoff to bank i from the game \( \Gamma(\tau + 1, \beta^{t+1}D^0) \) cannot be higher than the payoff when bank j sells in period \( \tau + 1 \) and bank i waits in period \( \tau + 1 \) and sells in period \( \tau + 2 \), i.e., \( H^{t+1}(b^{t+1}) \leq D, D, P(\beta^{t+2}D) \) for \( \tau = 0, 1, \ldots \). By (2.1) \( P(\beta^{t+2}D) \to 0 \text{ as } \tau \to \infty \). Thus, since the payoff to bank i is nonnegative, we have \( H^{t+1}(b^{t+1}) \to 0 \text{ as } \tau \to \infty \). Because \( \prod_{k=t}^{\tau} p_k^t p_t^k \leq 1 \) for any \( \tau \geq t \), and, by (2.1) \( P(\beta^{t+1}D^0) \to 0 \) and \( P(\beta^{t}D^0) \to 0 \text{ as } \tau \to \infty \), we have the claim of Lemma 3. //
Here, we prove that the behavior strategy combination \( \hat{b}^o \) called central is a subgame perfect equilibrium of the game \( \Gamma(0, D^o) \) with the time continuation property. From Lemma 2 and Lemma 3 we have that for every \( t \)

\[
H_t'(b', \hat{b}') = D_t P(\beta D^o) \text{ for any } b' \in B'.
\]

By (5.5) \( H_t'(\hat{b}') = D_t P(\beta D^o) \), thus

\[
H_t'(b', \hat{b}') \leq H_t'(b', \hat{b}') \text{ for every } t \text{ and any } b' \in B'.
\]
i.e., bank \( i \) has no incentives to deviate from its strategy \( \hat{b}' \) for every \( t \). Thus the strategy combination \( \hat{b}^o \) called central induces a Nash equilibrium on every subgame of the game \( \Gamma(0, D^o) \), i.e., \( \hat{b}^o \) is a subgame perfect equilibrium of the game \( \Gamma(0, D^o) \).

The central equilibrium \( \hat{b}^o \) satisfies the time continuation property, because for every \( t \leq -1 \) the strategy combination \( \hat{b}' \) is a subgame perfect equilibrium of the retrospective extension \( \Gamma(t, \beta D^o) \) of the game \( \Gamma(0, D^o) \) and the realization probability \( \prod_{\tau=1}^{t}\hat{P}_{-t} \) of the game \( \Gamma(0, D^o) \) is positive.

The following lemma will be used to prove that the behavior strategy combination \( \hat{b}^o \) called alternating is a subgame perfect equilibrium of the game \( \Gamma(0, D^o) \).

**Lemma 4.** For any \( b' \in B' \) it holds

1) for even \( t \)

\[
H_t'(b', \hat{b}') - D_t P(\beta D^o) = \left[ H_{t+1}'(b'^{+1}, \hat{b}'^{+1}) - D_t P(\beta D^o) \right] \prod_{k=t}^{t/2} \hat{p}_k
+ \sum_{r=0}^{t/2} \left[ D_t P(\beta^{2r-1} D^o) - D_t P(\beta^{2r-2} D^o) \right] \left( 1 - \beta^{2r-1} \right) \prod_{k=t}^{2r-2} \hat{p}_k
\]

for \( \tau = t + 2, t + 4, \ldots \),

\[
H_t'(b', \hat{b}') - D_t P(\beta D^o) = \left[ H_{t+1}'(b'^{+1}, \hat{b}'^{+1}) - D_t P(\beta D^o) \right] \prod_{k=t}^{(t-1)/2} \hat{p}_k
+ \sum_{r=1/2}^{(t-1)/2} \left[ D_t P(\beta^{2r-1} D^o) - D_t P(\beta^{2r-2} D^o) \right] \left( 1 - \beta^{2r} \right) \prod_{k=t}^{2r-2} \hat{p}_k
\]

for \( \tau = t + 1, t + 3, \ldots \).
2) for odd $t$

\[
H_t^i(b_t^+, \tilde{b}_t^+) = - D_t P(\beta^t D_0) = \left[ H_{t+1}^i(b_{t+1}^+, \tilde{b}_{t+1}^+) - D_t P(\beta^{t+1} D_0) \right] \prod_{k=t}^{\tau} p_k \tilde{p}_k
\]

\[
+ \sum_{r=(t+1)/2}^{\tau/2} [D_t P(\beta^{r+1} D_0) - D_t P(\beta^{r+2} D_0)](1 - p_{2r-1}) \prod_{k=r}^{2r-2} p_k \tilde{p}_k
\]

for $\tau = t + 1, t + 3, \ldots$. \(^{22}\)

Proof. 1) Let $t$ be even. From (3.2) and (3.4), we have

\[
H_t^i(b_t^+, \tilde{b}_t^+) = (1 - p_t^+) D_t P(\beta^t D_0) + p_t^+ \tilde{p}_t^+ H_{t+1}^i(b_{t+1}^+, \tilde{b}_{t+1}^+) - D_t P(\beta^t D_0)
\]

\[
= [H_{t+1}^i(b_{t+1}^+, \tilde{b}_{t+1}^+) - D_t P(\beta^{t+1} D_0)] p_t^+ \tilde{p}_t^+.
\]

Conducting further substitution by using (3.2) and (3.5) for $t + 1$, we have

\[
H_t^i(b_t^+, \tilde{b}_t^+) = [H_{t+1}^i(b_{t+1}^+, \tilde{b}_{t+1}^+) - D_t P(\beta^{t+1} D_0) + p_t^+ \tilde{p}_t^+ H_{t+2}^i(b_{t+2}^+, \tilde{b}_{t+2}^+) - D_t P(\beta^{t+2} D_0)] p_t^+ \tilde{p}_t^+
\]

\[
= H_t^i(b_{t+2}^+, \tilde{b}_{t+2}^+) p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ - D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ + D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ + D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+
\]

\[
= [H_{t+2}^i(b_{t+2}^+, \tilde{b}_{t+2}^+) - D_t P(\beta^{t+2} D_0)] p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ + D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ (1 - p_t^+)
\]

\[
- [D_t P(\beta^{t+2} D_0) - D_t P(\beta^{t+2} D_0)] p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ + D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ - D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+
\]

\[
= [H_{t+2}^i(b_{t+2}^+, \tilde{b}_{t+2}^+) - D_t P(\beta^{t+2} D_0)] p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ + D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ (1 - p_t^+)
\]

\[
- [D_t P(\beta^{t+2} D_0) - D_t P(\beta^{t+2} D_0)] p_t^+ \tilde{p}_t^+ p_t^+ \tilde{p}_t^+ + D_t P(\beta^{t+2} D_0) p_t^+ \tilde{p}_t^+ - D_t P(\beta^{t+2} D_0)p_t^+ \tilde{p}_t^+
\]

\[
\sum_{k=t}^{t-1} \prod_{k=t}^{r} p_k = 1.
\]
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\[ H_{t+2} = D_t P(\beta^{t+2} D^0) p_{t+1} \tilde{p}_{t+1}^{t+1} + D_t P(\beta^{t+1} D^0) p_{t+1} \tilde{p}_{t+1}^{t+1}(1 - p_{t+1}) + D_t P(\beta^t D^0) p_{t} \tilde{p}_{t+2}^{t+1} - D_t P(\beta^t D^0) p_{t+1} \tilde{p}_{t+2}^{t+1} - D_t P(\beta^t D^0) p_{t} \tilde{p}_{t}^{t+1}(1 - p_{t+1}). \]

i.e., Lemma 4.1) is true for \( t = t + 1 \).

Using (5.2) and (3.4) for \( t + 2 \), we obtain

\[ H_{t+2}(\tilde{b}^t, \tilde{b}^{t+2}) - D_t P(\beta^t D^0) = [H_{t+3}(\tilde{b}^{t+3}, \tilde{b}^{t+3}) - D_t P(\beta^{t+3} D^0) p_{t+1} \tilde{p}_{t+1}^{t+1} p_{t+2}^{t+1} + D_t P(\beta^{t+2} D^0) p_{t+1} \tilde{p}_{t+1}^{t+1} p_{t+2}^{t+1} + D_t P(\beta^{t+1} D^0) p_{t+1} \tilde{p}_{t+1}^{t+1}(1 - p_{t+1}]. \]

i.e., Lemma 4.1) is true for \( t = t + 2 \). Repeating similar calculations, we obtain the claim of Lemma 4.1).

2) Analogously, we obtain the claim of Lemma 4.2). //

Here we prove that the behavior strategy combination \( \tilde{b}^t \) called alternating is a subgame perfect equilibrium of the game \( \Gamma(0, D^0) \) with the time continuation property. For a complete proof it is necessary to show that banks i and j do not have any incentives to deviate from their strategies in \( \tilde{b}^t = (\tilde{b}_i^t, \tilde{b}_j^t) \) for \( t = 0, 1, ... \). Since the proof for the bank j goes along the same lines, we show only that bank i does not have any incentives to deviate from its strategy \( \tilde{b}_i^t \) for \( t = 0, 1, ... \).

Since \( \tilde{p}_{t+1}^{t+1} = 1 \) for \( s = 1, 2, ..., \) it follows from Lemma 3 and Lemma 4 that for even \( t \),

(5.6) \[ H_{t}^*(\tilde{b}^t) = D_t P(\beta^t D^0), \]

and for odd \( t \),

(5.7) \[ H_{t}^*(\tilde{b}^t) = D_t P(\beta^{t-1} D^0). \]
From Lemma 4.1) we have that for even \( t \) and any \( b^t \in B^t \)

\[
H_i(b^t, \tilde{b}^t) - D_i P(b^t | D^9) \leq [H_{i+1}(b^{t+1}, \tilde{b}^{t+1}) - D_i P(b^{t+1} | D^9)] \prod_{k=t}^{t+1} p_k^t \tilde{p}_k^t \quad \text{for} \quad t = 1, 3, \ldots
\]

Using Lemma 3.2) we obtain

\[
H_i(b^t, \tilde{b}^t) - D_i P(b^t | D^9) \leq 0 \quad \text{for even} \quad t \quad \text{and any} \quad b^t \in B^t.
\]

Applying (5.6) we have

\[
H_i(b^t, \tilde{b}^t) \leq H_i(\tilde{b}^t) \quad \text{for even} \quad t \quad \text{and any} \quad b^t \in B^t,
\]

i.e., bank \( i \) has no incentives to deviate from its strategy \( \tilde{b}^t \) for every even \( t \).

In the same way, we prove that bank \( i \) has no incentives to deviate from its strategy \( \tilde{b}^t \) for every odd \( t \). From Lemma 4.2) we have that for odd \( t \) and any \( b^t \in B^t \)

\[
H_i(b^t, \tilde{b}^t) - D_i P(b^{t-1} | D^9) \leq [H_{i+1}(b^{t+1}, \tilde{b}^{t+1}) - D_i P(b^{t+1} | D^9)] \prod_{k=t}^{t+1} p_k^t \tilde{p}_k^t \quad \text{for} \quad t = 1, 3, \ldots
\]

Using Lemma 3.2) we obtain

\[
H_i(b^t, \tilde{b}^t) - D_i P(b^{t-1} | D^9) \leq 0 \quad \text{for odd} \quad t \quad \text{and any} \quad b^t \in B^t.
\]

Applying (5.7) we have

\[
H_i(b^t, \tilde{b}^t) \leq H_i(\tilde{b}^t) \quad \text{for odd} \quad t \quad \text{and any} \quad b^t \in B^t,
\]

i.e., bank \( i \) has no incentives to deviate from its strategy \( \tilde{b}^t \) for every odd \( t \). Thus the strategy combination \( \tilde{b}^9 \) called alternating induces a Nash equilibrium on every subgame of the game \( \Gamma(0, D^9) \), i.e., \( \tilde{b}^9 \) is a subgame perfect equilibrium of the game \( \Gamma(0, D^9) \).

The alternating equilibrium \( \tilde{b}^9 \) satisfies the time continuation property, because for every \( t \leq -1 \) the strategy combination \( \tilde{b}^t \) is a subgame perfect equilibrium of the retrospective extension \( \Gamma(t, b^9 | D^9) \) of the game \( \Gamma(0, D^9) \) and the realization probability \( \prod_{\tau=t}^{9} p_{\tau}^t \tilde{p}_{\tau}^t \) of the game \( \Gamma(0, D^9) \) is positive.

Now, we prove that a strategy combination \( \tilde{b}^9 \) called mutating is a subgame perfect equilibrium of the game \( \Gamma(0, D^9) \). By definition of \( \tilde{b}^9 \), \( \tilde{b}^t = b^t \) for \( t = 1, 3, 4, \ldots \). Since the alternating equilibrium \( \tilde{b}^9 \) is subgame perfect, the mutating equilibrium \( \tilde{b}^9 \) induces a Nash equilibrium on the
subgames \( \Gamma(\tau + 3, \beta^{\tau+3}D^0) \), \( \Gamma(\tau + 4, \beta^{\tau+4}D^0) \), ... It remains to consider the subgames \( \Gamma(0, D^0) \), \( \Gamma(1, \beta D^0) \), ... , \( \Gamma(\tau + 2, \beta^{\tau+2}D^0) \).

First, we consider the subgames \( \Gamma(\tau + 1, \beta^{\tau+1}D^0) \) and \( \Gamma(\tau + 2, \beta^{\tau+2}D^0) \). Since the local strategies of banks in periods \( \tau + 1 \) and \( \tau + 2 \) are asymmetric, we have to look at the incentives of each bank to deviate separately.

Consider the payoffs to bank \( i \) from the game \( \Gamma(\tau + 2, \beta^{\tau+2}D^0) \). From (5.2) we have

\[
H_{i^{\tau+2}}(b_i^{\tau+2}, \bar{b}_{j^{\tau+2}}) = (1 - p_i^{\tau+2})D_P(\beta^{\tau+2}D^0) + p_i^{\tau+2}(1 - \bar{p}_i^{\tau+2})D_P(\beta^{\tau+3}D_1) + p_i^{\tau+2}\bar{p}_j^{\tau+2}H_{i^{\tau+3}}(b_i^{\tau+3}, \bar{b}_{j^{\tau+3}}).
\]

Because \( H_{i^{\tau+3}}(b_i^{\tau+3}, \bar{b}_{j^{\tau+3}}) = H_{i^{\tau+3}}(b_i^{\tau+3}, \bar{b}_{j^{\tau+3}}) \) for all \( b_i^{\tau+3} \in B_i^{\tau+3} \), thus using (3.7) we have

\[
H_{i^{\tau+2}}(\bar{b}_{j^{\tau+2}}) = (1 - \bar{p}_i^{\tau+2})D_P(\beta^{\tau+3}D_1) + \bar{p}_j^{\tau+2}H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}}).
\]

Since also \( H_{i^{\tau+3}}(b_i^{\tau+3}, \bar{b}_{j^{\tau+3}}) \leq H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}}) \) for all \( b_i^{\tau+3} \in B_i^{\tau+3} \), we have

\[
H_{i^{\tau+2}}(b_i^{\tau+2}, \bar{b}_{j^{\tau+2}}) \leq (1 - P_i^{\tau+2})D_P(\beta^{\tau+2}D^0) + P_i^{\tau+2}(1 - \bar{p}_i^{\tau+2})D_P(\beta^{\tau+3}D_1) + P_i^{\tau+2}\bar{p}_j^{\tau+2}H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}})
\]

\[
= D_P(\beta^{\tau+2}D^0) + P_i^{\tau+2}[ - D_P(\beta^{\tau+2}D^0) + D_P(\beta^{\tau+3}D_1) - \bar{p}_j^{\tau+2}(D_P(\beta^{\tau+3}D_1) - H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}}))].
\]

The term in the last square bracket is positive, because \( H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}}) = D_P(\beta^{\tau+3}D_0) \) by (5.6) for \( \tau + 3 \), and \( \bar{p}_j^{\tau+2} \) is given by (3.7). Thus

\[
H_{i^{\tau+2}}(b_i^{\tau+2}, \bar{b}_{j^{\tau+2}}) \leq D_P(\beta^{\tau+2}D^0) + 1 \times [ - D_P(\beta^{\tau+2}D^0) + D_P(\beta^{\tau+3}D_1) - \bar{p}_j^{\tau+2}(D_P(\beta^{\tau+3}D_1) - H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}}))]
\]

\[
= (1 - \bar{p}_i^{\tau+2})D_P(\beta^{\tau+3}D_1) + \bar{p}_j^{\tau+2}H_{i^{\tau+3}}(\bar{b}_{j^{\tau+3}}).
\]

Therefore

\[
H_{i^{\tau+2}}(b_i^{\tau+2}, \bar{b}_{j^{\tau+2}}) \leq H_{i^{\tau+2}}(\bar{b}_{j^{\tau+2}}) \text{ for all } b_i^{\tau+2} \in B_i^{\tau+2},
\]

i.e., bank \( i \) has no incentives to deviate from its strategy \( \bar{b}_{j^{\tau+2}} \) in the game \( \Gamma(\tau + 2, \beta^{\tau+2}D^0) \).

Now, consider the payoff to bank \( j \) from the game \( \Gamma(\tau + 2, \beta^{\tau+2}D^0) \). From (5.2) and (3.7) we have

\[
H_{j^{\tau+2}}(\bar{b}_{i^{\tau+2}}, \bar{b}_{j^{\tau+2}}) = (1 - p_j^{\tau+2})D_P(\beta^{\tau+2}D^0) + p_j^{\tau+2}H_{j^{\tau+3}}(\bar{b}_{i^{\tau+3}}, \bar{b}_{j^{\tau+3}}).
\]

Because \( H_{j^{\tau+3}}(\bar{b}_{i^{\tau+3}}, \bar{b}_{j^{\tau+3}}) = H_{j^{\tau+3}}(\bar{b}_{i^{\tau+3}}, \bar{b}_{j^{\tau+3}}) \) for all \( b_i^{\tau+3} \in B_i^{\tau+3} \), thus using (3.7) we have

\[
H_{j^{\tau+2}}(\bar{b}_{i^{\tau+2}}) = (1 - \bar{p}_j^{\tau+2})D_P(\beta^{\tau+2}D^0) + \bar{p}_j^{\tau+2}H_{j^{\tau+3}}(\bar{b}_{i^{\tau+3}}).
\]

Substituting \( H_{j^{\tau+3}}(\bar{b}_{i^{\tau+3}}) = D_P(\beta^{\tau+3}D^0) \) which follows from (5.7) for \( \tau + 3 \), we obtain

\[
H_{j^{\tau+2}}(\bar{b}_{i^{\tau+2}}) = D_P(\beta^{\tau+2}D^0).
\]
Since also $H_{j}^{\tau+1}(\tilde{b}_{j}^{\tau+1}, b_{j}^{\tau+2}) \leq H_{j}^{\tau+2}(\tilde{b}_{j}^{\tau+2})$ for all $b_{j}^{\tau+2} \in B_{j}^{\tau+2}$, we have

$$H_{j}^{\tau+1}(\tilde{b}_{j}^{\tau+1}, b_{j}^{\tau+2}) \leq (1 - p_{j}^{\tau+2})D_{j}P(\beta^{\tau+1}D_{j}) + p_{j}^{\tau+2}H_{j}^{\tau+2}(\tilde{b}_{j}^{\tau+2}) = D_{j}P(\beta^{\tau+2}D_{j}).$$

Therefore

$$H_{j}^{\tau+2}(\tilde{b}_{j}^{\tau+1}, b_{j}^{\tau+2}) \leq H_{j}^{\tau+2}(\tilde{b}_{j}^{\tau+2})$$

for all $b_{j}^{\tau+2} \in B_{j}^{\tau+2}$,

i.e., bank $j$ has no incentives to deviate from its strategy $\tilde{b}_{j}^{\tau+2}$ in the game $\Gamma(\tau + 2, \beta^{\tau+2}D_{j})$.

Consider the payoff to bank $i$ from the game $\Gamma(\tau + 1, \beta^{\tau+1}D_{j})$. From (5.2) we have that for any $b_{j}^{\tau+1} \in B_{j}^{\tau+1}$

$$H_{i}^{\tau+1}(b_{i}^{\tau+1}, \tilde{b}_{j}^{\tau+1}) = (1 - p_{i}^{\tau+1})D_{i}P(\beta^{\tau+1}D_{j}) + p_{i}^{\tau+1}(1 - \tilde{p}_{j}^{\tau+1})D_{i}P(\beta^{\tau+2}D_{j}) + p_{i}^{\tau+1}\tilde{p}_{j}^{\tau+1}H_{j}^{\tau+2}(b_{j}^{\tau+2}, \tilde{b}_{j}^{\tau+2}).$$

Because $H_{j}^{\tau+2}(\tilde{b}_{j}^{\tau+2}) = (1 - \tilde{p}_{j}^{\tau+2})D_{j}P(\beta^{\tau+3}D_{j}) + \tilde{p}_{j}^{\tau+2}D_{j}P(\beta^{\tau+3}D_{j})$, thus

$$H_{i}^{\tau+1}(\tilde{b}_{j}^{\tau+1}) = (1 - \tilde{p}_{j}^{\tau+1})D_{j}P(\beta^{\tau+1}D_{j}) + \tilde{p}_{j}^{\tau+1}(1 - \tilde{p}_{j}^{\tau+1})D_{j}P(\beta^{\tau+2}D_{j}) + \tilde{p}_{j}^{\tau+1}\tilde{p}_{j}^{\tau+1}H_{j}^{\tau+2}(\tilde{b}_{j}^{\tau+2})$$

$$= (1 - \tilde{p}_{j}^{\tau+1})D_{j}P(\beta^{\tau+1}D_{j}) + \tilde{p}_{j}^{\tau+1}(1 - \tilde{p}_{j}^{\tau+1})D_{j}P(\beta^{\tau+2}D_{j})$$

$$+ \tilde{p}_{j}^{\tau+1}\tilde{p}_{j}^{\tau+1}[D_{j}P(\beta^{\tau+3}D_{j}) - \tilde{p}_{j}^{\tau+1}(D_{j}P(\beta^{\tau+3}D_{j}) - D_{j}P(\beta^{\tau+3}D_{j}))]$$

$$= (1 - \tilde{p}_{j}^{\tau+1})D_{j}P(\beta^{\tau+1}D_{j}) + \tilde{p}_{j}^{\tau+1}D_{j}P(\beta^{\tau+2}D_{j})$$

$$- \tilde{p}_{j}^{\tau+1}\tilde{p}_{j}^{\tau+1}[D_{j}P(\beta^{\tau+3}D_{j}) - D_{j}P(\beta^{\tau+3}D_{j}) + \tilde{p}_{j}^{\tau+1}D_{j}P(\beta^{\tau+3}D_{j}) - D_{j}P(\beta^{\tau+3}D_{j})].$$

Substituting (3.6) we obtain

$$H_{i}^{\tau+1}(\tilde{b}_{j}^{\tau+1}) = D_{j}P(\beta^{\tau+1}D_{j}).$$

Since also $H_{i}^{\tau+2}(b_{j}^{\tau+2}, \tilde{b}_{j}^{\tau+2}) \leq H_{i}^{\tau+2}(\tilde{b}_{j}^{\tau+2})$ for all $b_{j}^{\tau+2} \in B_{j}^{\tau+2}$, we have

$$H_{i}^{\tau+2}(b_{j}^{\tau+2}, \tilde{b}_{j}^{\tau+2}) \leq (1 - p_{j}^{\tau+2})D_{j}P(\beta^{\tau+1}D_{j}) + p_{j}^{\tau+2}(1 - \tilde{p}_{j}^{\tau+2})D_{j}P(\beta^{\tau+2}D_{j}) + p_{j}^{\tau+2}\tilde{p}_{j}^{\tau+2}H_{j}^{\tau+2}(b_{j}^{\tau+2})$$

$$= (1 - p_{j}^{\tau+2})D_{j}P(\beta^{\tau+1}D_{j}) + p_{j}^{\tau+2}(1 - \tilde{p}_{j}^{\tau+2})D_{j}P(\beta^{\tau+2}D_{j})$$

$$+ p_{j}^{\tau+2}\tilde{p}_{j}^{\tau+2}[D_{j}P(\beta^{\tau+3}D_{j}) - \tilde{p}_{j}^{\tau+2}(D_{j}P(\beta^{\tau+3}D_{j}) - D_{j}P(\beta^{\tau+3}D_{j}))]$$

$$= (1 - p_{j}^{\tau+2})D_{j}P(\beta^{\tau+1}D_{j}) + p_{j}^{\tau+2}D_{j}P(\beta^{\tau+2}D_{j})$$

$$- p_{j}^{\tau+2}\tilde{p}_{j}^{\tau+2}[D_{j}P(\beta^{\tau+3}D_{j}) - D_{j}P(\beta^{\tau+3}D_{j}) + \tilde{p}_{j}^{\tau+2}(D_{j}P(\beta^{\tau+3}D_{j}) - D_{j}P(\beta^{\tau+3}D_{j})].$$

Substituting (3.6) into the last expression we obtain

$$H_{i}^{\tau+1}(b_{j}^{\tau+1}, \tilde{b}_{j}^{\tau+1}) \leq D_{j}P(\beta^{\tau+1}D_{j})$$

for all $b_{j}^{\tau+1} \in B_{j}^{\tau+1}$.
Thus

$$H_{i}^{t+1}(b_t^{t+1}, \bar{b}_t^{t+1}) \leq H_{i}^{t+1}(\bar{b}_t^{t+1}) \quad \text{for all } b_t^{t+1} \in B_t^{t+1},$$

i.e., bank $i$ has no incentives to deviate from its strategy $\bar{b}_t^{t+1}$ in the game $\Gamma(t+1, \beta^{t+1}D^0)$.

Now, consider the payoff to bank $j$ from the game $\Gamma(t+1, \beta^{t+1}D^0)$. From (5.2) we have

$$H_{j}^{t+1}(\bar{b}_t^{t+1}, b_j^{t+1}) = (1 - p_j^{t+1})D_jP(\beta^{t+1}D^0) + p_j^{t+1}(1 - \bar{p}_t^{t+1})D_jP(\beta^{t+2}D_j) + \bar{p}_t^{t+1}p_j^{t+1}H_{j}^{t+2}(\bar{b}_t^{t+2}, b_j^{t+2}).$$

Because $H_{j}^{t+2}(\bar{b}_t^{t+2}) = D_jP(\beta^{t+1}D^0)$, thus

$$H_{j}^{t+1}(\bar{b}_t^{t+1}) = (1 - \bar{p}_t^{t+1})D_jP(\beta^{t+1}D^0) + \bar{p}_t^{t+1}(1 - \bar{p}_t^{t+1})D_jP(\beta^{t+2}D_j) + \bar{p}_t^{t+1}p_j^{t+1}H_{j}^{t+2}(\bar{b}_t^{t+2})$$

$$= D_jP(\beta^{t+1}D^0) - p_j^{t+1}[D_jP(\beta^{t+1}D^0) - D_jP(\beta^{t+2}D_j) + \bar{p}_t^{t+1}(D_jP(\beta^{t+2}D_j) - D_jP(\beta^{t+2}D^0))].$$

Substituting (3.6) we obtain

$$H_{j}^{t+1}(\bar{b}_t^{t+1}) = D_jP(\beta^{t+1}D^0).$$

Since also $H_{j}^{t+2}(\bar{b}_t^{t+2}, b_j^{t+2}) \leq H_{j}^{t+2}(\bar{b}_t^{t+2})$ for all $b_j^{t+1} \in B_j^{t+1}$, we have

$$H_{j}^{t+1}(\bar{b}_t^{t+1}, b_j^{t+1}) \leq (1 - p_j^{t+1})D_jP(\beta^{t+1}D^0) + p_j^{t+1}(1 - \bar{p}_t^{t+1})D_jP(\beta^{t+2}D_j) + \bar{p}_t^{t+1}p_j^{t+1}H_{j}^{t+2}(\bar{b}_t^{t+2})$$

$$\leq (1 - p_j^{t+1})D_jP(\beta^{t+1}D^0) + p_j^{t+1}(1 - \bar{p}_t^{t+1})D_jP(\beta^{t+2}D_j) + \bar{p}_t^{t+1}p_j^{t+1}D_jP(\beta^{t+2}D^0)$$

$$= D_jP(\beta^{t+1}D^0) - p_j^{t+1}[D_jP(\beta^{t+1}D^0) - D_jP(\beta^{t+2}D_j) + \bar{p}_t^{t+1}(D_jP(\beta^{t+2}D_j) - D_jP(\beta^{t+2}D^0))].$$

Substituting (3.6) into the last expression we obtain

$$H_{j}^{t+1}(\bar{b}_t^{t+1}, b_j^{t+1}) \leq D_jP(\beta^{t+1}D^0) \quad \text{for all } b_j^{t+1} \in B_j^{t+1},$$

Thus

$$H_{j}^{t+1}(\bar{b}_t^{t+1}, b_j^{t+1}) \leq H_{j}^{t+1}(\bar{b}_t^{t+1}) \quad \text{for all } b_j^{t+1} \in B_j^{t+1},$$

i.e., bank $j$ has no incentives to deviate from its strategy $\bar{b}_j^{t+1}$ in the game $\Gamma(t+1, \beta^{t+1}D^0)$.

Consider the payoff to bank $i = 1, 2$ from the game $\Gamma(t, \beta^tD^0)$ for $t = 0, 1, ..., \tau$. By definition of $\hat{b}^0 = ((\bar{p}_0, \bar{p}_1, ..., \bar{p}_\tau^t), (\bar{p}_0, \bar{p}_1, ..., ))$, $\hat{p}^t = \hat{p}_t$ for $t = 0, 1, ..., \tau$. It follows from Lemma 2 that

$$H_{i}(b_t^t, \hat{p}_t^t) = D_iP(\beta^tD^0) = [H_{i}^{t+1}(b_t^t, \bar{b}_t^{t+1}) - D_iP(\beta^{t+1}D^0)] \prod_{j=1}^{T} p_j^t \hat{p}_j^t.$$ 

Because $H_{i}^{t+1}(\bar{b}_t^{t+1}) = D_iP(\beta^{t+1}D^0)$

$$H_{i}(\hat{b}_t^t) = D_iP(\beta^tD^0).$$

Since $H_{i}^{t+1}(b_t^{t+1}, \bar{b}_t^{t+1}) \leq H_{i}^{t+1}(\bar{b}_t^{t+1})$ for all $b_t^{t+1} \in B_t^{t+1}$, we also have

$$H_{i}(b_t^t, \hat{p}_t^t) - D_iP(\beta^tD^0) \leq 0 \quad \text{for } t = 0, 1, ..., \tau \text{ and for all } b_t^t \in B_t^t.$$

Thus we obtain
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\[ H_i(b^i_i, b^i_i) \leq H_i(b^i_i) \quad \text{for } t = 0, 1, \ldots, \tau \text{ and for all } b^i_i \in B^i_i, \]
i.e., bank \( i \) has no incentives to deviate from its strategy \( b^i_i \) in the game \( \Gamma(t, b^i_i) \) for \( t = 0, 1, \ldots, \tau \).

Therefore the strategy combination \( \bar{b}^i \) called mutating induces a Nash equilibrium on every subgame of the game \( \Gamma(0, D^i) \), i.e., \( \bar{b}^i \) is a subgame perfect equilibrium of the game \( \Gamma(0, D^i) \).

A mutating equilibrium \( \bar{b}^i \) satisfies the time continuation property, because for every \( t \leq -1 \) the strategy combination \( \bar{b}^i \) is a subgame perfect equilibrium of the retrospective extension \( \Gamma(t, b^i_D) \) of the game \( \Gamma(0, D^i) \) and the realization probability \( \prod_{r=t+1}^{\tau} \bar{b}^i_r \) of the game \( \Gamma(0, D^i) \) is positive.

6. Conclusions

In this chapter, we consider the problem of debt overhang, formulating the problem as an infinite horizon game with two banks as players. We find that there exist three types of subgame perfect equilibria with the time continuation property which are called central, alternating and mutating, respectively (Theorem 1). However, the strategies of banks in every equilibrium do not differ much from the strategies of the unique central equilibrium. Therefore the average attainable payoffs are almost uniquely determined.

Our game constitutes a dynamic version of the one-shot game of lender banks given in Chapter II. In Chapter II, we focused on the behavior of a large number of banks in a short period. Since the underlying story is dynamic, an important extension of the previous analysis is a direct dynamic approach to the banks' behavior. Sacrificing the insight into the behavior of a large number of banks obtained in Chapter II, we investigate the long-run behavior of banks in the presence of the secondary market for debts.

The central equilibrium gives the local equilibrium strategies in each period which coincide with the equilibrium of the one-period game of Chapter II. This link between the two formulations allows us to use the one-period approach without losing the dynamic nature of the problem, i.e., we obtain a decomposition property of our dynamic game into the one-period games. Both ap-
proaches are complementary in that the one-period model is static but enables us to discuss the effects of a large number of banks, and the dynamic model helps us to understand the long-run behavior of banks but it is too complex to consider the behavior of many banks.

The Folk theorem does not hold for our repeated game, since a deviation of one bank causes its exit from the game and takes away a possibility of punishment by the other bank. In each equilibrium of the dynamic game, the average attainable payoff is almost uniquely determined on the contrary to the Folk Theorem.

In every equilibrium each bank waits in every period with a relatively high probability, and when the interest factor is close to \( i \), the probability of waiting is close to 1, as well (Theorem 3). We also show that when the price function is approximated by some homogeneous function for the large values of debt, the probability of a bank waiting in period \( t \) becomes almost constant as \( t \) increases (Theorem 4). The constant is close to \( i \) as long as the interest factor is relatively low. It suggests that the situation of debt overhang may remain unchanged over time.

In addition, we show that along the central equilibrium path, in every period a bank with a higher loan exposure has a higher probability of waiting than the other one (Theorem 2).
Chapter IV

Duration of Debt Overhang with Two Lender Banks

1. Introduction

Since 1982 the problem of debt overhang has been present in the financial relations between the less developed countries and the foreign commercial banks. The debt overhang is a serious problem for the debtor countries as well as for the banks. On one hand, it keeps the debtor country in a depressed economic situation and prevents it from growing; and on the other hand, it deteriorates the financial situations of the lender banks. The problem of debt overhang has been accompanied with the secondary market for debts where loan exposures of banks are traded at a discounted price. The existence of the secondary market creates a possibility for the debtor country to buy back its debts at a discounted price, and it gives an opportunity for the lender banks to sell their "bad" loans and recoup at least part of their money. However, it is observed that the debt overhang continues to exist even in the presence of the secondary market.

To understand the problem of debt overhang, in Chapters II and III, we give game theoretical models of debt overhang where lender banks are players and decide whether or not to sell their loan exposures to the debtor country at the discounted price on the secondary market. These analyses
show that there is a great tendency for the present situation of the debt overhang to remain almost unchanged. It remains to investigate the duration of the debt overhang, i.e., how long it takes for the problem of debt overhang to disappear. The present chapter seeks to answer this question.

We work on the problem formulated in Chapter III, which is an infinite horizon game with two lender banks as players. Since lender banks are very cautious and simultaneously instantaneous decision makers, the length of a period of the game should be regarded as short or almost zero. To describe this feature of a short period and to consider the effect of the length of a period on the duration of debt overhang, we divide each annual period of the game into n subperiods in which the decision making takes place. In every subperiod of the game each bank decides either to sell its loan exposure to the debtor country at the current secondary market price or to wait and postpone this decision to the next subperiod. By increasing the number of subperiods n, we capture the situation with very short periods of decision making. This treatment of the varying length of a period can be done in the framework of Chapter III.

First, under the assumption of homogeneity of the price function, we show that the equilibrium probability of a bank waiting in every subperiod is close to one when the degree of homogeneity is high. When the degree of homogeneity is low, the equilibrium probability of a bank waiting in every subperiod is bounded away from one, but it still remains quite high.

Next, we focus directly on the duration of debt overhang in equilibrium. We show that if the price function is homogeneous, then the expected duration of debt overhang in the central and alternating equilibria becomes almost constant when the length of a subperiod tends to zero (n tends to infinity). In this case, the constant limit duration of debt overhang is the same in both equilibria. The constant limit duration of debt overhang is long when the degree of homogeneity of the price function is high. When the degree of homogeneity is low, the constant is close to $\ln 2/\ln \beta^2$, where $\beta$ is the annual interest factor. We interpret these results as a possibility for the debt overhang to persist for a long time.

Finally, we consider the duration of debt overhang in an example with a price function which is almost homogeneous for the large values of debt. In the example, the expected equilibrium duration of debt overhang still remains quite long when the length of a subperiod tends to zero. This
may suggest that our conclusions about the long duration of debt overhang could be extended on a class of price functions larger than the homogeneous one.

2. Dynamic Endurance Game and Its Equilibria

We consider a country who has debt obligations of equal size to two foreign banks. The country has been unable to maintain the service payments on the outstanding debts for some periods. We assume the existence of the secondary market for debts, where the country is ready to buy its debts at the secondary market price. The price of debt on the secondary market is assumed to depend on the current total outstanding debts. This price is expressed by the function $P(D): R_+ \rightarrow R_+$ with the property:

(2.1) $P(D)$ is a decreasing function of the total outstanding debt $D$ and $P(D) \rightarrow 0$ as $D \rightarrow \infty$.

This $P(D)$ is country-specific and also depends upon the choice of the present period.

The present period is called $0$ and the length of each original period is one year. We divide each period into $n$ subperiods of equal length in which decisions of banks are made. In every subperiod each bank has two possible choices either to sell its loan exposure or to wait and keep it to the next subperiod. Each bank's pure strategies in every subperiod are $s$ and $w$, where $s$ denotes selling the loan exposure to the debtor country at the current secondary market price, and $w$ denotes waiting and postponing the decision to the next subperiod.

Each bank discounts the future revenues by the interest rate ($r > 0$). We denote the annual interest factor $1 + r$ by $\beta$. We assume that

(2.2) $\beta^2 < 2$.

Since the banks make their decisions in each subperiod, we need the interest factor for a subperiod. The interest factor for a subperiod $(1 + r_s) = \beta$ must give the accumulated interest from $n$ subperiods equal to the annual interest rate, i.e., $(1 + r_s)^n = 1 + r$, or
(2.3) \[ \beta_n = \beta^{1/n}. \]

If bank \( i = 1,2 \) keeps its loan exposure \( D^{i/2} \) until subperiod \( t (t \geq 0) \), then its exposure increases by the accrued interests to \( \beta_n D^{i/2} \). The total outstanding debt \( D^t \) in subperiod \( t \) becomes \( \beta_n D^{i/2} \) if the other bank has already sold, or \( \beta_n D^o \) otherwise. The secondary market price in subperiod \( t \) is given as \( P(D^t) \). If bank \( i \) sells in subperiod \( t \), then the present value of repayment is given as

\[ \frac{1}{\beta_n} \beta_n^{t+1} \frac{1}{2} D^o P(D^t) = \frac{1}{2} D^o P(D^t). \]

If bank \( i \) and the other bank wait in subperiod \( t \), then bank \( i \) does not get any payoff in this subperiod, but it will face the same decision problem in the next subperiod.

We assume that

(2.4) after one bank sells its loan exposure, the other bank sells its exposure immediately in the next subperiod.

It is possible that while one bank sells its exposure in some subperiod, the other bank keeps its exposure for several subperiods after that. In this case, however, keeping the loan exposure for several subperiods is not an optimal behavior. Indeed, if the bank postpones selling its exposure, the secondary market price of debt will decrease because of the accrued interest. Suppose bank \( j \) sells its exposure in subperiod \( t \) and bank \( i \) does not. Then the secondary market price in subperiod \( t + 1 \) is \( P(\beta_n^{t+1} D^{i/2}) \), and the present value of loan exposure is \( \frac{1}{D^o} P(\beta_n^{t+1} D^{i/2}) \). If bank \( i \) keeps its loan exposure to subperiod \( t + 2 \), then the price falls to \( P(\beta_n^{t+2} D^{i/2}) \) and the present value is \( D_o P(\beta_n^{t+2} D^{i/2}) \). The optimal behavior of bank \( i \) is to sell the exposure in subperiod \( t + 1 \). Thus we can assume (2.4) without loss of generality.

There are two cases in which the game terminates. The first case is that both banks wait until subperiod \( t - 1 \) and both sell in subperiod \( t \). The second case is that both banks wait until subperiod \( t - 1 \) and one bank sells its loan exposure in subperiod \( t \), and the other bank waits in subperiod \( t \) and sells its exposure in subperiod \( t + 1 \). The payoff to bank \( i = 1, 2 \) in the game \( \Gamma_n(0, D^o) \) is defined by

\[ \text{Duration of Debt Overhang with Two Lender Banks} \]
\[ \frac{1}{2} D^0 P(\beta^*_i D^0) \quad \text{if both banks wait until subperiod} \ t - 1 \ \text{and bank} \ i \ \text{sells} \ \text{in subperiod} \ t, \]

\[ \frac{1}{D^0} P(\beta^*_j D^0/2) \quad \text{if both banks wait until subperiod} \ t - 1 \ \text{and bank} \ j \ (j \neq i) \ \text{sells in subperiod} \ t \ \text{and bank} \ j \ \text{waits in subperiod} \ t. \]

Our game \( \Gamma(K, (0, D^0)) \) is described in Figure 1. In the game tree, the payoffs to the banks are given in three branches. In the first branch both banks sell their exposures in subperiod 0. In the second, bank 1 sells in subperiod 1 and bank 2 sells in subperiod 2. The third case is that bank 2 sells its exposure in subperiod 2 and bank 1 sells its exposure in subperiod 3.
We allow each bank to use behavior strategies. Since each bank’s decision is made in subperiod $t$ only when both banks have waited until subperiod $t$ by assumption (2.4), a behavior strategy of bank $i = 1, 2$ in the game $\Gamma_*(0, D^0)$ is represented as a sequence $b^0 = (p^0, p^1, ...)$, where $p^t$ is a probability of bank $i$’s waiting in subperiod $t$ ($t = 0, 1, ...$) if both banks keep their loan exposures until subperiod $t$. Denote the set of all behavior strategies of bank $i$ by $B^k_i$. A behavior strategy combination for the game $\Gamma_*(0, D^0)$ is a vector $b^0 = (b_1^0, b_2^0) = ((p_1^0, p_1^1, ...), (p_2^0, p_2^1, ...))$.

The expected payoff to bank $i = 1, 2$ for a behavior strategy combination $b^0$ is the sum of

(i) the expected payoff from selling the exposure in subperiod $t$ ($t = 0, 1, ...$) under the assumption that the other bank does not sell earlier $- \frac{1}{2} D^0 P(\beta_s^t D^0) (1 - p^t) \prod_{k=0}^{t-1} p^k p^t$; and

(ii) the expected payoff from selling its loan exposure in subperiod $t + 1$ under the assumption that the other bank sells in period $t$ $- \frac{1}{2} D^0 P(\beta_s^t D^0/2) p^t (1 - p^t) \prod_{k=0}^{t-1} p^k p^t$.

Thus the expected payoff from the game $\Gamma_*(0, D^0)$ under the strategy combination $b^0$ is given by

\[ H_*(b^0) = \sum_{t=0}^{\infty} \frac{1}{2} D^0 P(\beta_s^t D^0) (1 - p^t) \prod_{k=0}^{t-1} p^k p^t + \sum_{t=0}^{\infty} \frac{1}{2} D^0 P(\beta_s^t D^0/2) p^t (1 - p^t) \prod_{k=0}^{t-1} p^k p^t. \]

We use the convention $\prod_{k=0}^{t-1} p^k p^t = 1$.

We have described the dynamic endurance game of lender banks $\Gamma_*(0, D^0)$. To investigate the decisions of banks in the game $\Gamma_*(0, D^0)$, we adopt the concept of the subgame perfect equilibrium of the extensive game (Selten (1975)). To define a subgame perfect equilibrium, we have to consider subgames of the game $\Gamma_*(0, D^0)$. Here every subtree constitutes a subgame. Thus the subgame which starts at any subperiod $t$ of the game $\Gamma_*(0, D^0)$ is denoted by $\Gamma_*(t, \beta^t D^0)$. The strategy for the subgame $\Gamma_*(t, \beta^t D^0)$ induced by $b^0 = (p^0, p^1, ...)$ is a vector obtained by dropping the first $t$ entries of the vector $b^0$, i.e. $b^t = (p^t, p^{t+1}, ...)$. Let $B^t_i$ be the set of all induced behavior strategies of bank $i$ for the subgame $\Gamma_*(t, \beta^t D^0)$.

Denote by $H_*(b^t)$ the expected payoff to bank $i$ from the subgame $\Gamma_*(t, \beta^t D^0)$ under the induced behavior strategy combination $b^t = (b_1^t, b_2^t)$.
A behavior strategy combination \( \hat{b}' = (\hat{b}_1', \hat{b}_2') \) is a Nash equilibrium of the subgame \( \Gamma_n(t, \beta_i'D^0) \) iff for \( i = 1, 2, \)

\[
H / (\hat{b}') \geq H / (\hat{b}' / b_i') \quad \text{for all } b_i' \in B_i,
\]

(2.7)

where \( \hat{b}' / b_i' \) denotes a strategy combination \( \hat{b}' \) with the replacement of \( \hat{b}_i' \) by \( b_i' \). A subgame perfect equilibrium of the game \( \Gamma_n(0, D^0) \) is a behavior strategy combination \( \hat{b}^0 = (\hat{b}_1^0, \hat{b}_2^0) \) which induces a Nash equilibrium on every subgame of the game \( \Gamma_n(0, D^0) \).

In addition to the subgame perfection, we require the equilibrium to have the time continuation property. To define the time continuation property, we introduce a retrospective extension of the game \( \Gamma_n(0, D^0) \) as a game \( \Gamma_n(t, \beta^t D^0) \) for \( t = -1, -2, ... \), so that the game \( \Gamma_n(0, D^0) \) is a subgame of the game \( \Gamma_n(t, \beta^t D^0) \). A subgame perfect equilibrium \( \hat{b}^0 \) is said to have the time continuation property iff for any \( t = -1, -2, ... \) there is a subgame perfect equilibrium \( \hat{b} \) in the retrospective extension \( \Gamma_n(t, \beta^t D^0) \) of \( \Gamma_n(0, D^0) \) such that \( \hat{b}' \) induces \( \hat{b}^0 \) and the realization probability of the subgame \( \Gamma_n(0, D^0) \) is positive.

The time continuation property states that the present game situation results as a continuation of the past history. The game \( \Gamma_n(0, D^0) \) is a result of previous decisions of banks. Therefore the present game is a subgame of the game of any preceding period. If the realization probability of the game \( \Gamma_n(0, D^0) \) is zero in an equilibrium for \( \Gamma_n(t, \beta^t D^0) \) then the present situation would be different from \( \Gamma_n(0, D^0) \). However, we assume that the game \( \Gamma_n(0, D^0) \) is reached. Therefore it is compatible with the consideration of \( \Gamma_n(0, D^0) \) to assume that the realization probability is positive.23

Technically speaking our game is the same as the game of Chapter III except for the different interest factor. Thus applying Theorem 1 of Chapter III to the game \( \Gamma_n(0, D^0) \) with interest factor \( \beta_n \), we obtain that our game has three types of subgame perfect equilibria satisfying the time continuation property: central, alternating, and mutating. In the unique central equilibrium

\[23\] The time continuation property is a concept independent from the time consistency in the macroeconomic literature. The time consistency property is, instead, implied by the subgame perfection.
\( \hat{b}^\circ = (\hat{b}_1^\circ, \hat{b}_2^\circ) = (\hat{p}_1^0, \hat{p}_1^1, \ldots), (\hat{p}_2^0, \hat{p}_2^1, \ldots) \), bank \( i = 1, 2 \) waits in every period \( t (t = 0, 1, \ldots) \) with probability

\[
\hat{p}_i^t = \hat{p}_i^t = \frac{P(\beta_i, t + 1 D^\circ/2) - P(\beta_i D^\circ)}{P(\beta_i, t + 1 D^\circ/2) - P(\beta_i, t D^\circ)}.
\]

There are two alternating equilibria \( \tilde{b}^\circ = (\tilde{b}_1^\circ, \tilde{b}_2^\circ) = (\tilde{p}_1^0, \tilde{p}_1^1, \ldots), (\tilde{p}_2^0, \tilde{p}_2^1, \ldots) \) in which banks \( i \) and \( j \) wait with probabilities

\[
\tilde{p}_i^t = \tilde{p}_j^t = \frac{P(\beta_i, t + 1 D^\circ/2) - P(\beta_i, t D^\circ)}{P(\beta_i, t + 1 D^\circ/2) - P(\beta_i, t D^\circ)} \text{ and } \tilde{p}_i^t = 1 \text{ if } t \text{ is even; and}
\]

\[
\tilde{p}_i^t = 1 \text{ and } \tilde{p}_j^t = \tilde{p}_i^t = \frac{P(\beta_i, t + 1 D^\circ/2) - P(\beta_i, t D^\circ)}{P(\beta_i, t + 1 D^\circ/2) - P(\beta_i, t D^\circ)} \text{ if } t \text{ is odd.}
\]

In a mutating equilibrium banks behave initially according to the central equilibrium strategies and in some future subperiod their central equilibrium strategies mutate into the alternating equilibrium strategies. Since the mutating equilibrium is a combination of the central and the alternating equilibria, we focus on the behavior of banks in the central and alternating equilibria.

In Chapter III, we show under the assumption of continuity of the price function that in every equilibrium of the dynamic game the probability of a bank waiting in each subperiod is close to 1 when the interest factor is low. Here, we look at the changes in the probability of a bank waiting when the shape of the price function changes. Throughout Section 3, we assume that

\[
\text{(2.11)} \quad \text{the price function } P(\cdot) \text{ is homogeneous of degree } k,
\]

i.e., \( P(\lambda D) = \lambda^k P(D) \), where \( \lambda \in R \) and \( k < 0 \). Since the degree of homogeneity \( k \) determines the shape of the price function, we investigate the changes of the probabilities \( \hat{p}^t \) and \( \tilde{p}^t \) of bank waiting in subperiod \( t \) as the degree of homogeneity changes.

Under the assumption (2.11), the probabilities of a bank waiting in each subperiod \( t \) in the central and alternating equilibria are independent of \( t \), and equal

\[
\hat{p}_i^t = \frac{P(\beta_i, D^\circ/2) - P(D^\circ)}{P(\beta_i, D^\circ/2) - P(\beta_i D^\circ)} = \frac{(\beta_i, D^\circ/2)^k - (D^\circ)^k}{(\beta_i, D^\circ/2)^k - (\beta_i D^\circ)^k} = \frac{1 - (\beta_i, D^\circ)^k}{1 - (1/2)^k} \quad \text{and}
\]

\[
\tilde{p}_i^t = \frac{P(\beta_i, 2D^\circ/2) - P(D^\circ)}{P(\beta_i, 2D^\circ/2) - P(\beta_i 2D^\circ)} = \frac{(\beta_i, 2D^\circ/2)^k - (D^\circ)^k}{(\beta_i, 2D^\circ/2)^k - (\beta_i 2D^\circ)^k} = \frac{1 - (\beta_i, 2D^\circ)^k}{1 - (1/2)^k}
\]
respectively. We have the following global behavior of the central and alternating equilibrium probabilities of waiting in each subperiod.

**Theorem 1.** If the price function is homogeneous of degree \( k < 0 \), then for every \( t = 0, 1, \ldots \)

(i) \( \hat{p}_t \to 1 \) and \( \tilde{p}_t \to 1 \) as \( k \to -\infty \);

(ii) \( \hat{p}_t \to 1 - (\ln \beta^{1/6}/\ln 2) \) and \( \tilde{p}_t \to 1 - (\ln \beta^{2/3}/\ln 2) \) as \( k \to 0 \).

**Proof.** (i) It follows directly from (2.12), (2.13) and the assumption (2.2).

(ii) From (2.12) and (2.13) by the de L'Hospital rule, we have

\[
\lim_{k \to -6} \hat{p}_t = \lim_{k \to -6} \frac{1 - (\beta_n/2)^{-\frac{k}{4}}}{1 - (1/2)^{-\frac{k}{4}}} = \lim_{k \to -6} \frac{(\beta_n/2)^{-\frac{k}{4}} \ln(\beta_n/2)}{(1/2)^{-\frac{k}{4}} \ln(1/2)} = \frac{\ln(\beta_n/2)}{\ln(1/2)} = 1 - (\ln \beta_n/\ln 2); \text{ and}
\]

\[
\lim_{k \to -6} \tilde{p}_t = \lim_{k \to -6} \frac{1 - (\beta_n^2/2)^{-\frac{k}{4}}}{1 - (1/2)^{-\frac{k}{4}}} = \lim_{k \to -6} \frac{(\beta_n^2/2)^{-\frac{k}{4}} \ln(\beta_n^2/2)}{(1/2)^{-\frac{k}{4}} \ln(1/2)} = \frac{\ln(\beta_n^2/2)}{\ln(1/2)} = 1 - (\ln \beta_n^2/\ln 2).
\]

Using equality (2.3), we obtain claim (ii).  //

Claim (i) of the theorem says that the central and alternating probabilities of a bank waiting in each subperiod are close to 1 as the degree of homogeneity of the price function becomes high.

Claim (ii) says that when the degree of homogeneity becomes low the probability of a bank waiting is close to \( 1 - (\ln \beta_n/\ln 2) \) in the central equilibrium, and is close to \( 1 - (\ln \beta_n^2/\ln 2) \) in the alternating equilibrium. Since \( 1 < \beta < 2^{1/3} \), the central equilibrium probability of a bank waiting in each subperiod is greater than 1/2. The probability of a bank waiting in each subperiod in the alternating equilibrium is greater than 1/2 when the interest factor for a subperiod is smaller than 1.19 (interest rate for a subperiod is smaller than 19% ).

The relatively high probability of a bank waiting in each subperiod in every equilibrium of the game \( \Gamma_n(0, D^0) \) suggests that the situation of debt overhang may continue to exist for some time.

In the next section, we estimate the duration of the debt overhang.
3. The Duration of Debt Overhang

We consider the space of events that the problem of debt overhang disappears in subperiod \( t = 0, 1, \ldots \). On this space, we define a random variable \( \hat{X}_n \) by

\[
(3.1) \quad \hat{X}_n = \frac{1}{n} t \quad \text{if the debt overhang disappears in subperiod } t = 0, 1, \ldots \text{ in the central equilibrium.}
\]

There are three ways in which the debt overhang disappears in subperiod \( t \) in the central equilibrium. First is when both banks wait until subperiod \( t - 1 \) and both sell their exposures to the debtor country in subperiod \( t \). Second and third way is when both banks wait until subperiod \( t - 1 \) and one bank sells its loan exposure to the debtor country in subperiod \( t - 1 \) and the other bank waits in subperiod \( t - 1 \) and sells its loan exposure in subperiod \( t \). That is,

\[
(3.2) \quad Pr(\hat{X}_n = \frac{1}{n} t) = (1 - \hat{\rho}^t)^2 \quad \text{when } t = 0
\]

\[
\prod_{r=0}^{t-1} (\hat{\rho}^r)^2 (1 - \hat{\rho}^r)^2 + 2 \prod_{r=0}^{t-2} (\hat{\rho}^r)^2 (1 - \hat{\rho}^r)^2 \hat{\rho}^{t-1} \quad \text{when } t \geq 1.
\]

We use the convention that \( \prod_{r=0}^{-1} (\hat{\rho}^r)^2 = 1 \).

Since \( \hat{\rho}^\tau \) is the same for \( \tau = 0, 1, \ldots \), it is not difficult to check that \( \sum_{t=0}^{\infty} Pr(\hat{X}_n = \frac{1}{n} t) = 1 \).

Similarly, we define a random variable \( \widetilde{X}_n \) by

\[
(3.3) \quad \widetilde{X}_n = \frac{1}{n} t \quad \text{if the debt overhang disappears in subperiod } t = 0, 1, \ldots \text{ in the alternating equilibrium.}
\]

There is only one way in which the debt overhang disappears in subperiod \( t \) in the alternating equilibrium. It happens when both banks wait until subperiod \( t - 1 \) and the bank who plays a mixed local strategy in subperiod \( t - 1 \) sells its loan exposure to the debtor country in subperiod \( t - 1 \) and the other bank sells its loan exposure in subperiod \( t \). That is,
\begin{align*}
(3.4) \quad P(r \in \frac{1}{n} I) &= 0 \quad \text{when } t = 0 \\
&= \prod_{r=0}^{t-1} \tilde{p}^r (1 - \tilde{p}^{-r}) \quad \text{when } t \geq 1.
\end{align*}

Since \( \tilde{p}^r \) is the same for \( \tau = 0, 1, \ldots \), it is not difficult to check that \( \sum_{r=0}^{\infty} P(r \in \frac{1}{n} I) = 1 \).

Now we can state the main results of our paper.

**Theorem 2.** If the price function is homogeneous of degree \( k < 0 \) and the size of a subperiod is \( \frac{1}{n} \), then

(i) \[ E(\hat{X}_n) \to \frac{2^{-k} - 1}{2(-k) \ln \beta} \quad \text{as } n \to \infty; \]

(ii) \[ E(\tilde{X}_n) \to \frac{2^{-k} - 1}{2(-k) \ln \beta} \quad \text{as } n \to \infty. \]

Theorem 2 says that if the price function is homogeneous of degree \( k < 0 \), the expected duration of debt overhang in the central and alternating equilibria becomes almost constant when the size of a subperiod becomes small. The constant limit expected duration of debt overhang is the same for both equilibria and equals to \( \frac{2^{-k} - 1}{2(-k) \ln \beta} \). Denote it by \( E(X_c) \).

**Theorem 3.** If the price function is homogeneous of degree \( k < 0 \), then

(i) \[ E(X_c) \to \infty \quad \text{as } k \to -\infty; \]

(ii) \[ E(X_a) \to \frac{\ln 2}{\ln \beta^k} \quad \text{as } k \to 0. \]

The above theorem says that if the price function is homogeneous of degree \( k < 0 \), the expected duration of debt overhang in the case of short subperiods of decision making by banks becomes large when the degree of homogeneity increases and becomes close to \( \ln 2/ \ln \beta^k \) when the degree of homogeneity decreases.

Observe that \( E(X_c) \) is a decreasing function of \( k \). Therefore, it follows from Theorem 3 and the assumption (2.2) that the expected duration of debt overhang in the case of frequent decision making by banks is greater than one year.
Before proving the above theorems, we first give the following lemma.

**Lemma 1.** For \( x \in (0, 1) \), it holds \( \sum_{r=1}^{\infty} t (x)^{r-1} = \frac{1}{(1-x)^2} \) (Leja (1979, p. 149)).

**Proof of Theorem 2.**

(i) We have

\[
E(\hat{X}_n) = \frac{1}{n} \sum_{t=1}^{\infty} t \left[ (\hat{p}^t)^2 (1 - \hat{p})^2 + 2 (\hat{p}^t)^t (1 - \hat{p}) \hat{p} \right] = \frac{1}{n} \sum_{t=1}^{\infty} t \left[ (\hat{p}^t)^2 (1 - \hat{p})^2 + 2 \hat{p} (1 - \hat{p}) \right].
\]

Since \( \hat{p}^t \) is the same for \( t = 0, 1, \ldots \), we may drop the superscript and denote \( \hat{p}^t = \hat{p} \). Now, we obtain

\[
E(\hat{X}_n) = \frac{1}{n} \sum_{t=1}^{\infty} t \left[ (\hat{p})^2 (1 - \hat{p})^2 + 2 \hat{p} (1 - \hat{p}) \right] = \frac{1}{n} \sum_{t=1}^{\infty} t (\hat{p})^t (1 - \hat{p}) = \frac{1}{n} + (\hat{p})^2 + \frac{2 \hat{p}}{n (1 - \hat{p})(1 + \hat{p})}.
\]

We take the limit of the last expression when \( n \to \infty \). Since \( \hat{p} \to 1 \) as \( n \to \infty \), we obtain

\[
\lim_{n \to \infty} E(\hat{X}_n) = 0 + \frac{1}{2} \lim_{n \to \infty} \frac{1}{n (1 - \hat{p})}.
\]

We have the following lemma.

**Lemma 2.** \( n(1 - \hat{p}) \to \frac{(-k) \ln \beta}{2^{-k} - 1} \) as \( n \to \infty \).

**Proof.** From (2.12) and (2.3), we have

\[
\lim_{n \to \infty} n(1 - \hat{p}) = \lim_{n \to \infty} n \frac{\beta^{1/n} - 1}{2^{-k} - 1} = \frac{1}{2^{-k} - 1} \lim_{n \to \infty} \frac{(\beta^{1/n})^{1/n} - 1}{1/n}.
\]

Applying the de L'Hospital rule, we obtain

\[
\lim_{n \to \infty} n(1 - \hat{p}) = \frac{1}{2^{-k} - 1} \lim_{n \to \infty} \frac{\beta^{1/n} (-1/n^2) (-k) \ln \beta}{(-1/n^2)} = \frac{(-k) \ln \beta}{2^{-k} - 1}.
\]

From (3.6) and Lemma 2, we have claim (i) of Theorem 2.

(ii) We have

\[
E(\hat{X}_n) = \frac{1}{n} \sum_{t=1}^{\infty} t \prod_{r=0}^{t-2} (1 - \hat{p}^r).
\]
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Since $\bar{p}^\tau$ is the same for $\tau = 0, 1, \ldots$, we may drop the superscript and denote $\bar{p}^\tau = \bar{p}$. Now, we obtain

$$E(\bar{X}_n) = \frac{1}{n} \sum_{\tau=1}^\infty t(\bar{p}^\tau - 1)(1 - \bar{p}).$$

It follows from Lemma 1 for $x = \bar{p} \in (0, 1)$ that $\sum_{\tau=1}^\infty t(\bar{p}^\tau - 1) = \frac{1}{(1 - \bar{p})^2}$. Thus

$$E(\bar{X}_n) = \frac{1}{n} \frac{1}{(1 - \bar{p})^2} (1 - \bar{p}) = \frac{1}{n(1 - \bar{p})}.$$  

(3.8)

We have the following lemma.

**Lemma 3.** $n(1 - \bar{p}) \to \frac{2(-k)\ln \beta}{2^k - 1}$ as $n \to \infty$.

**Proof.** From (2.13) and (2.3), we have

$$\lim_{n \to \infty} n(1 - \bar{p}) = \lim_{n \to \infty} n \frac{(\beta^{2/n})^{-k} - 1}{2^{-k} - 1} = \frac{1}{2^{-k} - 1} \lim_{n \to \infty} \frac{\beta^{2/n} - 1}{1/n}.$$  

Applying the de L'Hospital rule, we obtain

$$\lim_{n \to \infty} n(1 - \bar{p}) = \frac{1}{2^{-k} - 1} \lim_{n \to \infty} \frac{\beta^{2/n} (-1/n^2) (-2k) \ln \beta}{(-1/n^2)} = \frac{2(-k)\ln \beta}{2^k - 1}.$$  

From (3.8) and Lemma 3, we have claim (ii) of Theorem 2.  

**Proof of Theorem 3.** By the de L'Hospital rule, we have

$$\lim_{k \to \infty} \frac{2^k - 1}{2(-k) \ln \beta} = \frac{1}{2 \ln \beta} \lim_{k \to \infty} \frac{(-2^k) \ln 2}{(-1)} = \infty.$$

Thus we obtain claim (i) of Theorem 3. Similarly,

$$\lim_{k \to 0} \frac{2^k - 1}{2(-k) \ln \beta} = \frac{1}{2 \ln \beta} \lim_{k \to 0} \frac{(-2^k) \ln 2}{(-1)} = \frac{\ln 2}{\ln \beta^2}.$$  

Thus we have claim (ii) of Theorem 3.  
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4. An Example with a Price Function Homogeneous in the Limit

A natural step in the investigation of the duration of debt overhang is to consider a larger class of price functions. Unfortunately, we did not succeed in obtaining complete results for any other class of functions. Instead, we present the duration of debt overhang in an example with a price function homogeneous in the limit.

Example 4.1. Let $D^0 = 1$ and $\beta = 1.1$. Assume that the price function is given by

$$P(D) = \frac{90}{D + 1}.$$  

The central equilibrium strategy of each bank is to wait in subperiod $t = 0, 1, \ldots$ with probability

$$\hat{p}^t = \left( \frac{-2}{\beta^{1/\alpha}} - 1 \right) \frac{(\beta^{1/\alpha})^{t+1} + 1}{(\beta^{1/\alpha})^{t+1} + 1}.$$  

(4.1)

The alternating equilibrium strategy of banks $i$ and $j$ is to wait in each subperiod $t$ with probabilities

$$\tilde{p}^t = \tilde{p}^t = \left( \frac{-2}{\beta^{2/\alpha}} - 1 \right) \frac{(\beta^{1/\alpha})^{t+1} + 1}{(\beta^{1/\alpha})^{t+1} + 1}, \quad \tilde{p}^t = 1 \quad \text{in every even period;}$$

(4.2)

$$\tilde{p}^t = \tilde{p}^t = \left( \frac{2}{\beta^{2/\alpha}} - 1 \right) \frac{(\beta^{1/\alpha})^{t+1} + 1}{(\beta^{1/\alpha})^{t+1} + 1} \quad \text{in every odd period.}$$

From (3.2) and (4.1), we calculate the limit expected duration of the debt overhang in the central equilibrium when the length of a subperiod tends to zero,

$$E(\hat{X}_n) \equiv \lim_{n \to \infty} E(\hat{X}_n) = \frac{17}{36 \ln \beta}.$$ 

For $\beta = 1.1$, $E(\hat{X}_n) = 4.95$, i.e., the expected duration of the debt overhang in the central equilibrium is close to 5 as the length of a subperiod tends to zero.

From (3.4) and (4.2), we calculate the limit expected duration of the debt overhang in the alternating equilibrium when the length of a subperiod tends to zero,

$$E(\tilde{X}_n) \equiv \lim_{n \to \infty} E(\tilde{X}_n) = \frac{17}{48 \ln \beta}.$$
For $\beta = 1.1$, $E(\tilde{X}_\infty) = 3.72$, i.e., the expected duration of the debt overhang in the alternating equilibrium is close to 4 as the length of a subperiod tends to zero.

Now, we can make a comparison between the case of the homogeneous price function and the price function which is almost homogeneous for the large values of debt. Observe that for the large values of $D$, the price function $P(D)$ is close to the function $F(D) = \frac{90}{D}$, which is homogeneous of degree $-1$. By Theorem 2, for $k = -1$, we obtain

$$E(\hat{X}_\infty) = E(\tilde{X}_\infty) = \frac{1}{2 \ln \beta},$$

which for $\beta = 1.1$ equals to 5.25. Thus in our example with the approximately homogeneous price function, the limit duration of the debt overhang is similar to the limit duration of the debt overhang when the price function is homogeneous. In all presented cases, under often decision making by banks, the limit duration of the debt overhang with two banks is quite long.

5. Conclusion

In this chapter, we investigated the duration of debt overhang using the dynamic framework for the banks behavior given in Chapter III. We modified the game of Chapter III to allow the banks to make many decisions within the period of one year. We assumed that each annual period of the game is divided into $n$ subperiods in which the decision making takes place. The modified game has the same types of equilibria as the game of Chapter III. We showed that if the price function is homogeneous, then the expected duration of the debt overhang in the central and alternating equilibria becomes almost constant when the length of a subperiod tends to zero. In this case, the constant limit expected duration of debt overhang is the same in each equilibrium. The constant limit duration of debt overhang is long when the degree of homogeneity of the price function is high. When the degree of homogeneity is low, the constant is close to $\ln 2/\ln \beta^2$, where $\beta$ is the annual interest factor. We interpreted these results as a possibility for the debt overhang to exist for a relatively long time.
We attempted to relax the assumption of the homogeneity of the price function, but without a major success. Instead, we presented an example of the debt overhang with a price function which becomes almost homogeneous for the large values of debt. In the example, the expected equilibrium duration of the debt overhang still remains quite long when the banks make the decisions about selling or waiting frequently. This suggests that our conclusions about the long duration of debt overhang could be extended on the cases of the non-homogeneous price functions. To make a definite conclusion, however, further research is necessary.
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