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ABSTRACT

Most modern techniques for high resolution processing of closely spaced signals assume either uncorrelated noise or require knowledge of the noise covariance matrix. These assumptions are often invalid in practice. Here we propose a Pseudo-Autoregressive (PAR\((M, p)\)) model for estimation of an arbitrary number of signals \(M\) in the presence of a \(p\) - th order autoregressive (AR) noise environment. We derive the Cramer-Rao Lower Bound (CRLB) for the parameters of damped exponential signals in the colored noise case. A closed-form expression for the Cramer-Rao Lower Bound for the Pseudo-Autoregressive (PAR\((M, p)\)) model is obtained. Some special cases are investigated, for example, the PAR\((M, p)\) model for \(p = 0\), i.e., the white noise case, where our results agree with previous research results. We then evaluate the Cramer-Rao Lower Bound for two possibly closely spaced signals in a colored noise environment,
showing that the colored noise assumption can lead to a much lower variance bound for the exponential parameters than under the white noise assumption.

An algorithmic procedure is presented for the identification of the parameters of exponential signals, measured in colored noise. Previous papers on identifying sinusoids in noise have concentrated mainly on white noise disturbances. In a practical environment however, the disturbance is usually colored; sea-clutter in a radar context, is a lowpass type noise for example. When least squares type estimates are used in the colored noise environment, this usually leads to an unacceptable bias in the estimates. We propose an identification method, named Singular Value Decomposition Bias Elimination (SVDBE), in which it is assumed that the noise can be represented well by an AR process. The parameters of this noise model are then iteratively estimated along with the exponential signal parameters, via Singular Value Decomposition (SVD) based least squares. The iteration process starts with the white noise assumption, and improves on that by allowing the parameters in the noise model to vary away from the white noise case. A high order modal decomposition is found, and the best subset of the identified modes is selected. Simulations assess the merits of the introduced SVDBE algorithm, by comparison of the estimation results with the derived Cramer-Rao Lower Bound.
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1. Introduction

The problem of estimating model parameters from noisy measurement data is an important active area of research in the field of signal processing. Recently, high resolution methods for such estimation have received the attention of many researchers [1-12, 31-40]. This problem is of so much interest because it has a broad range of useful applications, such as radar, sonar, communications, and seismic exploration. Among these applications are direction finding with narrow-band sensor arrays [3], moving target detection and tracking [25, 26, 27], passive sonar array processing [28, 29], underwater acoustics data processing [30], resolution of overlapping echoes [31], and array signal processing in seismology and geophysics [32]. These problems can be reduced to estimating parameters of random signals in additive noise. The physical phenomena are often characterized by stochastic processes; the simplest such process is a white process for which the samples at different times are uncorrelated. If a stochastic process is correlated in time, modeling of the correlation structure is often useful in analyzing the process. High resolution methods usually assume that the background noise is spatially
uncorrelated or that the covariance matrix of the noise is known, i.e., the white noise case. In practice, however, these assumptions are often not valid. This has led to the consideration of estimation methods based on a correlated noise field, i.e., the colored noise environment. In searching for the best estimates it is a good idea to be able to bound the performance of an estimator. In practice we are usually interested in unbiased estimators. The variance of any unbiased estimators is bounded by the Cramer-Rao Lower Bound [13,14].

Estimation of random signals in additive noise is encountered in diverse areas of engineering. The nature of the signals or the complexity of the propagation media are the main reason for causing randomness in the received signals. Usually the received data consists of a weak signal immersed in a strong background noise, thereby presenting a difficult scenario for estimation. An important problem in signal processing is to combat the noise, so that the signal information can be enhanced, or extracted.

A number of algorithms exist for estimating unknown signal parameters from measured output of a sensor array. A lot of the recent work in array processing has focused on methods for high-resolution direction-of-arrival estimation. When the emitter signals are generated by spatially close sources, conventional beam forming methods fail to give satisfactory answers. A number of different methods have been proposed for estimating closely spaced signals. Many of these techniques can be formulated in a subspace fitting structure. From this viewpoint the connections between different
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algorithms become clear. Subspace or eigenvector methods are known to have high resolution capabilities and yield accurate estimates in the white noise case. The multiple signal classification (MUSIC) algorithm [3, 33, 34] with a one-dimensional search, provides a nice geometric interpretation of the direction-of-arrival problem and has received much attention. The asymptotic properties of MUSIC have been shown in the literature [2, 15, 35].

The pencil method [38] is original to estimation of signal parameters via the rotation invariant technique (ESPRIT) [6, 36]. In the single channel case, ESPRIT is based on the observation that in a uniformly sampled time or space series there is a constant delay and attenuation between any two adjacent samples. We can define two data matrices, one as the original, another as a delayed data matrix. On the basis of these two data matrices, a pencil of matrices is formed, and the roots of the pencil of matrices can be used to estimate the unknown parameters. The total least squares variation of ESPRIT can be found in the literature [37]. The pencil method and ESPRIT belong to the class of signal subspace methods in which one relies on an eigendecomposition of the sample covariance matrix. These methods have their origin in Pisarenko's method [39] for harmonic retrieval.

Maximum likelihood theory has been applied to a number of fundamental problems in signal processing. It is now an active area of research for time series identification, spectrum analysis, and sensor array processing. Many authors have applied maximum
likelihood theory or its equivalent, least-squares theory, to estimate the parameters for deterministic signals observed in additive Gaussian noise. Examples of maximum likelihood theory applied to time series analysis can be found in the literature [40, 42, 43], including an algorithm for pole-zero modeling and analysis [4], and the use of exact maximum likelihood estimation for superimposed exponential signals in white noise [5].

The early work on estimation of structured covariance matrices [41] led to using maximum likelihood estimation for Toeplitz matrices and the use of such estimators in autoregressive spectral estimation. The properties of maximum likelihood estimates of structured covariance matrices have been studied extensively [44, 45].

The methods discussed above are all closely related, although the actual computations involved can be quite different. The above mentioned estimates assume the noise spectrum to be either white or known up to a scaling factor. Unfortunately, this is an unrealistic assumption in many practical situations. Recently the colored background noise cases have received more attention [19, 47, 48, 49, 50]. Some approaches are suboptimal [49], others require additional assumptions [48]. Some examine the real valued data case for frequency estimation in colored noise [50], others require a very high computational burden [46].

If a noise model can be estimated, then the colored noise problem can be converted to the standard white noise problem by a whitening approach. Recent simulations, comparing the results obtained from the MUSIC method for source bearing estimation,
based on data with and without whitening [46] have shown the whitening approach to be effective when a large number of snapshots is available. The whitening approach failed to converge in only one out of 10 trials in which 300 snapshots were used [46]. The failure rate is expected to increase significantly when much shorter records are used, such as on the order of 25 snapshots. It is exactly the latter situation for which we aim to improve the estimation process, not by whitening, by explicitly incorporating the estimation of the noise model into the estimation process.

The Cramer-Rao Lower Bound provides an effective measure for evaluating estimates of model parameters. The bounds computed in the literature [15, 16, 17, 18, 24] use the white noise assumption. No comprehensive study of performance bounds for damped exponential signals in colored noise has been published.

The contributions of this dissertation relate to the estimation of exponential signal frequencies from short records, in a colored noise environment. The Pseudo-Autoregressive (PAR($M,p$)) model for estimation of an arbitrary number, $M$, of exponential signals in the presence of a $p$-th order autoregressive (AR) noise environment is proposed. The Cramer-Rao Lower Bound (CRLB) for parameter estimation under the PAR model is derived. A significant finding is that the Cramer-Rao Lower Bound for the colored noise environment can be much lower than that under the white noise assumption, away from the noise peak. We also propose an identification method, named Singular Value Decomposition Bias Elimination (SVDBE), which assumes
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that the noise can be represented well by an AR process. The parameters of this noise model are then iteratively estimated along with the exponential signal parameters, via Singular Value Decomposition (SVD) based least squares. The iteration process starts with the white noise assumption, and improves on that by allowing the parameters in the noise model to vary away from the white noise case. A high order modal decomposition is found, and a new criterion proposed for the successful determination of the best subset of the identified modes in the colored noise case. Simulations show the merits of the SVDBE algorithm, in that the estimation results are close to the derived Cramer-Rao Lower Bound.

The dissertation is organized as follows. Chapter 2 introduces the Pseudo-Autoregressive (PAR) model for the sum of damped exponential signals in a colored noise environment. Chapter 3 analyzes the Cramer-Rao Lower Bound for the Pseudo-Autoregressive model. In Chapter 4 we discuss some special cases of the derived Cramer-Rao Lower Bound. Chapter 5 gives simulated results for the CRLB. In Chapter 6 the analytical Cramer-Rao Lower Bound for the PAR model is obtained and compared with the simulated case introduced in Chapter 3. In Chapter 7 the Singular Value Decomposition Bias Elimination (SVDBE) algorithm is proposed for estimation of signal parameters in AR(1) colored noise. The problem of the best subset size selection is discussed here too. The conclusions are given in Chapter 8.
2. Pseudo-Autoregressive Model (PAR)

The observations are a short record of the data sequence \( y_n, \ n = 1,2,3,\cdots,N \), which is assumed to be composed of uniformly spaced samples of a sum of exponential signals, \( s_n \), and a colored measurement noise \( v_n \).

\[
y_n = s_n + v_n \quad n = 1,2,3,\cdots,N
\]  
\[
(2-1a)
\]

where

\[
s_n = \sum_{k=1}^{M} a_k \rho_k^n \exp(j\phi_k)
\]

\[
= \sum_{k=1}^{M} a_k \rho_k^n
\]

\[
(2-1b)
\[
(2-1c)
\]

The complex amplitude \( a_k \) is given by
\[ \tilde{a}_k = a_k \exp(j \phi_k) \]  \hspace{1cm} (2-1d)

and the complex mode \( \rho_k \) is given by

\[ \rho_k = \exp(-\alpha_k + j \omega_k) \]  \hspace{1cm} (2-1e)

where \( a_k \) is the amplitude, \( \alpha_k \) is the damping factor, \( \omega_k \) is the radian frequency, and \( \phi_k \) is the phase of the \( k \)-th exponential signal term. In general the value of \( M \) is unknown. However, let us first assume that the value of \( M \) is known, and assume the maximum possible value of \( M \) is equal to half the number of data points, i.e., \( M = N/2 \). Of particular interest and difficulty is the situation where the observation record is short and the signal frequency separations are less than \( 1/N \), i.e., the difference in the signal frequencies is less than the Rayleigh limit.

Assume that the colored noise \( v_n \) has autoregressive structure, and therefore satisfies

\[ v_n = -\sum_{i=1}^{p} d_i v_{n-i} + e_n \]  \hspace{1cm} (2-2)

\[ \text{2. Pseudo-Autoregressive Model (PAR)} \]
where \( p \) is the order of the AR process, \( e_n \) is an independent identically distributed complex Gaussian sequence with zero mean and variance \( \sigma^2_e \), and \( D(z) \) is minimum phase.

\[
D(z) \text{ is defined as}
\]

\[
D(z) = \sum_{i=0}^{p} d_i z^{-i} , \quad d_0 = 1
\]  

(2-3)

Now (2-1a) can be written as

\[
y_n = s_n - \sum_{i=1}^{p} d_i y_{n-i} + e_n
\]

\[
= s_n - \sum_{i=1}^{p} d_i (y_{n-i} - s_{n-i}) + e_n
\]

\[
= s_n + \sum_{i=1}^{p} d_i s_{n-i} - \sum_{i=1}^{p} d_i y_{n-i} + e_n
\]

\[
\tilde{s}_n = \sum_{i=1}^{p} d_i y_{n-i} + e_n
\]  

(2-4)

Here the signal \( \tilde{s}_n \) is the signal \( s_n \) filtered by the MA filter with system function
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$$H_{Ma}(z) = D(z) \quad (2-5)$$

Let us see what happens to the signal after the MA filter operates on it. From (2-1b)

$$s_n = \sum_{k=1}^{M} a_k (\rho_k)^n \exp(j\phi_k)$$

$$= \sum_{k=1}^{M} \bar{a}_k \exp((-\alpha_k + j\omega_k)n) \quad (2-6)$$

After the MA filter $H_{Ma}(z)$ operates on the signal, we get a filtered signal $\bar{s}_n$ as follows

$$\bar{s}_n = \sum_{k=1}^{M} \bar{a}_k D(z) \bigg|_{z=\exp(-\alpha_k + j\omega_k)} \exp((-\alpha_k + j\omega_k)n)$$

$$= \sum_{k=1}^{M} \bar{a}_k \exp((-\alpha_k + j\omega_k)n) \quad (2-7)$$

where we have defined $\bar{a}_k$ as follows

$$\bar{a}_k = \bar{a}_k D(z) \bigg|_{z=\exp(-\alpha_k + j\omega_k)} \quad (2-8)$$
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We see that the damping factors in $\bar{s}_n$ are still $\alpha_k$, and the frequencies are still $\omega_k$, for the $k$-th signal component of $\bar{s}_n$. Substitution of (2-7) into (2-4) yields

$$y_n = \sum_{k=1}^{M} \bar{a}_k \exp[-\alpha_k n + j \omega_k n] - \sum_{i=1}^{p} d_i y_{n-i} + e_n$$  \hspace{1cm} (2-9)

We propose the structure in (2-9) as the Pseudo-Autoregressive (PAR) model for the measurement process $y_n$. The PAR$(M, p)$ model has unknown parameters

$$\xi = M, \{\bar{a}_k, \alpha_k, \omega_k\}_1^M, p, \{d_i\}_1^p, \sigma_s^2$$  \hspace{1cm} (2-10)

Note that for $M = 0$ the PAR$(0, p)$ model reduces to a $p$-th order autoregressive model. Note that when $\nu_n$ in (2-1a) is white noise, then in the above PAR$(M, p)$ model, all $d_i \equiv 0$, and $\bar{a}_k = \bar{a}_k$, while the damping factors and frequencies remain the original ones for any AR$(p)$ noise.

For the exponential signal in (2-1) and the noise $\nu_n$ an actual AR$(p)$ process, the observations $y_n$ obey the PAR$(M, p)$ model. If the noise does not have a pure AR structure, then the observation sequence $y_n$ does not satisfy the PAR model exactly for any finite order $p$, even if $M$ is correct. The PAR model is expected to produce better
signal parameter estimates for the case of colored noise than with the assumption that the noise is white. We will illustrate this point with simulation examples in Chapter 4.

In Appendix A the conditional probability density function of the Pseudo-Autoregressive observation sequence is derived, as

\[
p(y_{p+1}, y_{p+2}, \ldots, y_N | y_1, y_2, \ldots, y_p, \xi)
\]

\[
= \left( \frac{1}{\pi \sigma^2} \right)^{N-p} \exp \left\{ -\frac{1}{\sigma^2} \sum_{n=p+1}^{N} \left| y_n - \sum_{k=1}^{M} \bar{a}_k \exp(-\alpha_k n + j\omega_k n) + \sum_{i=1}^{p} d_i y_{n-i} \right|^2 \right\} \quad (2-11)
\]

Now let us derive the matrix form of the PAR(M, p) model in (2-9), for \( n = p + 1, p + 2, \ldots, N \).

For \( n = p + 1 \) in (2-9) we get

\[
y_{p+1} = \sum_{k=1}^{M} e^{-\alpha_k + j\omega_k} \bar{a}_k e^{-\alpha_k + j\omega_k} - \sum_{i=1}^{p} d_i y_{p+1-i} + e_{p+1}
\]

\[
= \sum_{k=1}^{M} p_k^e \bar{a}_k - \sum_{i=1}^{p} d_i y_{p+1-i} + e_{p+1}
\]
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\[
\begin{bmatrix}
\rho_1^p \\
\rho_2^p \\
\vdots \\
\rho_M^p
\end{bmatrix}
\begin{bmatrix}
\tilde{a}_1 \\
\tilde{a}_2 \\
\vdots \\
\tilde{a}_M
\end{bmatrix}
- \begin{bmatrix}
y_p \\
y_{p-1} \\
\vdots \\
y_1
\end{bmatrix}
\begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_p
\end{bmatrix}
+ e_{p+1} \quad (2.12)
\]

where we defined

\[
\tilde{a}_i = \tilde{a}_i e^{(-\alpha_i + j\omega_i)} \quad (2.13)
\]

In a similar rewrite we get, for \( n = p + 2 \),

\[
\begin{align*}
\hat{y}_{p+2} &= \sum_{k=1}^{M} \rho_k^{p+1} \tilde{a}_k e^{(-\alpha_k + j\omega_k)} - \sum_{i=1}^{p} d_i y_{p+2-i} + e_{p+2} \\
&= \sum_{k=1}^{M} \rho_k^{p+1} \tilde{a}_k - \sum_{i=1}^{p} d_i y_{p+2-i} + e_{p+2} \\
&= \begin{bmatrix}
\rho_1^{p+1} \\
\rho_2^{p+1} \\
\vdots \\
\rho_M^{p+1}
\end{bmatrix}
\begin{bmatrix}
\tilde{a}_1 \\
\tilde{a}_2 \\
\vdots \\
\tilde{a}_M
\end{bmatrix}
- \begin{bmatrix}
y_{p+1} \\
y_p \\
\vdots \\
y_2
\end{bmatrix}
\begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_p
\end{bmatrix}
+ e_{p+2} \quad (2.14)
\end{align*}
\]

Collecting all the above for \( n = p + 1, p + 2, \cdots, N \), yields
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\[
\begin{bmatrix}
y_{p+1} \\
y_{p+2} \\
\vdots \\
y_{N}
\end{bmatrix} =
\begin{bmatrix}
\rho_1^p & \rho_2^p & \ldots & \rho_M^p \\
\rho_1^{p+1} & \rho_2^{p+1} & \ldots & \rho_M^{p+1} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_1^{N-1} & \rho_2^{N-1} & \ldots & \rho_M^{N-1}
\end{bmatrix}
\begin{bmatrix}
\tilde{\alpha}_1 \\
\tilde{\alpha}_2 \\
\vdots \\
\tilde{\alpha}_M
\end{bmatrix} =
\begin{bmatrix}
y_p \\
y_{p+1} \\
\vdots \\
y_{N-1}
\end{bmatrix}
\begin{bmatrix}
y_{p-1} \\
y_p \\
\vdots \\
y_{N-2}
\end{bmatrix} +
\begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_p
\end{bmatrix} +
\begin{bmatrix}
e_{p+1} \\
e_{p+2} \\
\vdots \\
e_{N}
\end{bmatrix}
\]  

(2-15a)

\[
y = R \tilde{\alpha} - Y d + e
\]  

(2-15b)

In matrix form we thus obtain

\[
y = R\tilde{\alpha} - Yd + e
\]  

(2-16)

with definitions obvious from the equivalence of (2-15a) and (2-15b).

Equation (2-15) is the matrix form of the PAR\((M,p)\) model. Based on this PAR\((M,p)\) model we can analyze the accuracy of parameter estimation. The Cramer-Rao Lower Bound for estimating unknown parameters is investigated in the next chapter.
3. The Cramer-Rao Lower Bound for the Pseudo-Autoregressive (PAR) model

To evaluate the accuracy of parameter estimates, a general expression for the Cramer-Rao Lower Bound (CRLB) is now derived. For the white noise case, i.e. \( v_n \) is white, the Cramer-Rao Lower Bound can be found in several places [15, 16]. In this chapter we will develop the Cramer-Rao Lower Bound for the colored noise environment. We will derive the Cramer-Rao Lower Bound for PAR\((M, p)\) model parameter estimation. In the estimation process the Cramer-Rao Lower Bound serves as an indicator of the best unbiased estimation that can be made from the available observations. It is important, therefore, to have knowledge of the Cramer-Rao Lower Bound, in order to assess the performance of different estimators.

From the probability density function of the measurement process PAR\((M, p)\) model in (2-11), and (2-16), we get the likelihood function \( L(\cdot) \) for \( Q \) experiments, each consisting of \((N - p)\) observations.
$$L(y_1, y_2, \ldots, y_Q) = \frac{1}{(\pi)^{(N-p)Q}(\sigma^2)^{(N-p)Q}} \exp \left( -\frac{1}{\sigma^2} \sum_{i=1}^{Q} (e^H(i)e(i)) \right)$$

$$= \frac{1}{(\pi)^{(N-p)Q}(\sigma^2)^{(N-p)Q}} \exp \left( -\frac{1}{\sigma^2} \sum_{i=1}^{Q} \left[ (y(i) - R \tilde{a}(i) + Y(i)d)^H(y(i) - R \tilde{a}(i) + Y(i)d) \right] \right)$$

(3-1)

The case $Q=1$ corresponds to the single-experiment problem with uniform sampling. The case $Q > 1$ corresponds to a multiple experiment with a time series. For example, in the multiple experiment case the components of the measurement vector ("snapshot") represent the output from $N$ individual sensors for a linear uniform narrow-band array processing problem. From snapshot to snapshot the frequencies $\omega_k$ and damping coefficients $\alpha_k$ do not vary, but the amplitudes $a_k$ may. This type of data is found in the sensor array problem [5, 6, 15, 16, 23].

The log likelihood function, therefore, is

$$\ln L = -(N-p)Q \ln(\pi) - (N-p)Q \ln(\sigma^2)$$

$$-\frac{1}{\sigma^2} \sum_{i=1}^{Q} \left[ (y(i) - R \tilde{a}(i) + Y(i)d)^H(y(i) - R \tilde{a}(i) + Y(i)d) \right]$$

(3-2)

The CRLB for the PAR Model
Defining

\[ \tilde{a}_H(i) = \text{Re}(\tilde{a}(i)) \] (3-3a)

\[ \tilde{a}_I(i) = \text{Im}(\tilde{a}(i)) \] (3-3b)

we now evaluate the derivatives of the log likelihood function with respect to the variables of interest: \( \sigma^2_e, \tilde{a}_H(i), \tilde{a}_I(i), d_R, d_I, \alpha \) and \( \omega \). We obtain directly from (3-2)

\[ \frac{\partial \ln L}{\partial \sigma^2_e} = -\frac{(N - p)Q}{\sigma^2_e} + \frac{1}{\sigma^2_e} \sum_{i=2}^{q} e^H(i)e(i) \] (3-4)

Appendix B gives the derivation of the following results:

\[ \frac{\partial \ln L}{\partial d_R} = -\frac{2}{\sigma^2_e} \sum_{k=1}^{q} \text{Re}[Y^H(k)e(k)] \] (3-5)

\[ \frac{\partial \ln L}{\partial d_I} = -\frac{2}{\sigma^2_e} \sum_{k=1}^{q} \text{Im}[Y^H(k)e(k)] \] (3-6)

The CRLB for the PAR Model
\[
\frac{\partial \ln L}{\partial \tilde{a}_k(k)} = \frac{2}{\sigma^2_e} \text{Re}\left[R^H e(k)\right] \quad k = 1, 2, \ldots, Q \quad (3-7)
\]

\[
\frac{\partial \ln L}{\partial \tilde{a}_k(k)} = \frac{2}{\sigma^2_e} \text{Im}\left[R^H e(k)\right] \quad k = 1, 2, \ldots, Q \quad (3-8)
\]

\[
\frac{\partial \ln L}{\partial \alpha_l} = \frac{2}{\sigma^2_e} \sum_{i=1}^Q \text{Re}\left\{\tilde{a}^H(i) \frac{\partial R^H_\alpha}{\partial \alpha_l} e(i) + \frac{\partial \tilde{a}^H(i)}{\partial \alpha_l} R^H_\alpha e(i)\right\} \quad l = 1, 2, \ldots, M \quad (3-9)
\]

The matrix formulation of (3-9) is

\[
\frac{\partial \ln L}{\partial \alpha} = \frac{2}{\sigma^2_e} \sum_{i=1}^Q \text{Re}\left\{A_{\text{diag}}^H(i) R^H_\alpha e(i) + A_{\text{diag}, \alpha}^H(i) R^H_\alpha e(i)\right\} \quad (3-10)
\]

where we defined the damping parameter vector \( \alpha \)

\[
\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_M]^T \quad (3-11)
\]

\[
A_{\text{diag}}(i) = \text{diag}[\tilde{a}_1(i), \tilde{a}_2(i), \ldots, \tilde{a}_M(i)] \quad i = 1, 2, \ldots, Q \quad (3-12)
\]

\[
R_\alpha = \begin{bmatrix}
\frac{\partial \rho_1}{\partial \alpha_1} & \frac{\partial \rho_1}{\partial \alpha_2} & \cdots & \frac{\partial \rho_M}{\partial \alpha_M}
\end{bmatrix} \quad (3-13)
\]

The CRLB for the PAR Model
\[ \rho_l = \begin{bmatrix} \rho_l^0 & \rho_l^1 & \cdots & \rho_l^{N-1} \end{bmatrix}^T \quad l = 1, 2, \ldots, M \]  

\[ R = \begin{bmatrix} \rho_1 & \rho_2 & \cdots & \rho_M \end{bmatrix} \]  

Note that \( A_{\text{diag}, \alpha}(i) \) is a column derivative with respect to the elements of \( \alpha \), analogous to \( R_\alpha \) in (3-13).

For the frequency parameter derivatives we find similarly

\[ \frac{\partial \ln L}{\partial \omega_l} = \frac{2}{\sigma^2} \sum_{i=1}^Q \Re \left[ \tilde{a}^H(i) \frac{\partial R^H}{\partial \omega_l} e(i) + \frac{\partial \tilde{a}^H(i)}{\partial \omega_l} R^H e(i) \right] \quad l = 1, 2, \ldots, M \]  

which can be rewritten in matrix form as

\[ \frac{\partial \ln L}{\partial \omega} = \frac{2}{\sigma^2} \sum_{i=1}^Q \Re \left[ A_{\text{diag}, \omega}^H(i) R^H e(i) + A_{\text{diag}, \omega}^*(i) R^H e(i) \right] \]  

where

\[ \omega = \begin{bmatrix} \omega_1 & \omega_2 & \cdots & \omega_M \end{bmatrix}^T \]  

The CRLB for the PAR Model
\[ R_\omega = \begin{bmatrix} \frac{\partial \Omega_1}{\partial \omega_1} & \frac{\partial \Omega_2}{\partial \omega_2} & \cdots & \frac{\partial \Omega_M}{\partial \omega_M} \end{bmatrix} \]  

(3-19)

From these results, the Fisher information matrix can be evaluated as

\[ I_f = E[\psi\psi^T] \]  

(3-20a)

where

\[ \psi^T = \frac{\partial \ln L}{\partial \begin{bmatrix} \sigma^2 & \bar{a}_R(1) & \bar{a}_I(1) & \cdots & \bar{a}_R(Q) & \bar{a}_I(Q) & d_x^r & d_i^r & \alpha^T & \omega^T \end{bmatrix}^T} \]  

(3-20b)

and \( E[\cdot] \) denotes expectation. We now need to find the elements of \( I_f \), such as

\[ E\left[ \begin{bmatrix} \frac{\partial \ln L}{\partial \vec{a}} & \frac{\partial \ln L}{\partial \vec{a}} \end{bmatrix}^T \right] = -E\left[ \frac{\partial}{\partial \vec{a}} \left( \frac{\partial \ln L}{\partial \vec{a}} \right)^T \right] \]  

(3-21)

which for later convenience will be given compact letter definitions as well.

In order to evaluate these expectations we need some results which were proven earlier [15]:
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\[ E[e^H(i)e(i)e^H(l)e(l)] = \begin{cases} (N-p)^2 \sigma^4_i & i \neq l \\ (N-p)(N-p+1)\sigma^4_i & i = l \end{cases} \] (3-22)

\[ E[e^H(i)e(i)e^T(l)] = 0^T \quad \text{for all } i \text{ and } l \] (3-23)

\[ \text{Re}\{x\} \text{Re}\{y^T\} = \frac{i}{2} \{ \text{Re}\{xy^T\} + \text{Re}\{xy^H\} \} \]

\[ \text{Im}\{x\} \text{Im}\{y^T\} = -\frac{1}{2} \{ \text{Re}\{xy^T\} - \text{Re}\{xy^H\} \} \]

\[ \text{Re}\{x\} \text{Im}\{y^T\} = \frac{1}{2} \{ \text{Im}\{xy^T\} - \text{Im}\{xy^H\} \} \]

We will also make use of the following:

\[ \text{Im}\{x\} \text{Re}\{y^T\} = \frac{1}{2} \{ \text{Im}\{xy^T\} + \text{Im}\{xy^H\} \} \] (3-24)

By using equation (3-22), we obtain

The CRLB for the PAR Model
\[
E \left[ \frac{\partial \ln L}{\partial \sigma^2} \right]^2 = \\
= \frac{Q^2(N-p)^2}{\sigma^4} - 2 \frac{Q(N-p)}{\sigma^4} \sum_{i=1}^{Q} E\left[ e(i)^H e(i) \right] + \frac{1}{\sigma^4} \sum_{i=1}^{Q} \sum_{l=1}^{Q} E\left[ e''(i)e(i)e''(l)e(l) \right] \\
= \frac{(N-p)^2 Q^2}{\sigma^4} - 2 \frac{(N-p)^2 Q^2}{\sigma^4} + \frac{Q}{\sigma^4} \left[ (N-p)(N-p+1) + (Q-1)(N-p)^2 \right] \\
= \frac{Q^2(N-p)^2}{\sigma^4} - 2 \frac{Q^2(N-p)^2}{\sigma^4} + \frac{Q^2(N-p)^2}{\sigma^4} + \frac{(N-p)Q}{\sigma^4} \\
= \frac{(N-p)Q}{\sigma^4} 
\]

(3-25)

From equation (3-23) and equation (3-4) we note that \( \frac{\partial \ln L}{\partial \sigma^2} \) is not correlated with any of the other partial derivatives.

Next, we use equations (3-21) and (3-24) and the fact that \( E[e(i)e^T(l)] = 0 \) for all \( i \) and \( l \) and get
\[ \bar{C} = E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_R(k)} \right] \left[ \frac{\partial \ln L}{\partial \bar{a}_R(i)} \right]^T \right\} = \frac{2}{\sigma^2} \text{Re}[\bar{R}^H R] \delta_{k,i} \]  
(3-26a)

\[ \bar{C} = E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_I(k)} \right] \left[ \frac{\partial \ln L}{\partial \bar{a}_I(i)} \right]^T \right\} = \frac{2}{\sigma^2} \text{Im}[\bar{R}^H R] \delta_{k,i} \]  
(3-26b)

\[ E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_R(k)} \right] \left[ \frac{\partial \ln L}{\partial \bar{a}_R(i)} \right]^T \right\} = -\frac{2}{\sigma^2} \text{Im}[\bar{R}^H R] \delta_{k,i} = -\bar{C} \]  
(3-27a)

\[ E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_I(k)} \right] \left[ \frac{\partial \ln L}{\partial \bar{a}_I(i)} \right]^T \right\} = \frac{2}{\sigma^2} \text{Re}[\bar{R}^H R] \delta_{k,i} = \bar{C} \]  
(3-27b)

\[ \bar{B}(k) = E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_R(k)} \right] \left[ \frac{\partial \ln L}{\partial d_R} \right]^T \right\} = -\frac{2}{\sigma^2} \text{Re}[\bar{R}^H \mathcal{E}(Y(k))] \]  
(3-28a)

\[ \bar{B}(k) = E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_I(k)} \right] \left[ \frac{\partial \ln L}{\partial d_R} \right]^T \right\} = -\frac{2}{\sigma^2} \text{Im}[\bar{R}^H \mathcal{E}(Y(k))] \]  
(3-28b)

\[ E \left\{ \left[ \frac{\partial \ln L}{\partial \bar{a}_R(k)} \right] \left[ \frac{\partial \ln L}{\partial d_I} \right]^T \right\} = \frac{2}{\sigma^2} \text{Im}[\bar{R}^H \mathcal{E}(Y(k))] = -\bar{B}(k) \]  
(3-29a)

The CRLB for the PAR Model
$$E\left[ \left[ \frac{\partial \ln L}{\partial \hat{a}_i(k)} \right] \left[ \frac{\partial \ln L}{\partial d_i} \right]^T \right] = -\frac{2}{\sigma^2} \Re \left[ R^H E(Y(k)) \right] = \bar{B}(k)$$  \hfill (3-29b)

$$\bar{F} = E \left[ \left[ \frac{\partial \ln L}{\partial d_R} \right] \left[ \frac{\partial \ln L}{\partial d_L} \right]^T \right] = \frac{2}{\sigma^2} \sum_{k=1}^{\phi} \Re \left[ E(Y^H(k)Y(k)) \right]$$  \hfill (3-30a)

$$\bar{F} = E \left[ \left[ \frac{\partial \ln L}{\partial d_L} \right] \left[ \frac{\partial \ln L}{\partial d_R} \right]^T \right] = \frac{2}{\sigma^2} \sum_{k=1}^{\phi} \Im \left[ E(Y^H(k)Y(k)) \right]$$  \hfill (3-30b)

$$E \left[ \left[ \frac{\partial \ln L}{\partial d_R} \right] \left[ \frac{\partial \ln L}{\partial d_L} \right]^T \right] = -\frac{2}{\sigma^2} \sum_{k=1}^{\phi} \Im \left[ E(Y^H(k)Y(k)) \right] = -\bar{F}$$  \hfill (3-31a)

$$E \left[ \left[ \frac{\partial \ln L}{\partial d_L} \right] \left[ \frac{\partial \ln L}{\partial d_R} \right]^T \right] = \frac{2}{\sigma^2} \sum_{k=1}^{\phi} \Re \left[ E(Y^H(k)Y(k)) \right] = \bar{F}$$  \hfill (3-31b)

$$\bar{W}(k) = E \left[ \left[ \frac{\partial \ln L}{\partial \hat{a}_R}(k) \right] \left[ \frac{\partial \ln L}{\partial \omega} \right]^T \right]$$

$$= \frac{2}{\sigma^2} \left\{ \Re \left[ R^H R A_{\text{diag},\omega}(k) \right] + \Re \left[ R^H R \omega A_{\text{diag}}(k) \right] \right\}$$  \hfill (3-32a)

The CRLB for the PAR Model
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\[
\overline{W}(k) = E \left[ \frac{\partial \ln L}{\partial \tilde{a}_i(k)} \left| \frac{\partial \ln L}{\partial \omega} \right| \right] \\
= \frac{2}{\sigma_e^2} \left\{ \text{Im} \left[ R^H R A_{\text{diag}, \omega}(k) \right] + \text{Im} \left[ R^H R A_{\text{diag}}(k) \right] \right\} \\
(3-32b)
\]

\[
\overline{V} = E \left[ \frac{\partial \ln L}{\partial \tilde{d}_r} \left| \frac{\partial \ln L}{\partial \omega} \right| \right] \\
= -\frac{2}{\sigma_e^2} \sum_{k=1}^{Q} \left\{ \text{Re} \left[ E(Y'(k)) R A_{\text{diag}, \omega}(k) \right] + \text{Re} \left[ E(Y'(k)) R A_{\text{diag}}(k) \right] \right\} \\
(3-33a)
\]

\[
\overline{V} = E \left[ \frac{\partial \ln L}{\partial \tilde{d}_l} \left| \frac{\partial \ln L}{\partial \omega} \right| \right] \\
= -\frac{2}{\sigma_e^2} \sum_{k=1}^{Q} \left\{ \text{Im} \left[ E(Y'(k)) R A_{\text{diag}, \omega}(k) \right] + \text{Im} \left[ E(Y'(k)) R A_{\text{diag}}(k) \right] \right\} \\
(3-33b)
\]

\[
\overline{S}(k) = E \left[ \frac{\partial \ln L}{\partial \tilde{a}_k(k)} \left| \frac{\partial \ln L}{\partial \alpha} \right| \right] 
\]
\[
\frac{2}{\sigma^2} \left\{ \text{Re}[R^H R A_{\text{diag},a}(k)] + \text{Re}[R^H R_a A_{\text{diag}}(k)] \right\} \\
= \frac{2}{\sigma^2} \left\{ \text{Im}[R^H R A_{\text{diag},a}(k)] + \text{Im}[R^H R_a A_{\text{diag}}(k)] \right\} \\
(3-34a)
\]

\[
S(k) = \mathbb{E} \left[ \frac{\partial \ln L}{\partial \tilde{a}_i(k)} \frac{\partial \ln L}{\partial \alpha} \right]^T \\
(3-34b)
\]

\[
\Gamma = \mathbb{E} \left[ \frac{\partial \ln L}{\partial d_R} \frac{\partial \ln L}{\partial \alpha} \right]^T \\
(3-35a)
\]

\[
= -\frac{2}{\sigma^2} \sum_{k=1}^Q \left\{ \text{Re}\left[ E(Y^H(k)) R A_{\text{diag},a}(k) \right] + \text{Re}\left[ E(Y^H(k)) R_a A_{\text{diag}}(k) \right] \right\} \\
(3-35b)
\]

\[
\Gamma = \mathbb{E} \left[ \frac{\partial \ln L}{\partial d_l} \frac{\partial \ln L}{\partial \alpha} \right]^T \\
= -\frac{2}{\sigma^2} \sum_{k=1}^Q \left\{ \text{Im}\left[ E(Y^H(k)) R A_{\text{diag},a}(k) \right] + \text{Im}\left[ E(Y^H(k)) R_a A_{\text{diag}}(k) \right] \right\} \\
(3-35b)
\]
\[ X^\Delta = \mathbb{E} \left[ \left[ \frac{\partial \ln L}{\partial \omega} \quad \frac{\partial \ln L}{\partial \alpha} \right]^T \right] \]

\[ = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \left\{ \text{Re} \left[ A^*_{\text{diag},\omega} (k) R^H R A_{\text{diag},\alpha} (k) \right] + \text{Re} \left[ A^*_{\text{diag},\alpha} R^H R \alpha A_{\text{diag}} (k) \right] \right\} \]

\[ + \text{Re} \left[ A^H_{\text{diag}} (k) R^H R A_{\text{diag},\alpha} (k) \right] + \text{Re} \left[ A^H_{\text{diag},\alpha} (k) R^H R \alpha A_{\text{diag}} (k) \right] \]  
(3-36)

\[ \Delta^\Delta = \mathbb{E} \left[ \left[ \frac{\partial \ln L}{\partial \alpha} \quad \frac{\partial \ln L}{\partial \alpha} \right]^T \right] \]

\[ = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \left\{ \text{Re} \left[ A^*_{\text{diag},\omega} (k) R^H R A_{\text{diag},\alpha} (k) \right] + \text{Re} \left[ A^*_{\text{diag},\alpha} R^H R \alpha A_{\text{diag}} (k) \right] \right\} \]

\[ + \text{Re} \left[ A^H_{\text{diag}} (k) R^H R A_{\text{diag},\alpha} (k) \right] + \text{Re} \left[ A^H_{\text{diag},\alpha} (k) R^H R \alpha A_{\text{diag}} (k) \right] \]  
(3-37)

\[ \Omega^\Delta = \mathbb{E} \left[ \left[ \frac{\partial \ln L}{\partial \omega} \quad \frac{\partial \ln L}{\partial \omega} \right]^T \right] \]

\[ = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \left\{ \text{Re} \left[ A^*_{\text{diag},\omega} (k) R^H R A_{\text{diag},\alpha} (k) \right] + \text{Re} \left[ A^*_{\text{diag},\alpha} R^H R \alpha A_{\text{diag}} (k) \right] \right\} \]
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\[
\text{Re}\left[A_{\text{diag}}^H(k)R_{\omega}^H R_{\omega} A_{\text{diag}, \omega}(k)\right] + \text{Re}\left[A_{\text{diag}}^H(k)R_{\omega}^H R_{\omega} A_{\text{diag}}(k)\right] \}
\] (3-38)

The derivations of (3-26) through (3-38) can be found in Appendix C.

From (3-20), (3-21), and (3-26a) through (3-38) the Fisher information matrix can be written as follows

\[
I_f = \begin{bmatrix}
\frac{(N-p)Q}{\sigma^2} \\
\overline{C} & -\overline{C} & B(1) & -\overline{B}(1) & \overline{S}(1) & \overline{W}(1) \\
\overline{C} & \overline{C} & B(1) & B(1) & S(1) & W(1) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\overline{C} & -\overline{C} & B(Q) & -B(Q) & S(Q) & W(Q) \\
\overline{C} & \overline{C} & B(Q) & B(Q) & S(Q) & W(Q) \\
B^H(1) & -B^H(1) & \cdots & B^H(Q) & -B^H(Q) & \overline{F} & -\overline{F} & \overline{\Gamma} & \overline{\nu} \\
B^H(1) & B^H(1) & \cdots & B^H(Q) & B^H(Q) & \overline{F} & \overline{F} & \overline{\Gamma} & \overline{\nu} \\
S^H(1) & -S^H(1) & \cdots & S^H(Q) & -S^H(Q) & \Gamma^H & -\Gamma^H & \Delta & X \\
W^H(1) & -W^H(1) & \cdots & W^H(Q) & -W^H(Q) & V^H & -V^H & X^H & \Omega
\end{bmatrix}
\] (3-39)

where the unspecified elements are zero. Now remove the first row and the first column of \(I_f\) and define the remaining matrix as \(I_f(\theta)\), where
\[
\theta = \begin{bmatrix}
\tilde{a}_R^T(1) & \tilde{a}_I^T(1) & \ldots & \tilde{a}_R^T(Q) & \tilde{a}_I^T(Q) & d_R^T & d_I^T & \alpha^T & \omega^T
\end{bmatrix}^T
\] (3-40)

Then let

\[
J_{11} = \begin{bmatrix}
\begin{array}{cc}
\bar{C} & -\bar{C} \\
\bar{C} & \bar{C}
\end{array} & \ldots & \begin{array}{cc}
\bar{B}(1) & -\bar{B}(1) \\
\bar{B}(1) & \bar{B}(1)
\end{array} \\
\begin{array}{cc}
\bar{B}^H(1) & -\bar{B}^H(1) \\
\bar{B}^H(1) & \bar{B}^H(1)
\end{array} & \ldots & \begin{array}{cc}
\bar{B}(Q) & -\bar{B}(Q) \\
\bar{B}(Q) & \bar{B}(Q)
\end{array}
\end{bmatrix}
\] (3-41)

\[
J_{12} = \begin{bmatrix}
S(1) & W(1) \\
S(1) & W(1) \\
\vdots & \vdots \\
S(Q) & W(Q) \\
S(Q) & W(Q) \\
\bar{\Gamma} & \bar{\nu} \\
\bar{\Gamma} & \bar{\nu}
\end{bmatrix}
\] (3-42)

\[
J_{21} = \begin{bmatrix}
S^H(1) & -\bar{S}^H(1) & \ldots & S^H(Q) & -\bar{S}^H(Q) \\
W^H(1) & -\bar{W}^H(1) & \ldots & W^H(Q) & -\bar{W}^H(Q) \\
\bar{\Gamma} & \bar{\nu} \\
\bar{\Gamma} & \bar{\nu}
\end{bmatrix}
\] (3-43)
\[ J_{22} = \begin{bmatrix} \Delta & X \\ X^H & \Omega \end{bmatrix} \] (3-44)

Then the Fisher information matrix \( I_f(\theta) \) can be written as

\[ I_f(\theta) = \begin{bmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{bmatrix} \] (3-45)

By taking the inverse of \( I_f(\theta) \), we get the Cramer-Rao Lower Bound for \( \theta \)

\[ CRLB(\theta) = \begin{bmatrix} (J_{11} - J_{12}J_{22}^{-1}J_{21})^{-1} & -(J_{11} - J_{12}J_{22}^{-1}J_{21})^{-1}J_{12}J_{22}^{-1} \\ -(J_{22} - J_{21}J_{11}^{-1}J_{12})^{-1}J_{21}J_{11}^{-1} & (J_{22} - J_{21}J_{11}^{-1}J_{12})^{-1} \end{bmatrix} \] (3-46)

For the parameters \( \alpha \) and \( \omega \) we thus have

\[ CRLB^{-1}\left([\alpha^T \quad \omega^T]^T\right) = (J_{22} - J_{21}J_{11}^{-1}J_{12}) \] (3-47a)

\[ = \begin{bmatrix} \Delta & X \\ X^H & \Omega \end{bmatrix} - \begin{bmatrix} \Lambda & \Pi \\ \Xi & \Theta \end{bmatrix} \] (3-47b)

where
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\[ \Lambda = \text{Re} \sum_{k=1}^{\mathcal{Q}} \{ \Gamma^H \Gamma - B^H(k)C^{-1}S(k) \} + \sum_{l=1}^{\mathcal{Q}} S^H(l)G[S(k) - B(k)F^{-1}\Gamma] \]  

(3-48)

\[ \Xi = \text{Re} \sum_{k=1}^{\mathcal{Q}} \{ V^H \Gamma - B^H(k)C^{-1}S(k) \} + \sum_{l=1}^{\mathcal{Q}} W^H(l)G[S(k) - B(k)F^{-1}\Gamma] \]  

(3-49)

\[ \Pi = \text{Re} \sum_{k=1}^{\mathcal{Q}} \{ V^H \Gamma - B^H(k)C^{-1}W(k) \} + \sum_{l=1}^{\mathcal{Q}} S^H(l)G[W(k) - B(k)F^{-1}V] \]  

(3-50)

\[ \Theta = \text{Re} \sum_{k=1}^{\mathcal{Q}} \{ V^H \Gamma - B^H(k)C^{-1}W(k) \} + \sum_{l=1}^{\mathcal{Q}} W^H(l)G[W(k) - B(k)F^{-1}V] \]  

(3-51)

where we have defined

\[ G = \left[ C^{-1}S_{ik} + C^{-1}B(i) \left( F - \sum_{l=1}^{\mathcal{Q}} B^H(l)C^{-1}B(l) \right)^{-1} B^H(k)C^{-1} \right] \]  

(3-52)

\[ T = \left( F - \sum_{l=1}^{\mathcal{Q}} B^H(l)C^{-1}B(l) \right)^{-1} \]  

(3-53)
The proof of (3-47) through (3-51) can be found in Appendix D.

In practice the frequency parameters are often of interest, sometimes without the other parameters. From (3-47) we can obtain the Cramer-Rao Lower Bound for the frequency estimates.

\[
CRLB^{-1}(\omega) = (\Omega - \Theta) - (X^H - \Xi)(\Lambda - \Lambda^{-1})(X - \Pi)
\]  

(3-54)
4. Special Case CRLB for the PAR Model

The results in the previous chapters are rather general and should produce the expected earlier derived results when considering the corresponding environments. The generalizations provided here are the colored measurement noise and the introduction of damping. If we consider white noise as a limiting form of colored noise, and an undamped signal as a limiting form of a damped signal, then present CRLB results should corroborate previous CRLB results.

4.1 Multiple Experiments in White Noise

If we consider undamped signals, i.e. $\alpha = 0$, and white measurement noise, then the partition corresponding to $[d_k^T \quad d_f^T \quad \alpha^T]$ is removed from the parameter vector used in (3-40). Consequently the terms $B,F,S,T,V,D,X$ in (3-39) do not exist, and $J_{22}$ in (3-44) becomes equal to $\Omega$. Equation (3-54) now reduces to
\[ CRLB^{-1}(\omega) = (\Omega - \Theta) \] (4-1)

Noting that \( C = \overline{C} + j\overline{C} \) and \( W = \overline{W} + j\overline{W} \) and using (3-26) and (3-32), equation (3-51) reduces to

\[ \Theta = \sum_{k=1}^{Q} \text{Re}[W^H(k)C^{-1}W(k)] \]

\[ = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \text{Re}\left[ (R^H R A_{\text{diag},\omega}(k) + R^H R A_{\text{diag}}(k))^H (R^H R)^{-1} (R^H R A_{\text{diag},\omega}(k) + R^H R A_{\text{diag}}(k)) \right] \]

\[ = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \left\{ \text{Re}\left[ A_{\text{diag},\omega}^H(k) R^H R A_{\text{diag},\omega}(k) \right] + \text{Re}\left[ A_{\text{diag},\omega}^H(k) R^H R A_{\text{diag}}(k) \right] \right. \]

\[ \left. + \text{Re}\left[ A_{\text{diag},\omega}^H(k) R_{\omega}^H R A_{\text{diag},\omega}(k) \right] + \text{Re}\left[ A_{\text{diag}}^H(k) R_{\omega}^H R (R^H R)^{-1} R^H R A_{\text{diag}}(k) \right] \right\} (4-2) \]

Substitution of (4-2) and (3-38) in (4-1) yields

\[ CRLB^{-1}(\omega) = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \text{Re}\left[ A_{\text{diag}}^H(k) R_{\omega}^H R A_{\text{diag}}(k) - A_{\text{diag},\omega}^H(k) R_{\omega}^H R (R^H R)^{-1} R^H R A_{\text{diag}}(k) \right] \]

4. Special Case CRLB for PAR Model
\[
\frac{2}{\sigma_e^2} \sum_{k=1}^{Q} \text{Re} \left\{ A_{\text{diag}}^H (k) R_\omega \left[ I - R \left( R^H R \right)^{-1} R^H \right] R_\omega A_{\text{diag}} (k) \right\} \quad (4-3)
\]

Finally we get for the Cramer-Rao Lower Bound for \( \omega \):

\[
\text{CRLB} (\omega) = \frac{\sigma_e^2}{2} \left[ \sum_{k=1}^{Q} \text{Re} \left\{ A_{\text{diag}}^H (k) R_\omega \left[ I - R \left( R^H R \right)^{-1} R^H \right] R_\omega A_{\text{diag}} (k) \right\} \right]^{-1} \quad (4-4)
\]

For this special case our result in (4-4) agrees with that previously found (Equation (4-1) in [15]). The case of an undamped deterministic amplitude exponential signal in white Gaussian noise is a limiting form of the case of damped, random amplitude exponential signals in colored noise.

### 4.2 Single Experiment in White Noise

For a single experiment \((Q = 1)\), single undamped exponential signal \((M = 1, \alpha = 0)\), in white noise \((\rho = 0)\), from (3-14), (3-15), (3-12), and (3-19) we get

\[
R = \begin{bmatrix} 1 & e^{j\omega} & \cdots & e^{j(N-1)\omega} \end{bmatrix}^T
\]
\[
A_{\text{diag}} = \tilde{a}
\]

\[
R^HR = N
\]

\[
\begin{bmatrix}
0 & je^{j\omega} & \cdots & j(N-1)e^{j(N-1)\omega}
\end{bmatrix}^T
\]

\[
R^HR_{\omega} = 1^2 + 2^2 + \cdots + (N-1)^2 = \frac{N(N-1)(2N-1)}{6}
\]

\[
R^HR_{\omega} = -j[1 + 2 + \cdots + (N-1)] = -j\frac{N(N-1)}{2}
\]

(4-5)

From (4-4) we now get

\[
\text{CRLB} (\omega) = \frac{\sigma^2}{2} \left[ \text{Re} \{ \tilde{a}^H R^HR_{\omega} \tilde{a} - \tilde{a}^H R^HR_{\omega} R(R^HR)^{-1}R^HR_{\omega} \tilde{a} \} \right]^{-1}
\]

\[
= \frac{6\sigma^2}{|\tilde{a}|^2 N(N^2 - 1)}
\]

\[
= \frac{6}{N(N^2 - 1)SNR}
\]

4. Special Case CRLB for PAR Model
\[ \approx \frac{6}{N^3 \text{SNR}} \] for large \( N \) \hspace{1cm} (4-6a)

where we defined

\[ \text{SNR} = \frac{|\alpha|^2}{\sigma_e^2} \] \hspace{1cm} (4-6b)

This result agrees with earlier results for the single sinusoid [18] in this special case.

### 4.3 Single Experiment in Colored Noise

For a single experiment \((Q = 1)\), and a single undamped exponential signal \((M = 1, \alpha = 0)\) in colored noise \((p \neq 0)\), the partition of the parameter vector \(\theta\) in (3-40) corresponding to \(\alpha\) does not exist. Therefore \(\Lambda, X, X^H, \Gamma, S\) in (3-39) do not exist, and \(\Lambda, \Pi, \Xi\) in (3-47) do not exist. We now need to evaluate \(\Omega\) from (3-38) and \(\Theta\) from (3-51). Therefore we need

\[ R = \begin{bmatrix} e^{j\omega} & e^{j(p+1)\omega} & \cdots & e^{j(N-1)\omega} \end{bmatrix}^T \] \hspace{1cm} (4-7a)
\[ R_\omega = \begin{bmatrix} j p e^{j \omega p} & j(p+1)e^{j(p+1)\omega} & \cdots & j(N-1)e^{j(N-1)\omega} \end{bmatrix}^T \]  

\[ R_\omega^H R_\omega = \left[ p^2 + (p+1)^2 + \cdots + (N-1)^2 \right] \]

\[
= \frac{N(N-1)(2N-1) - p(p-1)(2p-1)}{6} = S_p,
\]

\[ R_\omega^H R = -j \left[ p + (p+1) + \cdots + (N-1) \right] \]

\[
= -j \frac{(N+p-1)(N-p)}{2}
\]

\[ R^H R = (N - p) \]

\[ A_{\text{diag}} = \ddot{\alpha} \]

\[ A_{\text{diag},\omega} = \left[ \frac{\partial \ddot{\alpha}}{\partial \omega} \right] = j\ddot{\alpha} \]

From (4-7) and (3-38) we now obtain
\[
\Omega = \frac{2}{\sigma_e^2} \text{Re} \left\{ -j\tilde{a}^*(N-p)\tilde{a} - j\tilde{a}^* \frac{(N+p-1)(N-p)}{2} \tilde{a} \right. \\
+ \left. \tilde{a}^* \left( -j \frac{(N+p-1)(N-p)}{2} \right) \tilde{a} + \tilde{a}^* \frac{N(N-1)(2N-1) - p(p-1)(2p-1)}{6} \tilde{a} \right\} \\
= \frac{2|\tilde{a}|^2}{\sigma_e^2} \text{Re} \left\{ (N-p) + 2 \frac{(N+p-1)(N-p)}{2} + \frac{N(N-1)(2N-1) - p(p-1)(2p-1)}{6} \right\} \\
= \frac{2|\tilde{a}|^2}{\sigma_e^2} \text{Re} \left[ (N^2 - p^2) + \frac{N(N-1)(2N-1) - p(p-1)(2p-1)}{6} \right] \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (4-8) \\
\]

From (3-51) in this case we obtain \( \Theta \); the derivation is given in Appendix E.

\[
\Theta = \frac{2}{\sigma_e^2} \text{Re} \left\{ (A_{\text{diag,ao}}^H R^H R + A_{\text{diag,ro}}^H R_{\text{ro}}^H R) \left[ (R^H R)^{-1} + (R^H R)^{-1} R^H E(Y) E(Y^H) R (R^H R)^{-1} \right] \right\} \\
\quad \left[ (R^H R A_{\text{diag,ao}} + R^H R_{\text{ro}} A_{\text{diag}}) - R^H E(Y) (E(Y^H Y))^{-1} (E(Y^H)^H R A_{\text{diag,ao}} + E(Y^H) R_{\text{ro}} A_{\text{diag}}) \right] \\
\quad + \left( A_{\text{diag,ao}}^H R^H E(Y) + A_{\text{diag,ro}}^H R^H E(Y) \right) T \times \\
\]
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\[ \times \left[ E(Y^H) R_{\text{diag},\omega} + E(Y^H) R_{\omega} A_{\text{diag}} - E(Y^H) R (R^H R)^{-1} \left( R^H R_{\text{diag},\omega} + R^H R_{\omega} A_{\text{diag}} \right) \right] \]

\[ = \frac{2|\eta|^2}{\sigma^2} \Re \left\{ \frac{(N-p)(N+p+1)^2}{4} + \frac{(N+p+1)^2 - 2(N+p-1)}{4} R^H E(Y) T E(Y^H) R + R_{\omega}^H E(Y) T E(Y^H) R_{\omega} \right\} \]

\[ = \frac{(N+p+1)}{2} R^H E(Y) (E(Y^H Y)^{-1} E(Y^H)) R - \frac{(N+p+1)}{2(N-p)} R^H E(Y) T E(Y^H) R_{\omega}^H E(Y) (E(Y^H Y)^{-1} E(Y^H)) R_{\omega} \]

\[ + j \left\{ \frac{(N+p+1)}{2} R^H E(Y) (E(Y^H Y)^{-1} E(Y^H)) R_{\omega} + \frac{(N+p+1)}{2(N-p)} R^H E(Y) T E(Y^H) R_{\omega}^H E(Y) (E(Y^H Y)^{-1} E(Y^H)) R_{\omega} \right\} \]

\[ - \frac{(N+p-1)}{2} R_{\omega}^H E(Y) T E(Y^H) R - R_{\omega}^H E(Y) T E(Y^H) R_{\omega} \right\} \] (4-9)

where

\[ T = \left[ E(Y^H Y) - E(Y^H) R (R^H R)^{-1} R^H E(Y) \right]^{-1} \] (4-10)

For this special case, finally the following Cramer-Rao Lower Bound for frequency estimation is obtained

4. Special Case CRLB for PAR Model
\[
CRLB(\omega) = \frac{2\sigma^2 S_1}{|\tilde{a}|^2} \text{Re}\left\{1 - S_1 \left((N + p)^2 + 3\right) R^H E(Y) E(Y^H) R + 4R^H \bar{E}(Y) E(Y^H) R \right\}
\]

\[
-2(N + p + 1) R^H \bar{E}(Y) E(Y^H) E(Y^H) R - \frac{2(N + p + 1)}{(N - p)} R^H \bar{E}(Y) E(Y^H) R R^H \bar{E}(Y) E(Y^H) R^{-1} \bar{E}(Y^H) R
\]

\[
+ \left[ 2(N + p + 1) R^H \bar{E}(Y) E(Y^H) E(Y^H) R + \frac{2(N + p + 1)}{(N - p)} R^H \bar{E}(Y) E(Y^H) R R^H \bar{E}(Y) E(Y^H) R^{-1} \bar{E}(Y^H) R \right]^{-1}
\]

(4-11)

where

\[
S_1 = \frac{1}{4S_p - (N - p)(N + p - 1)^2}
\]

(4-12)
4.3.1 Colored Noise of Order 0 (White Noise)

In this case, the partition of the parameter vector $\theta$ in (3-40) corresponding to $d_0, d_1, \alpha$ does not exist, so that from (3-39) we note that the terms $S(\cdot)$ and $\overline{S(\cdot)}$ do not exist and because $p = 0$, from (4-7c) we find $S_p = \frac{N(N-1)(2N-1)}{6}$. We then obtain from (4-11)

$$CRLB(\omega) = \frac{\sigma^2}{|\alpha|^2} \left( \frac{2}{4S_p - (N-p)(N+p-1)^2} \right)_{p=0}$$

$$= \frac{\sigma^2}{|\alpha|^2} \frac{6}{N(N^2-1)}$$

(4-13)

This result agrees with (4-6) and agrees with the previous result [18] for this special case.

4.3.2. The First Order Colored Noise Case

For this case we have from (2-15) and (3-19)

$$E(Y) = [E(y_1) \ E(y_2) \ \cdots \ E(y_{N-1})]^T$$
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\[ E(Y^H Y) = E\left( \sum_{k=1}^{N-1} |y_k|^2 \right) \]

\[ R = \begin{bmatrix} e^{j\omega} & e^{j(p+1)\omega} & \cdots & e^{j(N-1)\omega} \end{bmatrix}^T \]

\[ R^H E(Y) = \sum_{k=1}^{N-1} E(y_k) e^{-j\omega} \]

\[ R_{\omega} = \begin{bmatrix} jpe^{j\omega} & j(p+1)e^{j(p+1)\omega} & \cdots & j(N-1)e^{j(N-1)\omega} \end{bmatrix}^T \]

\[ R_{\omega}^H E(Y) = -j \sum_{k=1}^{N-1} kE(y_k) e^{-jk\omega} \quad (4-14) \]

Substituting (4-14) into (4-11), yields the CRLB for first-order AR noise:

\[ \text{CRLB}(\omega) = \frac{\sigma^2}{|a|^2} \frac{6}{N(N-1)(N-2)} \left( \text{Re} \left[ 1 - \frac{3T}{N(N-1)(N-2)} \sum E(y_k)e^{jk\omega} \sum_{l=1}^{N-1} (l+1)E(y_l)e^{-jl\omega} \right] \right. \]

\[ \left. -2N \sum_{k=1}^{N-1} E(y_k)e^{jk\omega} \sum_{l=1}^{N-1} E(y_l)e^{-jl\omega} + (N+2)^2 \sum E(y_k)e^{-jk\omega} \sum_{l=1}^{N-1} E(y_l)e^{jl\omega} - \frac{2N+4}{N-1} \sum E(y_l)e^{-jl\omega} \right) \times \]
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\[
\sum_{i=1}^{N-1} y_i^2 \right) \right]^{-1} \sum_{l=1}^{N-1} (l+1) E(y_i^*) e^{i\phi} \left( (N-1) T^{-1} + \sum_{k=1}^{N-1} E(y_k) e^{-i\phi} \sum_{l=1}^{N-1} E(y_i^*) e^{i\phi} \right) \right]^{-1}
\]

(4-15)

where

\[
T = \left[ E(Y^T Y) - E(Y^H) R(R^H R)^{-1} E(Y) \right]^{-1}
\]

\[
= \left[ E\left(\sum_{i=1}^{N-1} |y_i|^2\right) - \frac{1}{N-1} \sum_{k=1}^{N-1} E(y_k^*) e^{-i\phi} \sum_{l=1}^{N-1} E(y_l) e^{i\phi} \right]^{-1}
\]

(4-16)
5. Simulated CRLB for PAR Model

In this chapter we present some computer simulation results and plausibility arguments towards confirmation of our bounds. The behaviors of the Cramer-Rao Lower Bound for the Pseudo-Autoregressive PAR($M, p$) model are illustrated with respect to the autoregressive order $p$, the number of signals $M$, the data length $N$, and the signal frequency separation $\Delta f$. The expectation operations in the expression for the bounds in the previous chapter have been replaced by averages computed from 50 independent noise realizations.
5.1 First Order Autoregressive Noise With a Single Signal

5.1.1 CRLB (\(\hat{\varphi}\)) for AR(1) Noise for Different Data Length N

In this experiment a Pseudo-Autoregressive PAR\((M, p)\) model with \(p = 1\) and \(M = 1\) was chosen. The first order autoregressive process has the parameter \(d_1 = 0.95\), and its zero-lag covariance is unity. In this case the CRLB for the estimation of signal frequency was calculated from (4-15) for different numbers of data samples \(N\) \((N = 5, 10, 25)\). For comparative purposes the CRLB for the estimation of signal frequency for the same power white noise case is also calculated, from (4-4). In Fig. 5.1a the solid line shows the spectrum of the first order autoregressive noise, while the dashed line represents the same power white noise spectrum. Frequency is given as a fraction of the sampling frequency. In Fig. 5.1b any solid line shows the CRLB function of (4-15) for data length \(N=5\), with \(E(\cdot)\) replaced by an estimate based on 50 independent noise realizations. The figure shows 50 such lines. In Fig. 5.1c the solid line shows the mean value of the CRLB function for estimation of signal frequency versus normalized signal frequency with data length \(N=5\) based on the 50 graphs in Fig. 5.1b. Similarly, Fig. 5.1d and Fig. 5.1e present the cases for data length \(N = 10\), and Fig. 5.1f and Fig. 5.1g for data length \(N = 25\). From these figures we see that the CRLB for estimation of frequency gradually reduces as the number of data samples increases. In this autoregressive noise
environment, if we use the white noise assumption to estimate the signal frequency, the CRLB for estimation of frequency will be obtained as shown by the dotted line in Figures 5.1b through 5.1g. Comparing the dashed line with the solid line we observe that for the colored noise case the lower bound using the white noise assumption will generally show a pessimistic picture of the attainable variance relative to that possible with the assumption of a colored noise environment. Away from the AR peak one can do almost an order of magnitude better, even for relatively short data lengths.

![Power Spectral Density](image)

**Fig. 5.1a** Same power spectral densities for AR(1) noise and white noise.
Fig. 5.1b CRLB comparison for AR(1) noise and white noise for $N=5$.

Fig. 5.1c CRLB comparison for AR(1) noise and white noise for $N=5$; mean value based on $50 \times 50$ realizations.
Fig. 5.1d CRLB comparison for AR(1) noise and white noise for N=10.

Fig. 5.1e CRLB comparison for AR(1) noise and white noise for N=10; mean value based on 50×50 realizations.
Fig. 5.1f CRLB comparison for AR(1) noise and white noise for N=25.

Fig. 5.1g CRLB comparison for AR(1) noise and white noise for N=25; mean value based on 50×50 realizations.
5.1.2 Different Bandwidths for Same Power AR(1) Noise

We now keep the autoregressive noise zero-lag covariance at unity for different pole radii and let the number of data samples $N$ equal 25. In Fig. 5.2a the solid line shows the spectrum for the AR(1) process with parameter $d_i = 0.95$, the dashed line is for $d_i = 0.8$, the dash-dot line is for $d_i = 0.5$, the long-dashed line is for $d_i = 0.2$, and the short-dashed line is for the same power white noise spectrum. Fig. 5.2b shows the CRLB for estimation of frequency (simulated as in Section 5.1.1) for different $d_i$; the short-dashed line shows the CRLB for estimation of signal frequency for the same power white noise case, the dotted line shows the CRLB for estimation of signal frequency for $d_i = 0$ case. From Fig. 5.2a, we see that when the parameter $d_i$ is reduced, the power spectral density of the autoregressive noise gradually closes in on the white noise case. Accordingly, Fig. 5.2b shows that when the number of data samples does not change, the CRLB for estimation of signal frequency in AR(1) noise flattens, and closes in on the CRLB for estimation of signal frequency in the white noise case as $d_i$ is gradually reduced.
Fig. 5.2a  Spectrum of AR noise with different $d_i$ and white noise spectrum.
Fig. 5.2b CRLB(^f) for AR noise with different \( d \), and CRLB(^f) for white noise; mean value based on \( 50 \times 50 \) realizations.
5.2 First Order Autoregressive Noise With Two Signals

This simulation uses the PAR$(M,p)$ model with $p=1$ and $M=2$. In this experiment the first order autoregressive noise has the parameter $d_i = 0.95$, and its zero-lag covariance equals unity. We choose $f_2 = 0.1$ as a reference frequency, and vary the frequency $f_1$, where $f_1 = f_2 + \Delta f$. Fig. 5.3 illustrates the signal frequency locations with respect to the colored noise location. The CRLB for estimation of signal frequency is simulated from (3-54) for different $\Delta f$ and for different numbers of data samples (simulated as in Section 5.1.1). Fig. 5.4 illustrates the CRLB for estimation of signal frequency $f_1$ versus the signal frequency difference $\Delta f$ for various numbers of data samples $N$. From this figure we see that the CRLB for the estimation of signal frequency is very high for small frequency separations. This is due to the fact that signal frequency estimation becomes more difficult when the frequency difference of two signals vanishes, as is known from the white noise case [20].
Fig. 5.3 Locations of signal frequencies and colored noise.
Fig. 5.4 CRLB($\hat{f}_i$) versus to signal frequency difference for AR(1) noise.
Fig. 5.5 and Fig. 5.6 show the results for the entire range of frequency separation; the solid lines represent the CRLB for estimation of frequency $f_1$ in AR(1) noise and the dashed lines represent the CRLB for estimation of frequency $f_1$ in white noise. In Fig. 5.5a the solid line illustrates the CRLB for estimation of frequency $f_1$ in AR(1) noise with $N=10$. From Fig. 5.5b we see that when the frequency difference is small the CRLB for estimation of frequency is high, and that when the frequency difference is large enough the CRLB for estimation of signal frequency $f_1$ closes in on the single signal case (around $\Delta f = 0.4$ the behavior is the same as around $f = 0.5$ in Fig. 5.1e). Note that the bandwidth around $\Delta f = 0.4$ is about 0.3, which equals the bandwidth around $f = 0.5$ in Fig. 5.1e. The peak around $\Delta f = 0.4$ is just above $4 \times 10^{-2}$, whereas in Fig. 5.1e it is about $2 \times 10^{-2}$. The dashed line in Fig. 5.5b shows the CRLB for estimation of frequency $f_1$ in the white noise case, and we see that when the signal frequency difference is large enough, its behavior is the same as in Fig. 5.1e. Fig. 5.6 shows the same results for $N=25$. From Fig. 5.6b we see that when the frequency difference becomes large enough the CRLB for the estimation of signal frequency $f_1$ is relatively close to the CRLB for the single signal case shown in Fig. 5.1g (around $\Delta f = 0.4$ the behavior is the same as for $f = 0.5$ in Fig. 5.1g). Note that the bandwidth around $\Delta f = 0.4$ is about the same bandwidth around $f = 0.5$ in Fig. 5.1g. In Fig. 5.6b the peak around $\Delta f = 0.4$ is just above $8 \times 10^{-4}$, whereas in Fig. 5.1g it is less than $7 \times 10^{-4}$.

5. Simulated CRLB for PAR Model
In Fig. 5.6a and 5.6b the dashed lines show the CRLB for estimation of frequency $f_i$ in the white noise case. From Fig. 5.6 we see that by making the colored noise assumption the bound on the variance of signal frequency estimation is about $10^{-6}$, while by making the white noise assumption the bound on the variance is about $10^{-5}$, an order of magnitude higher. Note that the peak value around $\Delta f = 0.4$ is closer to that in the single signal case for N=25 than for N=10. This is consistent with the CRLB approximating the single signal case CRLB when the signal frequency difference becomes large.
Fig. 5.5a CRLB comparison for AR(1) noise and white noise vs. signal frequency difference $\Delta f$ for $N=10$ and $50 \times 50$ realizations.

Fig. 5.5b CRLB comparison for AR(1) noise and white noise vs. signal frequency difference $\Delta f$ for $N=10$, mean value from $50 \times 50$ realizations.
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Fig. 5.6a CRLB comparison for AR(1) noise and white noise vs. signal frequency difference $\Delta f$ for $N=25$ and $50 \times 50$ realizations.

Fig. 5.6b CRLB comparison for AR(1) noise and white noise vs. $\Delta f$ signal frequency difference for $N=25$; mean value from $50 \times 50$ realizations.
6. Analytical CRLB for PAR Model

6.1 PAR Model Structure Analysis

In Chapters 4 and 5 we discussed the CRLB and its simulation results for the \( \text{PAR}(M, p) \) model. Now the analytical CRLB will be considered. The purpose for the analytical CRLB is that we can better understand the properties of the process at hand, if the side-effects of simulation are removed. An analytical evaluation in computationally more efficient as well.

From (2-4) we derive the Pseudo-Autoregressive (PAR) model structure, as shown in Fig. 6.1.
Fig. 6.1 Pseudo-Autoregressive (PAR) model structure.

From $s_n$ to $\overline{s}_n$ we have the transfer function $H_1(z)$

$$H_1(z) = \frac{\overline{S}(z)}{S(z)}$$

$$= 1 + d_1 z^{-1} + d_2 z^{-2} + \cdots + d_p z^{-p} \quad (6-1)$$

From (6-1) the signal sequence $\overline{s}_n$ can be obtained as follows
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\[ \bar{s}_n = s_n + d_1 s_{n-1} + d_2 s_{n-2} + \cdots + d_p s_{n-p} \] (6-2)

Now, letting the sum of \( \bar{s}_n \) and \( e_n \) be the input sequence, the output sequence \( y_n \) can be found through the transfer function \( H_2(z) \).

\[ H_2(z) = \frac{Y(z)}{\bar{S}(z) + E(z)} \] (6-3)

where \( E(z) \) is the Z-transform of the input sequence \( e_n \).

From Fig. 6.1 \( H_1(z) \) and \( H_2(z) \) have related structures, in particular

\[ H_2(z) = \frac{1}{H_1(z)} \] (6-4)

Using the transform function \( H_1(z) \) and \( H_2(z) \) Fig. 6.1 can be simplified as Fig. 6.2.
By using the superposition theorem, from Fig. 6.2, we obtain the following:

(1). If there is no noise, i.e., $e_n = 0$, and there is only signal input to the system, the output is the same as the input signal. The effects of the filters $H_1(z)$ and $H_2(z) = \frac{1}{H_1(z)}$ cancel each other out. We use $y_n^s$ to represent the output signal in this special case.

(2). If there is no signal, i.e., $s_n = 0$, and there is only the white noise sequence $e_n$ as the input driving component, then the output is an autoregressive process. In this case, the input white noise sequence is filtered by an all-pole filter. We use $y_n^w$ to represent the output in this special case.

6. Analytical CRLB for PAR Model
From the superposition theorem the system output can now be written as

\[ y_n = y_n^s + y_n^e \]  \hspace{1cm} (6-5)

In equation (4-15) we have the terms \( E(Y) \) and terms \( E(Y^*Y) \), where the \( E(\cdot) \) represents the expectation operator and the matrix \( Y \) is defined in equation (2-15). By using (6-5) we find

\[ E(Y) = E(Y^* + Y^e) \]

\[ = E(Y^s) \]

\[ = Y^s \]  \hspace{1cm} (6-6a)

where

\[ Y^s = \begin{bmatrix} y_p^s & y_{p+1}^s & \cdots & y_1^s \\ y_{p+1}^s & y_p^s & \cdots & y_2^s \\ \vdots & \vdots & \ddots & \vdots \\ y_{N-1}^s & y_{N-2}^s & \cdots & y_{N-p}^s \end{bmatrix} \]  \hspace{1cm} (6-6b)
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\[ E(Y^*) = 0 \] (6-6c)

Note that we use the fact that the white noise has an expected value of zero.

For the \( E(Y^HY) \) term we investigate its general (ij)-th element, i.e., the i-th row and the j-th column element of \( E(Y^HY) \).

\[
E(Y^HY)_{ij} = E\left( \sum_{l=1}^{N-p} (y^*_{p+l-i}y_{p+l-j}) \right)
\]

\[ = E\left( \sum_{l=1}^{N-p} \left( (y^*_{p+l-i} + y^*_{p+l-j})^* (y^*_{p+l-i} + y^*_{p+l-j}) \right) \right) \]

\[ = E\left( \sum_{l=1}^{N-p} \left( y^*_{p+l-i} y_{p+l-j}^* + y^*_{p+l-i}^* y_{p+l-j} + y^*_{p+l-i} y_{p+l-j}^* + y^*_{p+l-i}^* y_{p+l-j} \right) \right) \]

(6-7)

The term \( y^* \) is the signal term, and is a deterministic term for deterministic signals.

Because \( y^* \) is an autoregressive process driven by a zero mean white noise process, its expected value equals zero,

\[ E(Y^*) = 0 \] (6-8)
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and its autocorrelation function is
\[
E\left(\left(y_{p+i-1}^*\right)^*y_{p+i-j}^*\right) = r_{y,y}^*(i-j)
\] (6-9)

By using (6-8) and (6-9), equation (6-7) can be written as
\[
E(y^*y)_{ij} = \sum_{l=1}^{N-p}\left\{E\left((y_{p+i-1}^*)^*y_{p+i-j}^*\right) + E\left((y_{p+i-1}^*)^*y_{p+i-j}^*\right)\right\}
\]
\[
= \sum_{l=1}^{N-p}\left[(y_{p+i-1}^*)^*y_{p+i-j}^*\right] + \sum_{l=1}^{N-p}r_{y,y}^*(i-j)
\] (6-10)

The relationship between the parameters of an autoregressive process and its autocorrelation function follows the Yule-Walker equations [20].

\[
r_{y,y}^*(k) = \begin{cases} 
-\sum_{l=1}^{p}d(l)r_{y,y}^*(k-l) & \text{for } k \geq 1 \\
-\sum_{l=1}^{p}d(l)r_{y,y}^*(-l) + \sigma_e^2 & \text{for } k = 0
\end{cases}
\] (6-11)
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Equation (6-11) shows the nonlinear relationship between the parameters of the AR process and the autocorrelation function. However, when given the autocorrelation function the AR parameters can be found by solving a system of linear equations from the Yule-Walker equation. When given the AR parameters we can find the autocorrelation function [58].

6.2 Analytical CRLB for Autoregressive Colored Noise Case

From (4-11), and using (6-5), (6-10), (6-11), we obtain the CRLB for the PAR model in the autoregressive colored noise case.

\[
CRLB(\omega) = \frac{2\sigma^2_s S_1}{|\alpha|^2} \Re \left\{ 1 - S_1 \left[ \left( (N + p)^2 + 3 \right) R^{\mu\nu} Y^{\mu} T(Y^{\nu})^H R + 4 R^{\mu\nu} Y^{\mu} T(Y^{\nu})^H R_s \right] \right. \\
- 2(N + p + 1) R^{\mu\nu} Y^{\mu} \left( E(Y^{\mu\nu}) \right)^{-1} Y^{\nu}\right\} R \\
- \frac{2(N + p + 1)}{(N - p)} R^{\mu\nu} Y^{\mu} T(Y^{\nu})^H R R^{\mu\nu} Y^{\mu} \left( E(Y^{\mu\nu}) \right)^{-1} Y^{\nu}\right\} R \\
+ j \left[ 2(N + p + 1) R^{\mu\nu} Y^{\mu} \left( E(Y^{\mu\nu}) \right)^{-1} Y^{\nu}\right\} R_s 
\]
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\[
\frac{2(N + p + 1)}{(N - p)} R^H Y^s' T(Y^s)' R R^H Y^s (E(Y^H Y))^{-1} (Y^s) R_w
\]

\[
-2(N + p - 1) R_w^H Y^s' T(Y^s)' R - 4R^H Y^s T(Y^s)' R_w \right]^{-1}
\]

(6-12a)

where

\[
S_t = \frac{1}{4S_p - (N - p)(N + p - 1)^2}
\]

(6-12b)

\[
T = \left[ E(Y^H Y) - (Y^s) R (R^H R)^{-1} R^H Y^s \right]^{-1}
\]

(6-12c)

\[
E(Y^H Y)_{ij} = \sum_{i=1}^{N-p} \left[ (y_{p+i-1}^s) y_{p+i-j}^s \right] + \sum_{i=1}^{N-p} r_{y^s_y^s}(i-j)
\]

(6-12d)

Note that (6-12d) represents the \(ij\)-th element of the matrix \(E(Y^H Y)\).
6.3 Analytical CRLB Evaluation Results

In this section we present some computer evaluation results and comparisons towards confirmation of our analytical bounds. The behavior of the analytical Cramer-Rao Lower Bound for the Pseudo-Autoregressive PAR\((M,p)\) model are illustrated with respect to the autoregressive order \(p\), the number of signal \(M\), the sample data length \(N\), and the signal frequency separation \(\Delta f\).

6.3.1 First Order Autoregressive Noise With Single Signal

In this section we evaluate the analytical CRLB for estimation of signal frequency for the first order autoregressive noise for different data length \(N\). In this simulation a Pseudo-Autoregressive PAR\((M,p)\) model with \(p = 1\) and \(M = 1\) was chosen. As in Chapter 5 the first order autoregressive noise process has the parameter \(d_1 = 0.95\), and its zero-lag covariance is unity. In this case the analytical CRLB for estimation of signal frequency was calculated from (6-12a) to (6-12d) with different numbers of data samples \(N\) \((N = 10\) and \(N = 25)\). For comparative purposes the CRLB for the estimation of signal frequency for the same power white noise case is also calculated, from (4-4). The spectrum of the first order autoregressive noise was shown in Fig. 5.1a as the solid line, while the dashed line represented the same power white noise spectrum. Frequency is
given as a fraction of sampling frequency. In Fig. 6.3 and Fig. 6.4 the solid lines show the analytical CRLB for the estimation of signal frequency in the first order autoregressive noise with a single signal, whereas the dashed lines show the CRLB for the estimation of signal frequency in the same power white noise case. In Fig. 6.3 the analytical CRLB for the estimation of signal frequency is for sample data length $N = 10$. From Fig. 6.3 we observe that the peak is about $8.5 \times 10^{-3}$ and the analytical CRLB for estimation of signal frequency has a bandwidth almost the same as seem in the simulation results shown in Fig. 5.1e. In Fig. 6.4 the analytical CRLB for estimation of signal frequency is for sample data length $N = 25$, and the noise is the same as used for generating Fig. 6.3. From Fig. 6.4 we observe that the peak is about $4 \times 10^{-4}$, and the analytical CRLB for estimation of signal frequency has the same bandwidth as the statistical simulation results shown in Fig. 5.1g.
Fig. 6.3 Analytical CRLB comparison for AR(1) noise and white noise for $N = 10$.  
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Fig. 6.4 Analytical CRLB comparison for AR(1) noise and white noise for $N = 25$.
6.3.2 First Order Autoregressive Noise With Two Signals

This evaluation uses the $\text{PAR}(M, p)_2$ model with $p = 1$ and $M = 2$. In this experiment the first order autoregressive noise has the parameter $d_1 = 0.95$, and its zero-lag covariance equals unity. As in the simulations, we choose the signal frequency $f_2 = 0.1$ as a reference frequency, and vary the frequency $f_1$, where $f_1 = f_2 + \Delta f$. Fig. 5.3 illustrated the signal frequency locations with respect to the colored noise location. The analytical CRLB for estimation of frequency is calculated from (6-12) for different $\Delta f$ and for different numbers of data samples (by simulation as in Section 5.2). Fig. 6.5 and Fig. 6.6 show the results for the entire range of frequency separation; the solid lines represent the analytical CRLB for estimation of frequency $f_1$ in AR(1) noise and the dashed lines represent the CRLB for estimation of frequency $f_1$ in white noise. In Fig. 6.5 the solid line illustrates the analytical CRLB for estimation of frequency $f_1$ in AR(1) noise with $N = 10$. From Fig. 6.5 we see that when the frequency difference is small the CRLB for estimation of frequency is high, and that when the frequency separation is large enough the CRLB for estimation of signal frequency $f_1$ closes in on the single signal case (around $\Delta f = 0.4$) the behavior is the same as around $f = 0.5$ in Fig. 6.3. Note that the bandwidth around $\Delta f = 0.4$ is approximately equal to the bandwidth around $f = 0.5$ in Fig. 6.3. The peak in Fig. 6.5 around $\Delta f = 0.4$ is $1 \times 10^{-2}$, whereas in Fig. 6.3 it is about
The dashed line in Fig. 6.5 shows the CRLB for estimation frequency \( f_1 \) in white noise case, and we see that when the signal frequency difference is large enough, its behavior is the same as in Fig. 6.3. Note that the analytical CRLB results for estimation of frequency in Fig. 6.5 are almost the same as the simulation results shown in Fig. 5.5a, Fig. 5.5b. Fig. 6.6 shows similar results for \( N = 25 \). From Fig. 6.6 we see that when the frequency difference becomes large enough the CRLB for estimation of frequency \( f_1 \) is relatively close to the CRLB for the single signal case shown in Fig. 6.4 (around \( \Delta f = 0.4 \) the behavior is the same as for \( f = 0.5 \) in Fig. 6.4). Note that the bandwidth around \( \Delta f = 0.4 \) in Fig. 6.6 almost equals the bandwidth around \( f = 0.5 \) in Fig. 6.4. In Fig. 6.6 the peak around \( \Delta f = 0.4 \) is \( 5 \times 10^{-4} \), whereas in Fig. 6.4 it is \( 4.5 \times 10^{-4} \). In Fig. 6.6 the dashed line shows the CRLB for estimation of frequency \( f_1 \) in the white noise case. From Fig. 6.5 and Fig. 6.6 we see that the two signals CRLB approximates the single signal CRLB when the signal frequency difference becomes large enough, for large enough \( N \).
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Fig. 6.5 Analytical CRLB comparison for AR(1) noise and white noise vs. $\Delta f$ signal frequency difference for $N = 10$. 
Fig. 6.6 Analytical CRLB comparison for AR(1) noise and white noise vs. $\Delta f$ signal frequency difference for $N = 25$. 
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7. Parameter Estimation of Exponential Signals in Colored Noise

An algorithmic procedure is presented for the estimation of the parameters of exponential signals, measured in colored noise. Previous published papers on identifying sinusoids in noise have concentrated mainly on white noise disturbances. In a practical environment however, the disturbance is usually colored; sea-clutter, in a radar context, is lowpass type noise for example.

When least squares type estimates are used in the colored noise environment, this usually leads to an unacceptable bias in the estimates. In this chapter we propose an identification method named Singular Value Decomposition Bias Elimination (SVDBE). In this approach we assume that the noise can be represented well by an AR process. The parameters of this noise model are then iteratively estimated along with the exponential signal parameters, via Singular Value Decomposition (SVD) based least squares. The iteration process starts with the white noise assumption, and improves on that by allowing
the parameters in the noise model to vary away from the white noise case. A high order modal decomposition is found, and the best subset of the identified modes is selected. Simulations and comparisons with the CRLB assess the merits of the proposed algorithm.

7.1 Introduction of the Estimation Method

The traditional least squares identification approach has immediate appeal because of theoretical simplicity and ease of implementation. In colored noise environments, however, they lead to estimates with an unacceptable bias for most applications. In this chapter, which is a more complete extension of previous work [19], we propose an identification method which uses Singular Value Decomposition (SVD) to estimate and eliminate the bias in the estimated parameters. It is referred to as Singular Value Decomposition Bias Elimination (SVDBE).

The key idea in our SVDBE method is to reduce the residual, leading to an unbiased estimate. Using the SVDBE method for identifying parameters in colored noise, we can analyze the singular values and readily reduce the noise disturbing the signal, which is similar to increasing the signal-to-noise ratio (SNR). Another advantage of using the SVDBE method is its computational simplicity, which goes a long way towards
avoiding numerical instability. No matter how ill-conditioned (singular even) the system data matrix is, SVDBE can efficiently give satisfactory results.

For clarity of presentation, we restrict attention to undamped exponential signal forms. The values of the parameters of a linear combination of exponential functions will be determined for the case of uniformly spaced samples. A short record of a data sequence \( y_n, \ n = 1, 2, \cdots, N \) is assumed to be composed of uniformly spaced samples of a sum of undamped exponential signals, \( x_n \), and colored noise \( v_n \).

\[
y_n = x_n + v_n \quad n = 1, 2, \cdots, N \tag{7-1a}
\]

\[
x_n = \sum_{k=1}^{M} a_k (c_k)^n \tag{7-1b}
\]

\[
N > 2M \tag{7-1c}
\]

\[
c_k = \exp(s_k) \tag{7-1d}
\]

The parameters \( a_k \) and \( s_k \) for \( k = 1, 2, \cdots, M \), are unknown, complex numbers. In general the value of \( M \) is also unknown, but we will initially assume it to be known. The exponential sum signal is then the solution of a constant coefficient, linear, homogeneous
difference equation with appropriate initial conditions [51, 52], for some particular set \( \{ b_k \}^M_0 \), where \( b_0 = 1 \).

\[
\sum_{k=0}^{M} b_k x_{n-k} = 0 \quad M < n \leq N \tag{7-2}
\]

Alternatively we can write

\[
B(q^{-1})x_n = 0 \quad M < n \leq N \tag{7-3}
\]

\[
B(q^{-1}) = \sum_{m=0}^{M} b_m q^{-m}; \quad b_0 = 1 \tag{7-4}
\]

where \( q^{-1} \) denotes the unit sample time delay operator.

The white noise situation has been investigated extensively [1, 7, 51, 52]. In this chapter we continue and extend the investigation of the general case in which \( \nu_n \) is colored noise [51].

In Section 7.2 more notation is established, and we review the fact that the Least Squares parameter estimate is a biased estimate in the colored noise situation. The SVDBE algorithm is proposed in Section 7.3, and shown to be effective for an AR
colored noise environment. The choice of the best subset out of the $M$ determined modes is discussed, followed by some comparative simulation results for AR colored noise models.

### 7.2 Bias Due to Colored Noise

Operating on (7-1a) with $B(q^{-1})$ yields

$$B(q^{-1})y_n = B(q^{-1})x_n + B(q^{-1})v_n$$  \hspace{1cm} (7-5)

Now define the noise term $\beta_n$ as follows

$$\beta_n = B(q^{-1})v_n$$  \hspace{1cm} (7-6)

Substituting (7-3), which is valid for $M < n \leq N$, in (7-5) yields

$$B(q^{-1})v_n = \beta_n \hspace{1cm} M < n \leq N$$  \hspace{1cm} (7-7)

or writing out,
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\[ y_n = -\sum_{k=1}^{M} b_k y_{n-k} + \beta_n \quad M < n \leq N \] 

(7-8)

In matrix notation:

\[ y = Yb + \beta \]

(7-9a)

\[
Y = \begin{bmatrix}
    y_M & y_{M-1} & \cdots & y_1 \\
    y_{M+1} & y_M & \cdots & y_2 \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{N-1} & y_{N-2} & \cdots & y_{N-M}
\end{bmatrix}
\]

(7-9b)

\[
y = \begin{bmatrix}
    y_{M+1} \\
    y_{M+2} \\
    \vdots \\
    y_N
\end{bmatrix}, \quad \beta = \begin{bmatrix}
    \beta_{M+1} \\
    \beta_{M+2} \\
    \vdots \\
    \beta_N
\end{bmatrix}
\]

(7-9c)

Suppose a LS estimate \( \hat{b} \) of \( b = \begin{bmatrix} b_1 & b_2 & \cdots & b_M \end{bmatrix}^T \), is found from

\[ \hat{b} = (Y^T Y)^{-1} Y^T y \]

(7-10)

Then the expected value of \( \hat{b} \) is
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\[ E(\hat{b}) = E\left( (Y^T Y)^{-1} Y^T (Yb + \beta) \right) \]

\[ = b + E\left( (Y^T Y)^{-1} Y^T \beta \right) \]  \hspace{1cm} (7-11)

The term \( E\left( (Y^T Y)^{-1} Y^T \beta \right) \) represents the parameter bias. When \( \beta_n \) is white noise, then the Least Squares estimate \( \hat{b} \) is unbiased. In general, for the colored noise case the Least Squares estimate is biased [53]. It is this bias term that we set out to eliminate.

### 7.3 The SVDBE Algorithm

Assume that the colored noise residual in (7-8) satisfies an autoregressive (AR) model, that is

\[ \sum_{k=0}^{p} d_k \beta_{n-k} = e_n \]  \hspace{1cm} (7-12)
where \( p \) is the order of the AR noise model, and \( e_n \) is a white noise process. This model, though not our procedure, is like that for Generalized Least Squares (GLS) identification [53, 54, 55]. Equation (7-12) can be rewritten as

\[
D(q^{-1})\beta_n = e_n
\]  

(7-13a)

\[
D(q^{-1}) = \sum_{n=0}^{p} d_n q^{-n}; \quad d_0 = 1
\]  

(7-13b)

In matrix notation (7-13a) can be expressed as

\[
\beta = Gd + e \quad M < n \leq N
\]  

(7-14a)

\[
G = \begin{bmatrix}
\beta_M & \beta_{M-1} & \cdots & \beta_{M+1-p} \\
\beta_{M+1} & \beta_M & \cdots & \beta_{M+2-p} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{N-1} & \beta_{N-2} & \cdots & \beta_{N-p}
\end{bmatrix}
\]  

(7-14b)

\[
d = \begin{bmatrix}
d_1 \\
d_2 \\
\vdots \\
d_p
\end{bmatrix}, \quad e = \begin{bmatrix}
e_{M+1} \\
e_M \\
\vdots \\
e_N
\end{bmatrix}
\]  

(7-14c)
Substituting (7-14a) into (7-9a), we get

\[ y = \begin{bmatrix} Y & G \end{bmatrix} \begin{bmatrix} b \\ d \end{bmatrix} + e \quad (7-15) \]

Equation (7-15) has white residuals, so the parameters can be estimated without bias, by minimizing

\[ J = e^T e \quad (7-16) \]

That is

\[ \begin{bmatrix} \hat{b} \\ \hat{d} \end{bmatrix} = \begin{bmatrix} Y^T Y & Y^T G \\ G^T Y & G^T G \end{bmatrix}^{-1} \begin{bmatrix} Y^T y \\ G^T y \end{bmatrix} \quad (7-17) \]

In (7-17) the matrixes \( Y^T Y \) and \( G^T G \) are square, so we use the partitioned matrix inverse [56]. We define thereto

\[ F = (G^T G) - (G^T Y)(Y^T Y)^{-1}(Y^T G) \quad (7-18) \]

which then yields
\[
\begin{bmatrix}
Y^T Y & Y^T G \\
G^T Y & G^T G
\end{bmatrix}^{-1} = 
\begin{bmatrix}
(Y^T Y)^{-1} + (Y^T Y)^{-1} (Y^T G) F^{-1} (G^T Y) (Y^T Y)^{-1} & -(Y^T Y)^{-1} (Y^T G) F^{-1} \\
-F^{-1} (G^T Y) (Y^T Y)^{-1} & F^{-1}
\end{bmatrix}
\] (7-19)

Substituting (7-19) into (7-17) yields

\[
\begin{align*}
\hat{b} &= (Y^T Y)^{-1} Y^T y + (Y^T Y)^{-1} (Y^T G) F^{-1} (G^T Y) (Y^T Y)^{-1} Y^T y - (Y^T Y)^{-1} (Y^T G) F^{-1} G^T y \\
\hat{d} &= -F^{-1} (G^T Y) (Y^T Y)^{-1} Y^T y + F^{-1} G^T y
\end{align*}
\] (7-20, 7-21)

Substituting (7-21) into (7-20), we obtain

\[
\begin{align*}
\hat{b} &= (Y^T Y)^{-1} Y^T y - (Y^T Y)^{-1} (Y^T G) \hat{d}
\end{align*}
\] (7-22)

The use of (7-21) and (7-20) to find \( \hat{d} \), and then \( \hat{b} \), is too cumbersome, because \( F^{-1} \) is needed. Here we use the simpler procedure of replacing \( b \) in (7-9a) by \( \hat{b} \), so that

\[
\hat{\beta} = y - Y \hat{b}
\] (7-23)

Substituting (7-23) into (7-14a), we get
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\[ \hat{\beta} = \hat{G} \hat{a} + e \]  

(7-24)

Solve (7-24) for \( \hat{a} \), using singular value decomposition [57].

\[ \hat{a} = V_{\sigma} \Sigma^{-1}_{\sigma} U_{\sigma}^T \beta \]  

(7-25)

Now, recognizing each of the terms in (7-22) as least squares solutions to linear systems of equations, we rewrite it as follows

\[ \hat{b} = V_{T} \Sigma^{-1}_{T} U_{T}^T y - V_{T} \Sigma^{-1}_{T} U_{T}^T (\hat{G} \hat{a}) \]  

(7-26a)

\[ = V_{T} \Sigma^{-1}_{T} U_{T}^T (y - \hat{G} \hat{a}) \]

\[ = \hat{b}_0 - V_{T} \Sigma^{-1}_{T} U_{T}^T \hat{G} \hat{a} \]  

(7-26b)

From (7-26) we can get a consistent estimate of \( \hat{b} \) [53]. The consistent estimate \( \hat{b} \) consists of two terms. The first term corresponds to the estimation of parameters in the white noise case, and the second term is a correction due to the non-white residual \( \beta_n \).
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This second term in (7-26) is recognized as the estimation bias in (7-11), estimated from (7-9a) and (7-14a). We use singular value decomposition to find numerically stable parameter estimates and iteratively eliminate the estimation bias. This procedure is referred to as the Singular Value Decomposition Bias Elimination (SVDBE) method.

A summary for the SVDBE procedure is:

1) The initial step corresponds to the estimator for the white noise case, and is solved from (7-26) with \( \hat{d} = 0 \). This results in the initial parameter vector estimate \( \hat{b}_k \) for \( k = 0 \). A one time SVD of \( Y \) is performed in this step.

2) Use \( \hat{b}_k \) to generate the residual \( \hat{\beta}_k \) via (7-23) and subsequently form the estimated matrix \( \hat{G}_k \), using (7-14b).

3) Use (7-25) to generate \( \hat{d}_k \); this involves an SVD of \( \hat{G}_k \).

4) Find the new estimate \( \hat{b}_{k+1} \) from (7-26) by eliminating the bias in its first term, \( \hat{b}_n \) (the estimate for the white noise model assumption, unchanged from step 1).

5) Return to step 2, and repeat the process until convergence is observed.
7.4 Mode Subset Selection

To find the signal components, from a received noisy data record, is an important problem. The identification of the number of sources has practical significance in radar and sonar applications. We will consider this problem in different noise environments. First is the white noise case and then we investigate the colored noise case. The main purpose is to estimate the exponential signal components in the colored noise case, but we first investigate the white noise case. From the white noise case we get motivation for solving the signal mode subset problem in colored noise environments.

Having found an estimate for $b$, the roots of the polynomial $B(q^{-1})$ provide estimates for the modes $\{c_k\}_1^M$. Suppose that we have taken the initial estimate for $M$ too high, so that we must now select an appropriate subset of the above modes. For finding the best subset of mode estimates we use the prediction error minimization criterion.
7.4.1 Mode Subset Selection in the White Noise Case

If the noise $v_n$ in (7-1) is white noise we can use the prediction error minimization criterion to find the best subset of the modes. Under the white noise assumption, from (7-1), we get the prediction error criterion $E_w$ for the white noise case

$$E_w = \sum_{n=1}^{N} \left| y_n - \sum_{k=1}^{M} a_k \hat{c}_k \right|^2$$  \hspace{1cm} (7-27)

In the investigation of the estimation accuracy of the frequencies of exponential signals observed under noisy conditions for a short record, it was found that if the prediction order $M$ is larger than the actual number of signal components $M_e$, better parameter estimates are obtained. The degrees of freedom in the extra modes are used to model the noise process. When the number of signal components $M_e$ is not known a priori, we may search for the best subset of modes in the model of (7-1b) [7]. The best subset of $M$ modes is the one for which we best, in the least squares sense of (7-27), approximate the observed data. The following is a brief summary of this method [7].

A simple procedure is used to find the best subset is as follows:

1) Find an overestimated number of modes $M$ making up the exponential signal, so that $M > M_e$. 
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2) Determine the order of importance of the modes from their contribution to the summed magnitude-squared errors. The idea is to gradually delete the modes which contribute least to the reduction of error.

3) Calculate the approximation error from (7-27) for increasing subset size by consecutively adding the next most important mode.

Typically a rapid reduction of this error criterion is observed until $M_x$, and a slow reduction after that. So if $M_x$ is not known a priori, we first choose $M_x = 1$, then calculate the corresponding error for the best subset of one mode. Next choose $M_x = 2$ and calculate the corresponding error for the best subset of two modes. This procedure is repeated until the rate of decrease of the error has become small with a further increase in the number of subset elements. The best subset size is taken to be the size where the error decrease starts to nearly vanish.

### 7.4.2 Best Subset Selection in the Colored Noise Case

In the colored noise case the best subset selection is more complicated than in the white noise case. Motivated by the success of the approach in the white noise case we still want to use the prediction error minimization criterion.
We first filter the colored noise data by using the estimated noise parameters \( \hat{D}(q^{-1}) \) and the estimated signal polynomial parameters \( \hat{B}(q^{-1}) \). From (7-5) we thus have

\[
\hat{B}(q^{-1})y_n = \hat{B}(q^{-1})x_n + \hat{B}(q^{-1})v_n
\]  

(7-28)

and from (7-6) we know that

\[
\hat{\beta}_n = \hat{B}(q^{-1})v_n
\]  

(7-29)

From (7-13a) we obtain the estimated white residual

\[
\hat{D}(q^{-1})\hat{\beta}_n = \hat{\epsilon}_n
\]  

(7-30)

Pre-multiplying (7-28) by \( \hat{D}(q^{-1}) \) yields

\[
\hat{D}(q^{-1})\hat{B}(q^{-1})y_n = \hat{D}(q^{-1})\hat{B}(q^{-1})x_n + \hat{D}(q^{-1})\hat{B}(q^{-1})v_n
\]  

(7-31)

Substituting from (7-29) and (7-30) we obtain an expression for the estimated white residual
\[
\hat{e}_n = \hat{D}(q^{-1})\hat{B}(q^{-1})y_n - \hat{D}(q^{-1})\hat{B}(q^{-1})x_n
\]  
\hspace{1cm} (7-32)

Note that in (7-32) the signal \(x_n\) is not known a priori, so that the estimated value, from (7-1b) is used instead.

\[
\hat{x}_n = \sum_{k=1}^{M} a_k (\hat{e}_k)^n
\]  
\hspace{1cm} (7-33)

Finally we can then use the prediction error minimization criterion \(E_c\) in the colored noise case to find the best subset.

\[
E_c = \sum_{n=1}^{N} \left| \hat{D}(q^{-1})\hat{B}(q^{-1})y_n - \hat{D}(q^{-1})\hat{B}(q^{-1})\sum_{k=1}^{M} a_k (\hat{e}_k)^n \right|^2
\]  
\hspace{1cm} (7-34)

In the next section we will present some of the simulation results.

7. Parameter Estimation of Exponential Signals in Colored Noise
7.5 Simulation Results

Suppose the data consists of two undamped exponential signals, observed in noise.

\[ y_n = a_1 \exp[j(\omega_1 n + \theta_1)] + a_2 \exp[j(\omega_2 n + \theta_2)] + v_n \quad n = 1, 2, \ldots, 25 \]  \hspace{1cm} (7.35)

where \( a_1 = a_2 = 1, \quad \omega_1 = 2\pi f_1, \quad \omega_2 = 2\pi f_2, \quad \theta_1 = \pi / 4, \quad \theta_2 = 0, \quad j = \sqrt{-1}, \) and \( v_n \) is noise.

We evaluate the performance of the SVDBE algorithm for signal frequency estimation and the best subset selection of the signal modes for the white noise case and the AR colored noise case.

7.5.1. Signal Frequency Estimation in the White Noise Case

For comparison with previous research results we first investigate the white noise case. The signal frequencies are \( f_1 = 0.52 \) and \( f_2 = 0.5 \). SNR is defined as \( 10\log_{10}(a_1^2/(2\sigma^2)) \). The variance of the real or imaginary part of the white noise is \( \sigma^2 \).

For this special white noise case we then estimate the frequencies \( f_1 \) and \( f_2 \). In order to get accurate estimates we choose \( \hat{M} = \lfloor N/2 \rfloor = 12 \), where \( \lfloor \cdot \rfloor \) represents taking the
integer value. The above numerical choices are made to verify our results against reported ones [7]. In Table 1 the Root Mean Square Error (RMSE) for the frequency estimate \( \hat{f}_1 \) is given for different SNR. These results are based on 500 realizations and the SNR values range from 30 dB to 7 dB. These results are very close to those previously obtained by others [7].

<table>
<thead>
<tr>
<th>SNR(dB)</th>
<th>RMSE(( \hat{f}_1 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>3.57 \times 10^{-4}</td>
</tr>
<tr>
<td>20</td>
<td>1.13 \times 10^{-3}</td>
</tr>
<tr>
<td>15</td>
<td>2.01 \times 10^{-3}</td>
</tr>
<tr>
<td>12</td>
<td>3.08 \times 10^{-3}</td>
</tr>
<tr>
<td>10</td>
<td>4.03 \times 10^{-3}</td>
</tr>
<tr>
<td>7</td>
<td>5.86 \times 10^{-3}</td>
</tr>
</tbody>
</table>

Table 7.1
Root Mean Square Error of Frequency \( f_1 \) estimate versus Signal-to-Noise Ratio.

7. Parameter Estimation of Exponential Signals in Colored Noise
7.5.2 Best Subset Selection of Modes in the White Noise Case

For this experiment we again use (7-35) to generate a 25 point data sequence. The white noise level is chosen for SNR=10 dB and SNR=30 dB. Suppose that we take as the initial estimate for the number of signal modes \( \hat{M} = \lfloor N / 2 \rfloor = 12 \). Following the prediction error minimization criterion \( E_w \) and the procedure stated in Section 7.4.1, yields the best subset selection result as in Fig. 7.1. Fig. 7.1 gives the minimum prediction error criterion, according to (7-27), as a function of the hypothesized best size \( M \) subset of the estimated 12 modes. The smallest \( M \), after which the error stays constant, corresponds to our estimate for the number of signal components. In Fig. 7.1 the solid line represents the result for a signal-to-noise ratio equal to 10 dB, while the dashed line is the result for a signal-to-noise ratio equal to 30 dB. The estimated best mode subset size for both cases is 2, which equals the number of signal components.
Fig. 7.1 Minimum prediction error versus subset size for white noise.
7.5.3 Signal Frequency Estimation in the AR Noise Case

In this experiment the first order autoregressive noise has the parameter \( d_1 = 0.95 \), and its zero-lag covariance equals unity. The power spectral density of the first order AR noise was shown as the solid line in Fig. 5.1a, where the dashed line shows the same-power white noise spectrum. We choose the signal frequencies \( f_1 = 0.22 \) and \( f_2 = 0.2 \), and the data record length \( N = 25 \). 100 independent realizations are used. The local signal-to-noise ratio is defined at frequency \( f_0 = (f_1 + f_2) / 2 \), as

\[
\text{SNR} = 10 \log_{10} \frac{|a_1|^2}{\int_{f_0 - \nu/2}^{f_0 + \nu/2} \frac{1}{P_{\nu}(f)} df} \quad \text{dB} \tag{36}
\]

where the \( P_{\nu}(f) \) is the power spectral density of the AR(1) noise, and \( a_1 \) is the signal amplitude. For this example the local SNR at \( f_0 = 0.21 \) is equal to 27.82 dB. The broadband signal-to-noise ratio is also of interest, and for this example the broadband SNR=0 dB. The broadband signal-to-noise ratio is defined as

\[
\text{SNR} = 10 \log_{10} \frac{|a_1|^2}{\sigma^2} \frac{1 - |d_1|^2}{1 - |d_1|^2} \quad \text{dB} \tag{37}
\]
where \( \sigma^2 \) is the driving white noise variance, and for this example \( \sigma^2 = 0.0975 \).

The SVDBE algorithm is used to estimate the signal frequencies, according to the procedure given in Section 7.3. Fig. 7.2 shows the RMSE for estimating signal frequency \( f_1 \). The behavior for estimating signal frequency \( f_2 \) is similar. At iteration zero, the RMSE for estimating the signal frequency \( f_1 \) is equal to the RMSE under the white noise assumption. Note that an important error reduction results from using a method based on the colored noise assumption.
Fig. 7.2 Root mean square error for frequency estimation in AR(1) noise versus SVDBE iteration numbers.
7.5.4 Effect of Signal Frequency Difference in the AR Noise Case

Next we consider the effect of signal frequency differences for closely spaced exponential signals in autoregressive noise. Suppose the data record length is a short \( N = 25 \). The autoregressive noise has parameter \( d_1 = 0.95 \) and is the same as in Section 5.3. We chose signal frequency \( f_2 = 0.1 \) as the reference frequency, and varied the frequency \( f_1 \), where \( f_1 = f_2 + \Delta f \), for 100 independent realizations. At the 50-th SVDBE iteration step, the variance of \( \hat{f}_1 \) was calculated. In Fig. 7.3 the solid line shows the variance for estimation of the signal frequency \( f_1 \) versus the frequency difference. The dash-dot line shows the Cramer-Rao Lower Bound (CRLB) for exactly this example, from Chapter 6, for the estimation of signal frequency \( f_1 \) versus the frequency difference. The dashed line in Fig. 7.3 is the Cramer-Rao Lower Bound for the same-power white noise case. From Fig. 7.3 we see that at \( \Delta f = 0.02 \), the estimated variance for signal frequency \( \hat{f}_1 \) is about \( 4 \times 10^{-5} \), a value that agrees with the value \( 3.91 \times 10^{-5} \) from Fig. 7.2 (square of \( 63 \times 10^{-3} \)). We note that the SVDBE algorithm is a relatively accurate estimation algorithm which benefits from making the colored noise assumption. This holds for scenarios where the noise produces the main effect, i.e. for signal frequency differences in excess of about 0.1.
Fig. 7.3 Variance for frequency $f_1$ estimation and CRLB for frequency $f_1$ estimation for AR(1) noise and CRLB for white noise versus signal frequency difference $\Delta f$ for $N = 25$. 

7. Parameter Estimation of Exponential Signals in Colored Noise
7.5.5 Mode Subset Selection in the AR Noise Case

For the autoregressive colored noise case the best mode subset selection is obtained from the prediction error criterion $E_c$ developed in Section 7.4.2. In this experiment we use equation (7-34) with data sequence length $N = 25$, and an autoregressive colored noise with parameter $d_i = 0.95$. The power spectral density for this first order autoregressive colored noise and for the same power white noise is as shown in Fig. 5.1a as the solid line and the dashed line respectively. We choose $f_1 = 0.52$ and $f_2 = 0.5$. The local SNR is, at the center frequency $f_0 = 0.51$, $-2.3$ dB and the broadband SNR=0 dB. The initial estimate for $\hat{M}$ equals 12; i.e. the integer part of $[N/2]$. Fig. 7.4 shows the minimum prediction error criterion $E_c$ as a function of hypothesized subset size. Note that only until $\hat{M}_x = 2$ there is a rapid reduction of the error criterion, so that $\hat{M}_x = 2$ provides the best subset size selection. This is in agreement with the number of actual exponential signal components. For comparison we also evaluate mode subset selection according to (7-27), under the white noise hypothesis. Fig. 7.5 shows that there is no mode subset size at which the prediction error criterion reduction vanishes. Again we see that the white noise hypothesis can be detrimental to parameter estimation in the colored noise case.

7. Parameter Estimation of Exponential Signals in Colored Noise
Fig. 7.4 The best subset selection for autoregressive colored noise.
Fig. 7.5 The best subset selection for incorrect noise assumption case.
8. Conclusions

We proposed the Pseudo-Autoregressive PAR($M, p$) model for the estimation of the parameters of superimposed exponential signals in colored noise, for an arbitrary number ($M$) of signal components and arbitrary order ($p$) autoregressive noise. For the various cases of exponential signals, encompassing both the time series and the uniform linear array problem in the colored noise environment, the Pseudo-Autoregressive model can be used to obtain better parameter estimates than with the white noise assumption.

The Cramer-Rao Lower Bound (CRLB) for estimating the parameters of the Pseudo-Autoregressive model is derived. This CRLB can be used to evaluate, or compare, the performance of various unbiased estimators. We have shown that our results revert to the known results for the white noise case, when viewing white noise as a limiting form of autoregressive noise. Some examples show that it is advantageous to be able to make the colored noise assumption, because - away from the AR noise peak - the
frequency estimation variance can be reduced by almost an order of magnitude for even relatively short data lengths.

We note that the estimation of parameters for exponential data observed under noisy conditions, is a difficult problem. The least squares extension of Prony's method is a simple procedure for determining the values of the parameters in a linear combination of exponential functions. Recent versions of this procedure were quite sensitive to the presence of noise, leading to poor parameter estimates under low SNR conditions. We propose a method, the SVDBE procedure, to estimate the parameters of exponential signals observed in a colored noise environment. The algorithm is investigated under the AR noise model hypothesis. Our limited simulation results are encouraging, in that they show that improvements in the estimates can result when the white noise assumption is replaced by a colored noise assumption. Another advantage of using the SVDBE algorithm is its computational simplicity and robustness towards avoiding numerical instability. No matter how ill-conditioned (singular even) the system data matrix is, the SVDBE can efficiently give satisfactory results.

As the procedure is based on estimating a relatively large number of modes, a systematic procedure for signal mode subset choice is discussed. The best mode subset selection is investigated by proposing a prediction error minimization criterion for closely spaced exponential signals in colored noise environments. Here we investigate both the white noise case and the colored noise case. For the white noise case the best subset

8. Conclusions
selection of the signal mode is the same as in previous research [7,19]. Motivated by the white noise case we proposed a prediction error minimization criterion to find the best subset of the signal modes in colored noise environments. This procedure is to use the SVDBE algorithm to find the filter parameters, filter the received data sequence and the SVDBE estimated signal components, and next use the prediction error minimization criterion to finally get the best subset selection of the signal modes. This procedure gives us a way to find the best estimates of the signal components. This criterion is simple, useful and reliable.
Appendix A

Proof of (2.11), the conditional pdf for the PAR(M,p) model.

Equation (2.4) directly yields

\[ e_n = y_n + \sum_{i=1}^{p} d_i y_{n-i} - \sum_{k=1}^{M} \tilde{a}_k \exp((-\alpha_k + j\omega_k) n) \]  \hspace{1cm} (A.1)

This represents a transformation from \{y_n\} to \{e_n\}. Define

\[
\begin{bmatrix}
  e_{p+1} \\
  e_{p+2} \\
  \vdots \\
  e_N
\end{bmatrix}
, \hspace{1cm}
\begin{bmatrix}
  y_{p+1} \\
  y_{p+2} \\
  \vdots \\
  y_N
\end{bmatrix}
, \hspace{1cm}
\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_p
\end{bmatrix}
\]  \hspace{1cm} (A.2)

We can express (A.1) in matrix notation, as
\[ e = \begin{bmatrix} 1 & d_1 & d_2 & \cdots & d_p \\ d_1 & 1 & 0 & \cdots & 0 \\ d_2 & d_1 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & d_p & \cdots & 1 \end{bmatrix} \begin{bmatrix} d_p & d_{p-1} & d_{p-2} & \cdots & d_1 \\ d_p & d_{p-1} & d_{p-2} & \cdots & d_2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & \cdots & d_p \end{bmatrix} y + \sum_{k=1}^{M} \tilde{a}_k \rho_k^{p+1} \]  

\[ \tilde{y} - \begin{bmatrix} \sum_{k=1}^{M} \tilde{a}_k \rho_k^{p+2} \\ \sum_{k=1}^{M} \tilde{a}_k \rho_k^{p+3} \\ \vdots \\ \sum_{k=1}^{M} \tilde{a}_k \rho_k^{N} \end{bmatrix} \]  

This is

\[ e = L y + U \tilde{y} - \sum_{k=1}^{M} \tilde{a}_k \rho_k^{p+1} \sum_{k=1}^{M} \tilde{a}_k \rho_k^{p+2} \sum_{k=1}^{M} \tilde{a}_k \rho_k^{p+3} \sum_{k=1}^{M} \tilde{a}_k \rho_k^{N} \]  

where

\[ L = \begin{bmatrix} 1 & d_1 & d_2 & \cdots & d_p \\ d_1 & 1 & 0 & \cdots & 0 \\ d_2 & d_1 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & d_p & \cdots & 1 \end{bmatrix} \quad U = \begin{bmatrix} d_p & d_{p-1} & d_{p-2} & \cdots & d_1 \\ d_p & d_{p-1} & d_{p-2} & \cdots & d_2 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & \cdots & d_p \end{bmatrix} \]  

(A.3)

(A.4)

(A.5)
The probability density function of \( e \), since \( e_n \) is white with variance \( \sigma^2_e \), is

\[
p(e) = \prod_{n=p+1}^{N} \frac{1}{\pi \sigma^2_e} \exp \left( -\frac{e^2_n}{\sigma^2_e} \right)
\]

\[
= \left( \frac{1}{\pi \sigma^2_e} \right)^{N-p} \exp \left( -\frac{1}{\sigma^2_e} \sum_{n=p+1}^{N} e^2_n \right) \tag{A.6}
\]

The exact maximization of (A-6) with respect to the AR parameters produces a set of highly nonlinear equations [22]. For large data records the maximization of the probability density function can be approximated by maximizing the conditional probability density function. The effect of the probability density function of the initial conditions \( p(y_1, y_2, \ldots, y_p; \xi) \) on the maximum likelihood estimate will be small as long as the poles are not too close to the unit circle [20, 22]. With this approximation the conditional probability density function can be maximized by using the proposed PAR\((M, p)\) model with a suitable algorithm introduced in this dissertation.

The Jacobian of the transformation \( \frac{\partial e}{\partial y} \) is just the matrix \( L \) and hence \( \det(L) = 1 \).

Using the formula for the probability density function of a set of transformed random variables [21], we obtain
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\[ p(y|\tilde{y}; \xi) = p(e(y)) \left| \det \left( \frac{\partial e}{\partial y} \right) \right| = p(e(y)) \]

\[ = \left( \frac{1}{\pi \sigma^2} \right)^{N-p} \exp \left\{ - \frac{1}{\sigma^2} \sum_{n=p+1}^{N} y_n - \sum_{k=1}^{M} \hat{a}_k \exp(-\alpha_k n + j \omega_k n) + \sum_{i=1}^{p} d_i y_{n-i} \right\} \]  \hspace{1cm} (A.7)

Hence we proved equation (2.11).
Appendix B

1) Proof of (3-5)

From (3-2) we get

$$\frac{\partial \ln L}{\partial d_R} = -\frac{1}{\sigma^2} \sum\limits_{k=1}^{Q} \left\{ \frac{\partial}{\partial d_R} \left[ d^H Y^H (k) e(k) \right] + \frac{\partial}{\partial d_R} \left[ e^H (k) Y^H d \right] \right\}$$

$$= -\frac{1}{\sigma^2} \sum\limits_{k=1}^{Q} \left\{ Y^H (k) e(k) + (e^H (k) Y(k))^T \right\}$$

$$= -\frac{1}{\sigma^2} \sum\limits_{k=1}^{Q} \left\{ Y^H (k) e(k) + Y^T (k) e^* (k) \right\}$$

$$= -\frac{2}{\sigma^2} \sum\limits_{k=1}^{Q} \text{Re}[Y^H (k) e(k)]$$  \hspace{1cm} (B.1)

2) Proof of (3-6)

From (3-2) we get
\[
\frac{\partial \ln L}{\partial d_i} = -\frac{1}{\sigma_e^2} \sum_{k=1}^{q} \left\{ \frac{\partial}{\partial d_i} \left[ d^H Y^H(k)e(k) \right] + \frac{\partial}{\partial d_i} \left[ e^H(k)Y(k)d \right] \right\}
\]

\[
= -\frac{1}{\sigma_e^2} \sum_{k=1}^{q} \left\{ -jY^H(k)e(k) + j(e^H(k)Y(k))^T \right\}
\]

\[
= -\frac{1}{\sigma_e^2} \sum_{k=1}^{q} \left\{ -jY^H(k)e(k) + jY^T(k)e^*(k) \right\}
\]

\[
= -\frac{2}{\sigma_e^2} \sum_{k=1}^{q} \text{Im}[Y^H(k)e(k)] \tag{B.2}
\]

3) Proof of (3-7)

From (3-2) we get

\[
\frac{\partial \ln L}{\partial \tilde{a}_R(k)} = \frac{1}{\sigma_e^2} \left\{ \frac{\partial}{\partial \tilde{a}_R(k)} \left[ \tilde{a}^H(k)R^H e(k) \right] + \frac{\partial}{\partial \tilde{a}_R(k)} \left[ e^H(k)R\tilde{a}(k) \right] \right\}
\]

\[
= \frac{1}{\sigma_e^2} \left\{ R^H e(k) + (e^H(k)R)^T \right\}
\]
\[
= \frac{1}{\sigma^2} \{ R^H e(k) + R^T e^*(k) \}
\]

\[
= \frac{2}{\sigma^2} \text{Re}[R^H e(k)] \quad k = 1, 2, \ldots, Q \quad (B.3)
\]

4) Proof of (3-8)

From (3-2) we get

\[
\frac{\partial \ln L}{\partial \bar{a}_i(k)} = \frac{1}{\sigma^2} \left\{ \frac{\partial}{\partial \bar{a}_i(k)} [\bar{a}(k) R^H e(k)] + \frac{\partial}{\partial \bar{a}_i(k)} [e^H(k) R \bar{a}(k)] \right\}
\]

\[
= \frac{1}{\sigma^2} \left\{ -j R^H e(k) + j (e^H(k) R)^T \right\}
\]

\[
= \frac{1}{\sigma^2} \left\{ -j R^H e(k) + j R^T e^*(k) \right\}
\]

\[
= \frac{2}{\sigma^2} \text{Im}[R^H e(k)] \quad k = 1, 2, \ldots, Q \quad (B.4)
\]

5) Proof of (3-9)
From (3.2) we get

\[
\frac{\partial \ln L}{\partial \alpha_i} = -\frac{1}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \frac{\partial}{\partial \alpha_i} \left[ (y(i) - R\bar{a}(i) + Yd)^H e(i) + e^H(i) \left[ \frac{\partial}{\partial \alpha_i} (y(i) - R\bar{a}(i) + Yd) \right] \right] \right\}
\]

\[
= -\frac{1}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \frac{\partial \bar{a}^H(i)}{\partial \alpha_i} R^H - \bar{a}^H(i) \frac{\partial R^H}{\partial \alpha_i} \right\} e(i) + e^H(i) \left\{ \frac{\partial R}{\partial \alpha_i} \bar{a}(i) - R \frac{\partial \bar{a}(i)}{\partial \alpha_i} \right\}
\]

\[
= \frac{1}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \frac{\partial \bar{a}^H(i)}{\partial \alpha_i} R^H e(i) + \bar{a}^H(i) \frac{\partial R^H}{\partial \alpha_i} e(i) + e^H(i) \frac{\partial R}{\partial \alpha_i} \bar{a}(i) + e^H(i) R \frac{\partial \bar{a}(i)}{\partial \alpha_i} \right\}
\]

\[
= \frac{2}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \Re \left[ \frac{\partial \bar{a}^H(i)}{\partial \alpha_i} R^H e(i) + \bar{a}^H(i) \frac{\partial R^H}{\partial \alpha_i} e(i) \right] \right\} \quad l = 1, 2, \ldots, M \quad \text{(B.5)}
\]

when \( l = 1 \), then

\[
\frac{\partial \ln L}{\partial \alpha_1} = \frac{2}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \Re \left[ \frac{\partial \bar{a}_1^H(i)}{\partial \alpha_1} 0 \cdots 0 \begin{bmatrix} \rho_1^p & \rho_1^{p+1} & \cdots & \rho_1^{N-1} \\ \rho_2^p & \rho_2^{p+1} & \cdots & \rho_2^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_M^p & \rho_M^{p+1} & \cdots & \rho_M^{N-1} \end{bmatrix}^* e(i) \right] \right\}
\]
\[
+ \frac{2}{\sigma^2} \sum_{i=1}^{Q} \text{Re} \left[ \tilde{a}^*_{1}(i) \quad \tilde{a}^*_{2}(i) \quad \cdots \quad \tilde{a}^*_{M}(i) \right] \left[ \begin{array}{cccc}
\frac{\partial \rho^p_{1}}{\partial \alpha_{1}} & \frac{\partial \rho^p_{2}}{\partial \alpha_{1}} & \cdots & \frac{\partial \rho^p_{N-1}}{\partial \alpha_{1}} \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{array} \right] \cdot \left( e(i) \right)
\]

\[
= \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ \frac{\partial \tilde{a}^*_{1}(i)}{\partial \alpha_{1}} \rho^H e(i) \right] + \text{Re} \left[ \tilde{a}^*_{1}(i) \frac{\partial \rho^H_{1}}{\partial \alpha_{1}} e(i) \right] \right\}
\]

(B.6)

When \( l = 2 \), then

\[
\frac{\partial \ln L}{\partial \alpha_2} = \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ \begin{array}{cccc}
0 & \frac{\partial \tilde{a}^*_{1}(i)}{\partial \alpha_{2}} & \cdots & 0 \\
\frac{\partial \tilde{a}^*_{2}(i)}{\partial \alpha_{2}} & \rho^p_{2} & \rho^p_{2+B+1} & \cdots & \rho^p_{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{\partial \tilde{a}^*_{M}(i)}{\partial \alpha_{2}} & \rho^p_{M+B-1} & \rho^p_{M+B} & \cdots & \rho^p_{M+N-2}
\end{array} \right] e(i) \right\}
\]

\[
+ \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ \tilde{a}^*_{1}(i) \quad \tilde{a}^*_{2}(i) \quad \cdots \quad \tilde{a}^*_{M}(i) \right] \left[ \begin{array}{cccc}
\frac{\partial \rho^p_{2}}{\partial \alpha_{2}} & 0 & \cdots & 0 \\
0 & \frac{\partial \rho^p_{2+B+1}}{\partial \alpha_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0
\end{array} \right] \cdot \left( e(i) \right)
\]

\[
= \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ \frac{\partial \tilde{a}^*_{2}(i)}{\partial \alpha_{2}} \rho^H e(i) \right] + \text{Re} \left[ \tilde{a}^*_{2}(i) \frac{\partial \rho^H_{2}}{\partial \alpha_{2}} e(i) \right] \right\}
\]

(B.7)
Collecting all the above terms for $l=1,2,\ldots, M$, yields

$$
\frac{\partial \ln I}{\partial \alpha} = \frac{2}{\sigma^2} \sum_{i=1}^{\mathcal{O}} \text{Re} \left( \begin{pmatrix}
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M}
\end{pmatrix} \begin{pmatrix}
\rho_1^H \\
\rho_2^H \\
\rho_M^H \\
\rho_M^H
\end{pmatrix} e(i) + \text{Re} \left( \begin{pmatrix}
\frac{\partial \tilde{a}^*_1}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M}{\partial \alpha_M}
\end{pmatrix} \begin{pmatrix}
\rho_1^H \\
\rho_2^H \\
\rho_M^H \\
\rho_M^H
\end{pmatrix} e(i) \right)
$$

$$
= \frac{2}{\sigma^2} \sum_{i=1}^{\mathcal{O}} \text{Re} \left( \begin{pmatrix}
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M} \\
\frac{\partial \tilde{a}^*_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}^*_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}^*_M(i)}{\partial \alpha_M}
\end{pmatrix} \begin{pmatrix}
\rho_1^H \\
\rho_2^H \\
\rho_M^H \\
\rho_M^H
\end{pmatrix} e(i) \right)
$$

$$
+ \frac{2}{\sigma^2} \sum_{i=1}^{\mathcal{O}} \text{Re} \left( \begin{pmatrix}
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i) \\
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i) \\
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i) \\
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i)
\end{pmatrix} \begin{pmatrix}
\frac{\partial \rho_1^H}{\partial \alpha_1} \\
\frac{\partial \rho_2^H}{\partial \alpha_2} \\
\frac{\partial \rho_M^H}{\partial \alpha_M} \\
\frac{\partial \rho_M^H}{\partial \alpha_M}
\end{pmatrix} e(i) \right)
$$

$$
= \frac{2}{\sigma^2} \sum_{i=1}^{\mathcal{O}} \text{Re} \left( \begin{pmatrix}
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i) \\
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i) \\
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i) \\
\tilde{a}^*_1(i) & \tilde{a}^*_2(i) & \cdots & \tilde{a}^*_M(i)
\end{pmatrix} \frac{\partial R^H e(i)}{\partial \alpha} + \text{Re} \left( A_{\text{diag}}^H(i) R^H e(i) \right) \right)
$$

Appendix B
\[
\frac{\partial \ln L}{\partial \omega_i} = -\frac{1}{\sigma^2_e} \sum_{j=1}^Q \left\{ \frac{\partial}{\partial \omega_i} \left[ (y(i) - R\bar{a}(i) + Yd)^H \right] e(i) + e^H(i) \left[ \frac{\partial}{\partial \omega_i} \left( y(i) - R\bar{a}(i) + Yd \right) \right] \right\}
\]

\[
= -\frac{1}{\sigma^2_e} \sum_{j=1}^Q \left\{ \frac{\partial \bar{a}^H(i)}{\partial \omega_i} R^H - \bar{a}^H(i) \frac{\partial R^H}{\partial \omega_i} \right\} e(i) + e^H(i) \left[ \frac{\partial R}{\partial \omega_i} \bar{a}(i) - R \frac{\partial \bar{a}(i)}{\partial \omega_i} \right]
\]

\[
= \frac{1}{\sigma^2_e} \sum_{j=1}^Q \left\{ \frac{\partial \bar{a}^H(i)}{\partial \omega_i} R^H e(i) + \bar{a}^H(i) \frac{\partial R^H}{\partial \omega_i} e(i) + e^H(i) \left( \frac{\partial R}{\partial \omega_i} \bar{a}(i) + e^H(i) R \frac{\partial \bar{a}(i)}{\partial \omega_i} \right) \right\}
\]

\[
= \frac{1}{\sigma^2_e} \sum_{j=1}^Q \left\{ \frac{\partial \bar{a}^H(i)}{\partial \omega_i} R^H e(i) + \bar{a}(i) \frac{\partial R^H}{\partial \omega_i} e(i) + \left( \bar{a}^H(i) \frac{\partial R^H}{\partial \omega_i} e(i) \right)^H + \left( \frac{\partial \bar{a}^H(i)}{\partial \omega_i} R^H e(i) \right)^H \right\}
\]

\[
= \frac{2}{\sigma^2_e} \sum_{i=1}^Q \left\{ \text{Re} \left[ \frac{\partial \bar{a}^H(i)}{\partial \omega_i} R^H e(i) \right] + \text{Re} \left[ \bar{a}^H(i) \frac{\partial R^H}{\partial \omega_i} e(i) \right] \right\} \quad l = 1, 2, \ldots, M \quad \text{(B.9)}
\]
\[
\frac{\partial \ln L}{\partial \omega_1} = \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \operatorname{Re} \left[ \frac{\partial \tilde{\alpha}^*(i)}{\partial \omega_1} \begin{bmatrix} \rho_0^p & \rho_1^{p+1} & \cdots & \rho_1^{N-1} \\ \rho_0^p & \rho_2^{p+1} & \cdots & \rho_2^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{M-1}^p & \rho_{M-1}^{p+1} & \cdots & \rho_{M-1}^{N-1} \end{bmatrix} e(i) \right] \right\} \\
+ \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \operatorname{Re} \left[ \tilde{\alpha}^*(i) \begin{bmatrix} \rho_0^p & \rho_1^{p+1} & \cdots & \rho_1^{N-1} \\ \rho_0^p & \rho_2^{p+1} & \cdots & \rho_2^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{M-1}^p & \rho_{M-1}^{p+1} & \cdots & \rho_{M-1}^{N-1} \end{bmatrix} e(i) \right] \right\} \\
= \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \operatorname{Re} \left[ \frac{\partial \tilde{\alpha}^*(i)}{\partial \omega_1} \rho_0^p e(i) \right] + \operatorname{Re} \left[ \tilde{\alpha}^*(i) \frac{\partial \rho}{\partial \omega_1} e(i) \right] \right\} 
\]  
(B.10)

\[
\frac{\partial \ln L}{\partial \omega_2} = \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \operatorname{Re} \left[ 0 \begin{bmatrix} \rho_0^p & \rho_1^{p+1} & \cdots & \rho_1^{N-1} \\ \rho_0^p & \rho_2^{p+1} & \cdots & \rho_2^{N-1} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{M-1}^p & \rho_{M-1}^{p+1} & \cdots & \rho_{M-1}^{N-1} \end{bmatrix} e(i) \right] \right\} \\
+ \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \operatorname{Re} \left[ \tilde{\alpha}^*(i) \begin{bmatrix} \rho_0^p & 0 & \cdots & 0 \\ \rho_0^p & \rho_2^{p+1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{M-1}^p & \rho_{M-1}^{p+1} & \cdots & 0 \end{bmatrix} e(i) \right] \right\} 
\]
\[ \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ \frac{\partial \tilde{a}^*(i)}{\partial \omega} \rho^H \right] e(i) \right\} + \text{Re} \left[ \tilde{a}^*(i) \frac{\partial \rho^H}{\partial \omega} e(i) \right] \]  

(B.11)

Collecting all above terms for \( l = 1,2,\ldots,M \), yields

\[ \frac{\partial \ln L}{\partial \omega} = \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \begin{bmatrix} \frac{\partial \tilde{a}^*_i(i)}{\partial \omega_1} \\ \frac{\partial \tilde{a}^*_2(i)}{\partial \omega_2} \\ \vdots \\ \frac{\partial \tilde{a}^*_M(i)}{\partial \omega_M} \end{bmatrix} \begin{bmatrix} \rho^H_1 \\ \rho^H_2 \\ \vdots \\ \rho^H_M \end{bmatrix} e(i) \right\} + \left\{ \begin{bmatrix} \frac{\partial \tilde{a}^*_1}{\partial \omega_1} \\ \frac{\partial \tilde{a}^*_2}{\partial \omega_2} \\ \vdots \\ \frac{\partial \tilde{a}^*_M}{\partial \omega_M} \end{bmatrix} \begin{bmatrix} \rho^H_1 \\ \rho^H_2 \\ \vdots \\ \rho^H_M \end{bmatrix} e(i) \right\} \]

\[ = \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \begin{bmatrix} \frac{\partial \tilde{a}^*_i(i)}{\partial \omega_1} \\ \frac{\partial \tilde{a}^*_2(i)}{\partial \omega_2} \\ \vdots \\ \frac{\partial \tilde{a}^*_M(i)}{\partial \omega_M} \end{bmatrix} \begin{bmatrix} \rho^H_1 \\ \rho^H_2 \\ \vdots \\ \rho^H_M \end{bmatrix} e(i) \right\} \]
\[
+ \frac{2}{\sigma^2_e} \sum_{i=1}^{Q} \Re \begin{bmatrix}
\tilde{a}_1^*(i) & \tilde{a}_2^*(i) & \cdots & \tilde{a}_M^*(i) \\
O & \tilde{a}_2^*(i) & \cdots & \tilde{a}_M^*(i) \\
O & O & \cdots & \tilde{a}_M^*(i) \\
O & O & \cdots & \tilde{a}_M^*(i)
\end{bmatrix} \begin{bmatrix}
\frac{\partial A^H_{11}}{\partial \omega_1} \\
\frac{\partial A^H_{21}}{\partial \omega_1} \\
\vdots \\
\frac{\partial A^H_{M1}}{\partial \omega_1}
\end{bmatrix} \begin{bmatrix}
e(i) \\
e(i) \\
e(i) \\
e(i)
\end{bmatrix}
\]

\[
= \frac{2}{\sigma^2_e} \sum_{i=1}^{Q} \left\{ \Re \left[ \frac{\partial \tilde{a}_1^*(i)}{\partial \omega} \tilde{a}_2^*(i) \cdots \tilde{a}_M^*(i) \right] R^H e(i) \right\} + \Re \left[ A^H_{\text{diag}}(i) R^H e(i) \right]
\]

\[
= \frac{2}{\sigma^2_e} \sum_{i=1}^{Q} \left\{ \Re \left[ \frac{\partial \tilde{a}_1^H(i)}{\partial \omega} R^H e(i) \right] + \Re \left[ A^H_{\text{diag}}(i) R^H e(i) \right] \right\} \tag{B.12}
\]
Appendix C

1) Proof of (3-26a)

From (3-7) and (3-24) we obtain

\[ E \left\{ \begin{bmatrix} \frac{\partial n_L}{\partial \beta a_n(k)} \\ \frac{\partial n_L}{\partial \beta a_n(i)} \end{bmatrix} \right\} = E \left\{ \frac{4}{\sigma_r^4} \sum_{k=1}^{\phi} \text{Re} \left[ R_H(k)e(k) \right]\text{Re} \left[ R_H(i)e(i) \right]^T \right\} \]

\[ = \frac{4}{\sigma_r^4} \frac{1}{2} E \left\{ \text{Re} \left[ R^H e(k)e^T(i)R \right] + \text{Re} \left[ R^H e(k)e^H(i)R \right] \right\} \]

\[ = \frac{2}{\sigma_r^4} E \left\{ \text{Re} \left[ R^H e(k)e^H(i)R \right] \right\} \]

\[ = \frac{2}{\sigma_r^2} \text{Re} \left[ R^H R \right] \delta_{k,i} \]

(C.1)
2) Proof of (3-26b)

From (3-7), (3-8) and (3-24) we obtain

\[
E\left[\frac{\partial n L}{\partial \hat{a}_i(k)} \frac{\partial n L}{\partial \hat{a}_R(i)}\right]^T = E\left\{\frac{4}{\sigma_i^2} \sum_{k=1}^{Q} \text{Im}[R^H(k)e(k)] \text{Re}[R^H(i)e(i)]^T\right\} \\
= \frac{4}{\sigma_i^2} \frac{1}{2} E\{\text{Im}[R^H e(k)e^T(i) R] + \text{Im}[R^H e(k)e^H(i) R]\} \\
= \frac{2}{\sigma_i^2} E\{\text{Im}[R^H e(k)e^H(i) R]\} \\
= \frac{2}{\sigma_i^2} \text{Im}[R^H R] \delta_{k,i} \tag{C.2}
\]
3) Proof of (3-27a)

From (3-7), (3-8) and (3-24) we obtain

\[
E \left[ \left[ \frac{\partial \ln L}{\partial \mathbf{u}_R^e (k)} \right] \left[ \frac{\partial \ln L}{\partial \mathbf{u}_R (i)} \right]^T \right] = E \left\{ \frac{4}{\sigma^4} \sum_{k=1}^{q} \text{Re} \left[ R^H (k) e(k) \right] \text{Im} \left[ R^H (i) e(i) \right]^T \right\}
\]

\[
= \frac{4}{\sigma^4} \frac{1}{2} E \left\{ \text{Im} \left[ R^H e(k) e^T (i) R^* \right] - \text{Im} \left[ R^H e(k) e^H (i) R \right] \right\}
\]

\[
= -\frac{2}{\sigma^4} E \left\{ \text{Im} \left[ R^H e(k) e^H (i) R \right] \right\}
\]

\[
= -\frac{2}{\sigma^4} \text{Im} \left[ R^H R \right] \delta_{kj} \tag{C.3}
\]
4) Proof of (3-27b)

From (3-8) and (3-24) we get

\[
E \left\{ \left[ \frac{\partial \ln L}{\partial \mathbf{u}_k(k)} \right] \left[ \frac{\partial \ln L}{\partial \mathbf{u}_i(i)} \right]^T \right\} = E \left\{ \frac{4}{\sigma^2} \sum_{k=1}^{2} \text{Im} \left[ R^H(k)e(k) \right] \text{Im} \left[ R^H(i)e(i) \right]^T \right\}
\]

\[
= -\frac{4}{\sigma^2} \frac{1}{2} E \left\{ \text{Re} \left[ R^H e(k) e^T(i) R^* \right] - \text{Re} \left[ R^H e(k) e^H(i) R \right] \right\}
\]

\[
= \frac{2}{\sigma^2} E \left\{ \text{Re} \left[ R^H e(k) e^H(i) R \right] \right\}
\]

\[
= \frac{2}{\sigma^2} \text{Re} \left[ R^H R \right] \delta_{k,i}
\]

(C.4)
5) Proof of (3-30a)

From (3-5) and (3-24) we obtain

\[ E \left\{ -\frac{\partial^2 \ln L}{(\partial \alpha)^2} \right\} = E \left\{ -\frac{\partial}{\partial \alpha} \left( \frac{\partial \ln L}{\partial \alpha} \right)^T \right\} \]

\[ = E \left\{ -\frac{1}{\sigma^2} \sum_{k=1}^{Q} \frac{\partial}{\partial \alpha} \left[ Y^T(k)(y - R\tilde{a} + Yd) + Y^T(y - R\tilde{a} + Yd)^* \right]^T \right\} \]

\[ = E \left\{ \frac{1}{\sigma^2} \sum_{k=1}^{Q} \left[ (Y^T(k)Y(k))^T + (Y^T(k)Y^*(k))^T \right] \right\} \]

\[ = \frac{2}{\sigma^2} \sum_{k=1}^{Q} \text{Re} \left[ E(Y^T(k)Y(k)) \right] \quad \text{(C.5)} \]
6) Proof of (3-30b)

From (3-5), (3-6) and (3-24) we get

\[
E\left\{ -\frac{\partial^2 \ln L}{\partial d_i \partial d_r} \right\} = E\left\{ -\frac{\partial}{\partial d_i} \left( \frac{\partial \ln L}{\partial d_r} \right)^T \right\}
\]

\[
= E\left\{ -\frac{1}{\sigma^2} \sum_{k=1}^{Q} \frac{\partial}{\partial d_i} \left[ Y^H(k)(y - R\bar{a} + Yd) + Y^T(y - R\bar{a} + Yd)^* \right]^T \right\}
\]

\[
= E\left\{ \frac{1}{\sigma^2} \sum_{k=1}^{Q} \left[ f(Y^H(k)Y(k))^T - f(Y^T(k)Y^*(k))^T \right] \right\}
\]

\[
= \frac{2}{\sigma^2} \sum_{k=1}^{Q} \text{Im}[E(Y^H(k)Y(k))]
\]  \hspace{1cm} (C.6)
7) Proof of (3-31a)

From (3-5), (3-6) and 3-24) we obtain

\[
E \left\{ - \left[ \frac{\partial^2 \ln L}{\partial d_x \partial d_l} \right] \right\} = E \left\{ - \frac{\partial}{\partial d_R} \left( \frac{\partial \ln L}{\partial d_l} \right)^T \right\}
\]

\[
= E \left\{ - \frac{1}{\sigma_x^2} \sum_{t=1}^{Q} \frac{\partial}{\partial d_R} \left[ jY^H(k)(y - R\bar{a} + Yd) - jY^T(y - R\bar{a} + Yd)^* \right]^T \right\}
\]

\[
= E \left\{ - \frac{1}{\sigma_x^2} \sum_{t=1}^{Q} \left[ j(Y^H(k)Y(k))^T - j(Y^T(k)Y^*(k))^T \right] \right\}
\]

\[
= - \frac{2}{\sigma_x^2} \sum_{k=1}^{Q} \text{Im} \left[ E(Y^H(k)Y^*(k)) \right]
\]  (C.7)
8) Proof of (3-31b)

from (3-5) and (3-24) we get

\[
E\left\{ \frac{\partial^2 \ln L}{(\partial d_i)^2} \right\} = E\left\{ -\frac{\partial}{\partial d_i} \left( \frac{\partial \ln L}{\partial d_i} \right)^T \right\}
\]

\[
= E\left\{ -\frac{1}{\sigma_q^2} \sum_{k=1}^{Q} \frac{\partial}{\partial d_i} \left[ jY^H(k)(y - R\tilde{a} + Yd) - jY^T(k)(y - R\tilde{a} + Yd)^i \right]^T \right\}
\]

\[
= E\left\{ -j\frac{1}{\sigma_q^2} \sum_{k=1}^{Q} \left[ j(Y^H(k)Y(k))^T + j(Y^T(k)Y^*(k))^T \right] \right\}
\]

\[
= \frac{2}{\sigma_q^2} \sum_{k=1}^{Q} \text{Re}[E(Y^H(k)Y(k))]
\]  \hspace{1cm} (C.8)

9) Proof (3-32a)

Appendix C
From (3-7), (3-17) and (3-24) we get

\[
E\left[ \frac{\partial \ln L}{\partial \mathbf{u}_a(k)} \left| \frac{\partial \ln L}{\partial \mathbf{a}} \right| \right]^T
\]

\[
= \frac{4}{\sigma^4} E \left\{ \text{Re} \left[ R_H e(k) \right] \left[ \sum_{i=1}^Q \left( \text{Re} \left[ A_{a_{\text{diag}}}(i) R_H e(i) \right] + \text{Re} \left[ \frac{\partial a_H^H(i)}{\partial \mathbf{a}} R_H e(i) \right] \right) \right]^T \right\}
\]

\[
= \frac{4}{\sigma^4} \left( \frac{1}{2} \right) E \left\{ \text{Re} \left[ R_H e(k) \right] \left[ \sum_{i=1}^Q \left( e^T(i) R_{\mathbf{a}} A_{a_{\text{diag}}}(i) + e^T(i) R^* \left( \frac{\partial a_H^H(i)}{\partial \mathbf{a}} \right)^T \right) \right] \right\}
\]

\[
+ \frac{4}{\sigma^4} \left( \frac{1}{2} \right) E \left\{ \text{Re} \left[ R_H e(k) \right] \left[ \sum_{i=1}^Q \left( e^H(i) R_{\mathbf{a}} A_{a_{\text{diag}}}(i) + e^H(i) R \left( \frac{\partial a_H^H(i)}{\partial \mathbf{a}} \right)^H \right) \right] \right\}
\]

\[
= \frac{2}{\sigma^4} \left\{ \text{Re} \left[ R_H R_{\mathbf{a}} A_{a_{\text{diag}}}(k) \right] + \text{Re} \left[ R_H R A_{a_{\text{diag},\mathbf{a}}}(k) \right] \right\}
\]  \hspace{1cm} \text{(C.9)}

For the last step we use equation (3-24).
10) Proof of (3-32b)

From (3-8), (3-17) and (3-24) we obtain

\[
E\left[ \left( \frac{\partial n L}{\partial \tilde{a}_i(k)} \right)^\tau \frac{\partial n L}{\partial \tilde{a}_0} \right]
\]

\[
= \frac{4}{\sigma_e^4} E \left[ \text{Im} \left( R^H e(k) \right) \left( \sum_{i=1}^Q \left( \text{Re} \left( A_{\text{diag}}^H (i) R^H e(i) \right) + \text{Re} \left( \frac{\partial \tilde{a}^H (i)}{\partial \tilde{a}_0} R^H e(i) \right) \right) \right) \right]^\tau
\]

\[
= \frac{4}{\sigma_e^4} \left( \frac{1}{2} \right) E \left[ \text{Im} \left( R^H e(k) \right) \left( \sum_{i=1}^Q \left( e^T (i) R^H e(i) + e^T (i) R^H \left( \frac{\partial \tilde{a}^H (i)}{\partial \tilde{a}_0} \right)^\tau \right) \right) \right]
\]

\[
+ \frac{4}{\sigma_e^4} \left( \frac{1}{2} \right) E \left[ \text{Im} \left( R^H e(k) \right) \left( \sum_{i=1}^Q \left( e^T (i) R^H e(i) + e^T (i) R^H \left( \frac{\partial \tilde{a}^H (i)}{\partial \tilde{a}_0} \right)^H \right) \right) \right]
\]

\[
= \frac{2}{\sigma_e^2} \left\{ \text{Im} \left[ R^H R_{\text{diag}} (k) \right] + \text{Im} \left[ R^H R_{\text{diag,ao}} (k) \right] \right\}
\]

(C.10)
11) Proof of (3-33a)

From (3-5), (3-17) and (3-24) we get

\[
E \left\{ \frac{\partial^2 \ln L}{\partial \alpha_R(k) \partial \omega} \right\} = E \left\{ -\frac{\partial}{\partial \alpha_R(k)} \left( \frac{\partial \ln L}{\partial \omega} \right)^T \right\}
\]

\[
= -\frac{1}{\sigma_e^2} E \sum_{i=1}^{Q} \left[ \begin{bmatrix}
\frac{\partial \alpha^*_i(i)}{\partial \omega_1} \rho_i^H \\
\frac{\partial \alpha^*_i(i)}{\partial \omega_2} \rho_i^H \\
\vdots \\
\frac{\partial \alpha^*_i(i)}{\partial \omega_M} \rho_i^H \\
\end{bmatrix} + \begin{bmatrix}
\tilde{\alpha}_i(i) \\
\tilde{\alpha}_i(i) \\
\vdots \\
\tilde{\alpha}_i(i) \\
\end{bmatrix} \begin{bmatrix}
\frac{\partial \rho^H_i}{\partial \omega_1} \\
\frac{\partial \rho^H_i}{\partial \omega_2} \\
\vdots \\
\frac{\partial \rho^H_i}{\partial \omega_M} \\
\end{bmatrix} \right]^T Y(i)
\]

\[
+ Y^H(i) \begin{bmatrix}
\rho \frac{\partial \alpha(i)}{\partial \omega_1} & \rho \frac{\partial \alpha(i)}{\partial \omega_2} & \ldots & \rho \frac{\partial \alpha(i)}{\partial \omega_M} \\
\frac{\partial \alpha_1(i)}{\partial \omega_1} & \frac{\partial \alpha_2(i)}{\partial \omega_2} & \ldots & \frac{\partial \alpha_M(i)}{\partial \omega_M} \\
\frac{\partial \rho_1(i)}{\partial \omega_1} & \frac{\partial \rho_2(i)}{\partial \omega_2} & \ldots & \frac{\partial \rho_M(i)}{\partial \omega_M} \\
\end{bmatrix}
\]
\[- \frac{1}{\sigma^2} \left[ \sum_{i=1}^{q} Y^T(i) \left( \frac{\partial \vec{a}^T(i)}{\partial a_1} \frac{\partial \vec{a}^T(i)}{\partial a_2} \ldots \frac{\partial \vec{a}^T(i)}{\partial a_M} \right) + Y^H(i) \frac{\partial \vec{a}^T(i)}{\partial \omega_1} \frac{\partial \vec{a}^T(i)}{\partial \omega_2} \ldots \frac{\partial \vec{a}^T(i)}{\partial \omega_M} \right] \right]

\[+ Y^H(i) \left[ \frac{\partial \vec{a}_1(i)}{\partial a_1} \frac{\partial \vec{a}_2(i)}{\partial a_2} \ldots \frac{\partial \vec{a}_M(i)}{\partial a_M} + \frac{\partial \vec{a}_1(i)}{\partial \omega_1} \frac{\partial \vec{a}_2(i)}{\partial \omega_2} \ldots \frac{\partial \vec{a}_M(i)}{\partial \omega_M} \right] \right] \right]

\[= - \frac{2}{\sigma^2} \sum_{i=1}^{q} \text{Re} \left\{ E(Y^H(i)) RA_{\Delta a_{\epsilon}}(i) + E(Y^H(i)) RA_{\Delta \omega_{\epsilon}}(i) \right\} \]  

(C.11)
12) Proof of (3-33b)

From (3-6), (3-17) and (3-24) we get

$$E\left\{ -\frac{\partial^2 \ln L}{\partial d_i(k) \partial \omega} \right\} = E\left\{ -\frac{\partial}{\partial d_i(k)} \left( \frac{\partial \ln L}{\partial \omega} \right)^T \right\}$$

$$= -\frac{1}{\sigma^2} E\left\{ \sum_{i=1}^{Q} \left[ \begin{pmatrix} \frac{\partial \tilde{a}_i^*(i)}{\partial \omega_i} \rho_i^H \left( \frac{\partial \rho_i^H}{\partial \tilde{a}_i^*(i)} \right) \\ \frac{\partial \tilde{a}_2^*(i)}{\partial \omega_2} \rho_2^H \left( \frac{\partial \rho_2^H}{\partial \tilde{a}_2^*(i)} \right) \\ \vdots \\ \frac{\partial \tilde{a}_M^*(i)}{\partial \omega_M} \rho_M^H \left( \frac{\partial \rho_M^H}{\partial \tilde{a}_M^*(i)} \right) \end{pmatrix} \right]^T \right\}$$

$$- j^H(i) \left[ \begin{pmatrix} \rho_1 \frac{\partial \tilde{a}_1^*(i)}{\partial \omega_1} \rho_2 \frac{\partial \tilde{a}_2^*(i)}{\partial \omega_2} \cdots \rho_M \frac{\partial \tilde{a}_M^*(i)}{\partial \omega_M} \end{pmatrix} + \left[ \frac{\partial \rho_1}{\partial \tilde{a}_1^*(i)} \frac{\partial \rho_2}{\partial \tilde{a}_2^*(i)} \cdots \frac{\partial \rho_M}{\partial \tilde{a}_M^*(i)} \right] \right]$$

Appendix C
\[
-\frac{1}{\sigma^2} B \sum_{i=1}^{\varphi} \left[ j^{Y_H(i)} \left( \rho_1 \frac{\partial a_1(i)}{\partial q_1} \rho_2 \frac{\partial a_2(i)}{\partial q_2} \cdots \rho_M \frac{\partial a_M(i)}{\partial q_M} \right) + j^{Y^H(i)} \left( \frac{\partial \tilde{a}_1(i)}{\partial q_1} \frac{\partial \tilde{a}_2(i)}{\partial q_2} \cdots \frac{\partial \tilde{a}_M(i)}{\partial q_M} \right) \right]
- j^{Y^H(i)} \left[ \rho_1 \frac{\partial \tilde{a}_1(i)}{\partial q_1} \rho_2 \frac{\partial \tilde{a}_2(i)}{\partial q_2} \cdots \rho_M \frac{\partial \tilde{a}_M(i)}{\partial q_M} \right] \left[ \frac{\partial a_1(i)}{\partial q_1} \frac{\partial a_2(i)}{\partial q_2} \cdots \frac{\partial a_M(i)}{\partial q_M} \right] \right] \\
= \frac{2}{\sigma^2} B \sum_{i=1}^{\varphi} \left[ j^{Y_H(i)} \left( \rho_1 \frac{\partial a_1(i)}{\partial q_1} \rho_2 \frac{\partial a_2(i)}{\partial q_2} \cdots \rho_M \frac{\partial a_M(i)}{\partial q_M} \right) + j^{Y^H(i)} \left( \frac{\partial \tilde{a}_1(i)}{\partial q_1} \frac{\partial \tilde{a}_2(i)}{\partial q_2} \cdots \frac{\partial \tilde{a}_M(i)}{\partial q_M} \right) \right] \\
= -\frac{2}{\sigma^2} \sum_{i=1}^{\varphi} \text{Im} \left\{ E(Y_H(i)) R_{A_{\text{reg},\varphi}(i)} + E(Y^H(i)) \bar{R}_{A_{\text{reg},\varphi}(i)} \right\} \tag{C.12}
\]
13) Proof of (3-34a)

From (3-7), (3-10) and (3-24) we get

\[
E\left[\begin{bmatrix} \frac{\partial n L}{\partial \tilde{a}_n(k)} \\ \frac{\partial n L}{\partial \alpha} \end{bmatrix} \right]^T
\]

\[
= \frac{4}{\sigma^2} E \left[ \text{Re} \left[ R^H e(k) \right] \sum_{i=1}^{Q} \left( \text{Re} \left[ A_{\text{diag}}^H(i) R^H \sigma e(i) \right] + \text{Re} \left[ \frac{\partial a^H(i)}{\partial \alpha} R^H e(i) \right] \right) \right]^T
\]

\[
= \frac{4}{\sigma^2} \left( \frac{1}{2} \right) E \left[ \text{Re} \left[ R^H e(k) \right] \sum_{i=1}^{Q} \left( e^T(i) R^* a A_{\text{diag}}^*(i) + e^T(i) R^* \left( \frac{\partial a^H(i)}{\partial \alpha} \right)^T \right) \right]
\]

\[
+ \frac{4}{\sigma^2} \left( \frac{1}{2} \right) E \left[ \text{Re} \left[ R^H e(k) \right] \sum_{i=1}^{Q} \left( e^H(i) R^H a A_{\text{diag}}(i) + e^H(i) R^H \left( \frac{\partial a^H(i)}{\partial \alpha} \right)^H \right) \right]
\]

\[
= \frac{2}{\sigma^2} \left\{ \text{Re} \left[ R^H R^H A_{\text{diag}}(k) \right] + \text{Re} \left[ R^H R A_{\text{diag}}(k) \right] \right\}
\]

(C.13)
14) Proof of (3-34b)

From (3-8), (3-10) and (3-24) we obtain

\[
E\left[ \frac{\partial nL}{\partial \alpha_i(k)} \frac{\partial nL}{\partial \alpha} \right]^T
\]

\[
= \frac{4}{\sigma_e^4} E \left[ \text{Im}\left[ R^H e(k) \right] \left[ \sum_{i=1}^{Q} \left( \text{Re}\left[ A_{diag,i}(i) R^H e(i) \right] + \text{Re}\left[ \frac{\partial B^H(i)}{\partial \alpha} R^H e(i) \right] \right) \right] \right]^T
\]

\[
= \frac{4}{\sigma_e^4} \left( \frac{1}{2} \right) E \left[ \text{Im}\left[ R^H e(k) \right] \left[ \sum_{i=1}^{Q} \left( e^T(i) R^*_{\alpha} A_{diag,i}(i) + e^T(i) R^* \left( \frac{\partial B^H(i)}{\partial \alpha} \right) \right) \right] \right]
\]

\[
+ \frac{4}{\sigma_e^4} \left( \frac{1}{2} \right) E \left[ \text{Im}\left[ R^H e(k) \right] \left[ \sum_{i=1}^{Q} \left( e^H(i) R_{\alpha} A_{diag,i}(i) + e^H(i) R \left( \frac{\partial B^H(i)}{\partial \alpha} \right)^T \right) \right] \right]
\]

\[
= \frac{2}{\sigma_e^2} \left\{ \text{Im}\left[ R^H R_{\alpha} A_{diag}(k) \right] + \text{Im}\left[ R^H R A_{diag,\alpha}(k) \right] \right\} \quad (C.14)
\]
15) Proof of (3-35a)

From (3-5), (3-10) and (3-24) we get

\[
E\left\{ -\frac{\partial^2 \ln L}{\partial \alpha(k) \partial \alpha} \right\} = E\left\{ -\frac{\partial}{\partial \alpha(k)} \left( \frac{\partial \ln L}{\partial \alpha} \right)^T \right\}
\]

\[
= -\frac{1}{\sigma^2} E \left\{ \sum_{i=1}^{\varphi} \left( \begin{array}{c}
\tilde{a}^*(i) \frac{\partial \mu^H}{\partial \alpha_1} \\
\tilde{a}^*_2(i) \frac{\partial \mu^H}{\partial \alpha_2} \\
\vdots \\
\tilde{a}^*_M(i) \frac{\partial \mu^H}{\partial \alpha_M}
\end{array} \right) \right\}^T Y(i)
\]

\[
+ Y^H(i) \left[ \begin{array}{cccc}
\frac{\partial \tilde{a}_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}_M(i)}{\partial \alpha_M}
\end{array} \right] \left[ \begin{array}{cccc}
\frac{\partial \alpha_1}{\partial \alpha_1} & \frac{\partial \alpha_2}{\partial \alpha_2} & \cdots & \frac{\partial \alpha_M}{\partial \alpha_M}
\end{array} \right]
\]
\[
\frac{1}{\sigma_E} \sum_{\alpha=1}^{q} \left( \sum \frac{Y_{H}(i)}{E(i)} \left[ \rho_{1} \frac{\partial \tilde{a}_{1}(i)}{\partial x_{1}} \rho_{2} \frac{\partial \tilde{a}_{2}(i)}{\partial x_{2}} \ldots \rho_{M} \frac{\partial \tilde{a}_{M}(i)}{\partial x_{M}} \right] + \frac{Y_{H}(i)}{E(i)} \left[ \frac{\partial \tilde{a}_{1}(i)}{\partial x_{1}} \frac{\partial \tilde{a}_{2}(i)}{\partial x_{2}} \ldots \frac{\partial \tilde{a}_{M}(i)}{\partial x_{M}} \right] \right)
\]

\[
+ Y_{H}(i) \left[ \rho_{1} \frac{\partial \tilde{a}_{1}(i)}{\partial x_{1}} \rho_{2} \frac{\partial \tilde{a}_{2}(i)}{\partial x_{2}} \ldots \rho_{M} \frac{\partial \tilde{a}_{M}(i)}{\partial x_{M}} \right] + \left[ \frac{\partial \tilde{a}_{1}(i)}{\partial x_{1}} \frac{\partial \tilde{a}_{2}(i)}{\partial x_{2}} \ldots \frac{\partial \tilde{a}_{M}(i)}{\partial x_{M}} \right] \right]
\]

\[
= \frac{2}{\sigma_E} \sum_{\alpha=1}^{q} \text{Re} \left( \frac{Y_{H}(i)}{E(i)} \left[ \rho_{1} \frac{\partial \tilde{a}_{1}(i)}{\partial x_{1}} \rho_{2} \frac{\partial \tilde{a}_{2}(i)}{\partial x_{2}} \ldots \rho_{M} \frac{\partial \tilde{a}_{M}(i)}{\partial x_{M}} \right] + \frac{Y_{H}(i)}{E(i)} \left[ \frac{\partial \tilde{a}_{1}(i)}{\partial x_{1}} \frac{\partial \tilde{a}_{2}(i)}{\partial x_{2}} \ldots \frac{\partial \tilde{a}_{M}(i)}{\partial x_{M}} \right] \right)
\]

\[
= - \frac{2}{\sigma_E} \sum_{i=1}^{q} \text{Re} \left\{ E \left( \frac{Y_{H}(i)}{E(i)} \right) RA_{diag,\alpha}(i) + E \left( \frac{Y_{H}(i)}{E(i)} \right) R_{\alpha} A_{diag}(i) \right\}
\]

(C.15)
16) Proof of (3-35b)

From (3-6), (3-10) and (3-24) we obtain

$$E\left\{ \frac{\partial^2 \ln L}{\partial d_j(k) \partial \alpha} \right\} = E\left\{ -\frac{\partial}{\partial d_j(k)} \left( \frac{\partial \ln L}{\partial \alpha} \right)^T \right\}$$

$$= \frac{-1}{\sigma^2} E \sum_{i=1}^{q} f \left( \begin{bmatrix} \frac{\partial \tilde{a}_1^*(i)}{\partial \alpha_1} & \frac{\partial \rho_1^H}{\partial \alpha_1} \\ \frac{\partial \tilde{a}_2^*(i)}{\partial \alpha_2} & \frac{\partial \rho_2^H}{\partial \alpha_2} \\ \vdots & \vdots \\ \frac{\partial \tilde{a}_M^*(i)}{\partial \alpha_M} & \frac{\partial \rho_M^H}{\partial \alpha_M} \end{bmatrix} \right)^T Y(i)$$

$$- f^H(i) \left[ \begin{bmatrix} \frac{\partial \tilde{a}_1(i)}{\partial \alpha_1} & \frac{\partial \tilde{a}_2(i)}{\partial \alpha_2} & \cdots & \frac{\partial \tilde{a}_M(i)}{\partial \alpha_M} \end{bmatrix} \right]$$
\[ \begin{align*}
&= -\frac{1}{\sigma^*} E \left\{ \sum_{i=1}^{\infty} Y^i(i) \left( \sum_{i=1}^{\infty} X^i(i) \frac{\partial}{\partial x_1} \right) \frac{\partial}{\partial x_2} \frac{\partial}{\partial x_3} \cdots \frac{\partial}{\partial x_M} \right\} + Y^i(i) \left( \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} \frac{\partial}{\partial x_3} \cdots \frac{\partial}{\partial x_M} \right) \\
&= -\frac{1}{\sigma^*} E \left\{ \sum_{i=1}^{\infty} \left[ \sum_{i=1}^{\infty} Y^i(i) \left( \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} \frac{\partial}{\partial x_3} \cdots \frac{\partial}{\partial x_M} \right) \right] \right\} \\
&= -\frac{2}{\sigma^*} E \left\{ \sum_{i=1}^{\infty} \left[ E(Y^i(i)) RA_{\log, a}(i) + E(Y^i(i)) R_a A_{\log}(i) \right] \right\} \\
&= -\frac{2}{\sigma^*} \sum_{i=1}^{\infty} \text{Im} \left\{ E(Y^i(i)) RA_{\log, a}(i) + E(Y^i(i)) R_a A_{\log}(i) \right\} \quad (C.16)
\end{align*} \]
17) Proof of (3-36)

From (3-17), (3-10) and (3-24) we get

\[
E\left\{ \begin{bmatrix} \tilde{H}_n L \nabla \omega \\ \tilde{H}_n L \partial \alpha \end{bmatrix}^T \right\}
\]

\[= \frac{4}{\sigma^4_e} E \left\{ \sum_{k=1}^{Q} \left[ \text{Re} \left( A_{\text{diag}}^H (k) R^H_\alpha e(k) \right) + \text{Re} \left( \frac{\partial \tilde{H}_n (k)}{\partial \omega} R^H_\alpha e(k) \right) \right] \right\}
\]

\[\times E \left\{ \sum_{i=1}^{Q} \left[ \text{Re} \left( A_{\text{diag}}^H (i) R^H_\alpha e(i) \right) + \text{Re} \left( \frac{\partial \tilde{H}_n (i)}{\partial \alpha} R^H_\alpha e(i) \right) \right] \right\}
\]

\[= \frac{4}{\sigma^4_e} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \text{Re} \left( \frac{\partial \tilde{H}_n (k)}{\partial \omega} R^H_\alpha e(k) \right) \text{Re} \left( \frac{\partial \tilde{H}_n (i)}{\partial \alpha} R^H_\alpha e(i) \right) \right\}
\]

\[+ \frac{4}{\sigma^4_e} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \text{Re} \left( \frac{\partial \tilde{H}_n (k)}{\partial \omega} R^H_\alpha e(k) \right) \text{Re} \left( A_{\text{diag}}^H (i) R^H_\alpha e(i) \right) \right\}
\]
\[+ \frac{4}{\sigma_e^4} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \text{Re} \left[ A_{\text{diag}}^H (k) R_e^H e(k) \right] \text{Re} \left[ \frac{\partial \bar{u}^H (i)}{\partial \alpha} R^H e(i) \right]^H \right\} \]

\[+ \frac{4}{\sigma_e^4} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \text{Re} \left[ A_{\text{diag}}^H (k) R_e^H e(k) \right] \text{Re} \left[ A_{\text{diag}}^H (i) R_e^H e(i) \right]^H \right\} \]

\[= \frac{2}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ A_{\text{diag}, \omega}^* (i) R^H R^{\text{diag}, \omega} (i) \right] + \text{Re} \left[ A_{\text{diag}, \omega}^* (i) R^H R_{\alpha} A_{\text{diag}} (i) \right] \right\} \]

\[+ \frac{2}{\sigma_e^2} \sum_{i=1}^{Q} \left\{ \text{Re} \left[ A_{\text{diag}}^H (i) R_e^H R^{\text{diag}, \omega} (i) \right] + \text{Re} \left[ A_{\text{diag}}^H (i) R_e^H R_{\alpha} A_{\text{diag}} (i) \right] \right\} \text{ (C.17)}\]
18) Proof of (3-37)

From (3-10) and (3-24) we get

\[
E\left[\begin{bmatrix} \frac{\partial \ln L}{\partial \alpha} \\ \frac{\partial \ln L}{\partial \alpha} \end{bmatrix}^T \right]
\]

\[
= \frac{4}{\sigma^4} \sum_{k=1}^{Q} \left( \text{Re} \left[ A_{\text{diag}}^H (k) R_{\alpha}^H e(k) \right] + \text{Re} \left[ \frac{\partial \bar{a}^H (k)}{\partial \alpha} R^H e(k) \right] \right)
\]

\[
\times \sum_{i=1}^{Q} \left( \text{Re} \left[ A_{\text{diag}}^H (i) R_{\alpha}^H e(i) \right]^T + \text{Re} \left[ \frac{\partial \bar{a}^H (i)}{\partial \alpha} R^H e(i) \right]^T \right)
\]

\[
= \frac{4}{\sigma^4} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left[ \text{Re} \left[ \frac{\partial \bar{a}^H (k)}{\partial \alpha} R^H e(k) \right] \text{Re} \left[ \frac{\partial \bar{a}^H (i)}{\partial \alpha} R^H e(i) \right]^T \right]
\]

\[
+ \frac{4}{\sigma^4} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left[ \text{Re} \left[ \frac{\partial \bar{a} (k)}{\partial \alpha} R^H e(k) \right] \text{Re} \left[ A_{\text{diag}}^H (i) R_{\alpha}^H e(i) \right]^T \right]
\]
\[+\frac{4}{\sigma_s^2} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \Re \left[ A_{\text{diag}}^H (k) R_\alpha^H e(k) \right] \Re \left[ \frac{\partial \tilde{a}_i^H (i)}{\partial \alpha} R_\alpha^H e(i) \right]^H \right\} \]

\[+\frac{4}{\sigma_s^2} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \Re \left[ A_{\text{diag}}^H (k) R_\alpha^H e(k) \right] \Re \left[ A_{\text{diag}}^H (i) R_\alpha^H e(i) \right]^H \right\} \]

\[= \frac{2}{\sigma_s^2} \sum_{i=1}^{Q} \left\{ \Re \left[ A_{\text{diag},\alpha}^* (i) R_\alpha^H R A_{\text{diag},\alpha} (i) \right] + \Re \left[ A_{\text{diag},\alpha}^* (i) R_\alpha^H R_\alpha A_{\text{diag}} (i) \right] \right\} \]

\[+ \frac{2}{\sigma_s^2} \sum_{i=1}^{Q} \left\{ \Re \left[ A_{\text{diag}}^H (i) R_\alpha^H R A_{\text{diag},\alpha} (i) \right] + \Re \left[ A_{\text{diag}}^H (i) R_\alpha^H R_\alpha A_{\text{diag}} (i) \right] \right\} \quad (C.18)\]
19) Proof of (3-38)

From (3-17) and (3-24) we get

\[ E \left[ \begin{bmatrix} \frac{\partial n L}{\partial \omega} & \frac{\partial n L}{\partial \omega} \end{bmatrix}^T \right] \]

\[ = \frac{4}{\sigma^4} E \left\{ \sum_{k=1}^{Q} \left( \text{Re} \left[ A_{ \text{diag} }^H (k) R^H \omega e(k) \right] + \text{Re} \left[ \frac{\partial \tilde{u}^H (k)}{\partial \omega} R^H (k) \right] \right) \right\} \]

\[ \times E \left\{ \sum_{i=1}^{Q} \left( \text{Re} \left[ A_{ \text{diag} }^H (i) R^H \omega e(i) \right] + \text{Re} \left[ \frac{\partial \tilde{u}^H (i)}{\partial \omega} R^H (i) \right] \right) \right\} \]

\[ = \frac{4}{\sigma^4} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \text{Re} \left[ \frac{\partial \tilde{u}^H (k)}{\partial \omega} R^H (k) \right] \right\} \text{Re} \left[ \frac{\partial \tilde{u}^H (i)}{\partial \omega} R^H (i) \right] \]

\[ + \frac{4}{\sigma^4} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \text{Re} \left[ \frac{\partial \tilde{u} (k)}{\partial \omega} R^H (k) \right] \right\} \text{Re} \left[ A_{ \text{diag} }^H (i) R^H \omega e(i) \right] \]
\begin{align*}
&+ \frac{4}{\sigma^2} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \Re \left[ A_{\text{diag}}^H (k) R^H e(k) \right] \Re \left[ \frac{\partial u^H (i)}{\partial \omega} R^H e(i) \right]^H \right\} \\
&+ \frac{4}{\sigma^2} \sum_{k=1}^{Q} \sum_{i=1}^{Q} E \left\{ \Re \left[ A_{\text{diag}}^H (k) R^H e(k) \right] \Re \left[ A_{\text{diag}}^H (i) R^H e(i) \right]^H \right\} \\
&= \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \Re \left[ A_{\text{diag, o}}^* (i) R^H R A_{\text{diag, o}} (i) \right] + \Re \left[ A_{\text{diag, o}}^* (i) R^H R A_{\text{diag, o}} (i) \right] \right\} \\
&+ \frac{2}{\sigma^2} \sum_{i=1}^{Q} \left\{ \Re \left[ A_{\text{diag}}^H (i) R^H R A_{\text{diag, o}} (i) \right] + \Re \left[ A_{\text{diag}}^H (i) R^H R A_{\text{diag, o}} (i) \right] \right\} \quad (C.19)
\end{align*}
Appendix D

Proof of (3-47) through (3-51)

In equation (3-41) the matrix \( J_{11} \) can be partitioned as

\[
J_{11} = \begin{bmatrix}
    d_{11} & d_{12} \\
    d_{21} & d_{22}
\end{bmatrix}
\]  \hspace{1cm} (D.1a)

where

\[
d_{11} = \begin{bmatrix}
    \overline{C} & -\overline{C} \\
    \overline{C} & \overline{C} \\
    \overline{C} & \overline{C} \\
    \vdots & \ddots & \ddots \\
    \overline{C} & \overline{C} & \overline{C}
\end{bmatrix}
\]  \hspace{1cm} (D.1b)

\[
d_{12} = \begin{bmatrix}
    \overline{B(1)} & -\overline{B(1)} \\
    \overline{B(1)} & \overline{B(1)} \\
    \vdots & \ddots & \ddots \\
    \overline{B(Q)} & -\overline{B(Q)} \\
    \overline{B(Q)} & \overline{B(Q)}
\end{bmatrix}
\]  \hspace{1cm} (D.1c)
\[ d_{21} = \begin{bmatrix} B^H(1) & -B^H(1) & \cdots & B^H(Q) & -B^H(Q) \\ B^H(1) & B^H(1) & \cdots & B^H(Q) & B^H(Q) \end{bmatrix} \] 

(D.1d)

\[ d_{22} = \begin{bmatrix} F & -F \\ F & F \end{bmatrix} \] 

(D.1e)

Then by using the standard block matrix inverse formula, we get

\[ J_{11}^{-1} = \begin{bmatrix} (d_{11} - d_{12}d_{22}^{-1}d_{21})^{-1} & - (d_{11} - d_{12}d_{22}^{-1}d_{21})^{-1}d_{12}d_{22}^{-1} \\ - (d_{22} - d_{21}d_{11}^{-1}d_{12})^{-1}d_{21}d_{11}^{-1} & (d_{22} - d_{21}d_{11}^{-1}d_{12})^{-1} \end{bmatrix} \]

\[ \Delta = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \] 

(D.2)

We define

\[ F' = F^{-1} \quad \text{and} \quad C' = C^{-1} \] 

(D.3)

and obtain
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\[ d_{11}^{-1} = \begin{bmatrix}
\overline{C'} & -C' \\
C' & \overline{C'} \\
\overline{C} & \overline{C} \\
C & C
\end{bmatrix} \quad \text{(D.4)} \]

\[ d_{22}^{-1} = \begin{bmatrix}
\overline{F'} & -F' \\
F' & \overline{F'} \\
\overline{F} & \overline{F} \\
F & F
\end{bmatrix} \quad \text{(D.5)} \]

Now we prove (D.4) and (D.5), because

\[ d_{22}d_{22}^{-1} = \begin{bmatrix}
\overline{F} & -F \\
F & \overline{F}
\end{bmatrix} \begin{bmatrix}
\overline{F} & -F \\
F & \overline{F}
\end{bmatrix} = \begin{bmatrix}
\overline{FF'} & -FF' & -FF' & -FF' \\
\overline{FF'} & FF' & FF' & FF'
\end{bmatrix} \]

\[ = \begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix} \]
The last step in the above holds because

\[ FF' = (F + jF')(\overline{F'} + j\overline{F'}) \]

\[ = (FF' - \overline{FF'}) + j(\overline{FF'} + \overline{FF'}) = I \]

So that

\[ \overline{FF'} - \overline{FF} = I \]

\[ \overline{FF'} + \overline{FF} = 0 \]

This proves equation (D.5). Equation (D.4) can be proved in a similar way.

By using the matrix inverse lemma, the northwest part of (D.2) can be written as follows.

\[ A_{11} = \left( d_{11} - d_{12}d_{21}^{-1}d_{22} \right)^{-1} \]

\[ = d_{11}^{-1} + d_{11}^{-1}d_{12}\left(-d_{21}^{-1}d_{12} + d_{22}^{-1}\right)^{-1}d_{21}^{-1}d_{11}^{-1} \quad (D.6) \]
In order to evaluate (D.6) we first need to get the following:

\[
d_{i1}d_{i2} = \begin{bmatrix}
\frac{C' B(1)}{C' B(1) + C' B(1)} & \frac{-C B(1) - C B(1)}{C' B(1) + C' B(1)} \\
\vdots & \vdots \\
\frac{C' B(Q) - C B(Q)}{C' B(Q) + C' B(Q)} & \frac{-C B(Q) - C B(Q)}{C' B(Q) + C' B(Q)}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\frac{C' B(1)}{C' B(1)} & \frac{-C B(1)}{C' B(1)} \\
\frac{C B(1)}{C' B(1)} & \frac{C B(1)}{C' B(1)} \\
\vdots & \vdots \\
\frac{C' B(Q)}{C' B(Q)} & \frac{-C B(Q)}{C' B(Q)} \\
\frac{C B(Q)}{C' B(Q)} & \frac{C B(Q)}{C' B(Q)}
\end{bmatrix}
\]

(D.7)

\[
A_{22} = (d_{22} - d_{21}d_{i1}d_{i2})^{-1}
\]

\[
= \begin{bmatrix}
\bar{F} & -\bar{F} \\
\bar{F} & \bar{F}
\end{bmatrix} - \begin{bmatrix}
\frac{B^H(1)}{B^H(1)} & \frac{B^H(Q)}{B^H(Q)} \\
\frac{B^H(1)}{B^H(1)} & \frac{B^H(Q)}{B^H(Q)}
\end{bmatrix} \begin{bmatrix}
\frac{C B(1)}{C B(1)} & \frac{-C B(1)}{C B(1)} \\
\frac{C B(1)}{C B(1)} & \frac{C B(1)}{C B(1)} \\
\vdots & \vdots \\
\frac{C B(Q)}{C B(Q)} & \frac{-C B(Q)}{C B(Q)} \\
\frac{C B(Q)}{C B(Q)} & \frac{C B(Q)}{C B(Q)}
\end{bmatrix}^{-1}
\]
\[
\begin{align*}
\begin{bmatrix}
\left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right) & \left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right)^{-1} \\
\left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right) & \left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right)
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix}
\left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right)^{-1} & \left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right)^{-1} \\
\left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right)^{-1} & \left(F - \sum_{i=1}^{\varphi} B^H(i)C'B(i)\right)^{-1}
\end{bmatrix}
\end{align*}
\]

\[d_{21}d_{11}^{-1} = \begin{bmatrix}
B^H(1)C' & -B^H(1)C' & \cdots & B^H(Q)C' & -B^H(Q)C'
\end{bmatrix}
\]

Equation (D.6) can be obtained by using (D.7), (D.8) and (D.9)

\[A_{11} = \left(d_{11} - d_{12}d_{22}^{-1}d_{21}\right)^{-1}\]
\[
\begin{bmatrix}
C + C B(i) B^H(i) C & -C + C B(i) B^H(i) C' & \cdots & C B(i) B^H(i) C & -C B(i) B^H(i) C
\\
\vdots & \vdots & \ddots & \vdots & \vdots
\\
C B(Q) B^H(i) C & -C B(Q) B^H(i) C & \cdots & C + C B(Q) B^H(i) C & -C + C B(Q) B^H(i) C
\\
\end{bmatrix}

= \begin{bmatrix}
C + C B(i) B^H(i) C & -C + C B(i) B^H(i) C' & \cdots & C B(i) B^H(i) C & -C B(i) B^H(i) C
\\
\vdots & \vdots & \ddots & \vdots & \vdots
\\
C B(Q) B^H(i) C & -C B(Q) B^H(i) C & \cdots & C + C B(Q) B^H(i) C & -C + C B(Q) B^H(i) C
\\
\end{bmatrix}

\] (D.10a)

where

\[
T = \left( F - \sum_{i=1}^{Q} B^H(i) C B(i) \right)^{-1}
\] (D.10b)

In order to evaluate \( A_{12} \) we first need \( d_{12}^{-1} \)

\[
d_{12}^{-1} = \\
\begin{bmatrix}
\overline{B(1)} & -\overline{B(1)} \\
\overline{B(1)} & \overline{B(1)} \\
\vdots & \vdots \\
\overline{B(Q)} & -\overline{B(Q)} \\
\overline{B(Q)} & \overline{B(Q)}
\end{bmatrix}
\begin{bmatrix}
F & -\overline{F} \\
\overline{F} & F
\end{bmatrix}
\] (D.11)
\[
\begin{bmatrix}
\overline{B(l)F'} \\
\overline{B(l)F'} \\
\vdots \\
\overline{B(Q)F'} \\
\overline{B(Q)F'}
\end{bmatrix}
\begin{bmatrix}
\overline{B(l)F'} \\
\overline{B(l)F'} \\
\vdots \\
\overline{B(Q)F'} \\
\overline{B(Q)F'}
\end{bmatrix}
\]

From (D.10) and (D.11) we get

\[
A_{12} = -(d_{11} - d_{12}d_{22}^{-1}d_{21})^{-1}d_{12}d_{22}^{-1}
\]

\[
\begin{bmatrix}
\sum_{k=1}^{Q}[C\delta_{k,1} + C B(l)TB^H(k)C']B(k)F' \\
\sum_{k=1}^{Q}[C\delta_{k,1} + C B(l)TB^H(k)C']B(k)F' \\
\vdots \\
\sum_{k=1}^{Q}[C\delta_{k,Q} + C B(Q)TB^H(k)C']B(k)F' \\
\sum_{k=1}^{Q}[C\delta_{k,Q} + C B(Q)TB^H(k)C']B(k)F'
\end{bmatrix}
\]

\[
\begin{bmatrix}
-\sum_{k=1}^{Q}[C\delta_{k,1} + C B(l)TB^H(k)C']B(k)F' \\
-\sum_{k=1}^{Q}[C\delta_{k,1} + C B(l)TB^H(k)C']B(k)F' \\
\vdots \\
-\sum_{k=1}^{Q}[C\delta_{k,Q} + C B(Q)TB^H(k)C']B(k)F' \\
-\sum_{k=1}^{Q}[C\delta_{k,Q} + C B(Q)TB^H(k)C']B(k)F'
\end{bmatrix}
\]

(D.12)

From (D.8) and (D.9) we get
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\[ A_{21} = -\left(d_{22} - d_{21}d_{11}^{-1}d_{12}\right)^{-1}d_{21}d_{11}^{-1} \]

\[
= \begin{bmatrix}
TB^H(1)C & -TB^H(1)C' & \cdots & TB^H(Q)C & -TB^H(Q)C' \\
TB^H(1)C' & TB^H(1)C' & \cdots & TB^H(Q)C' & TB^H(Q)C' \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
TB^H(Q)C & -TB^H(Q)C' & \cdots & TB^H(Q)C' & TB^H(Q)C'
\end{bmatrix}
\]

(D.13)

Substitution of (D.10), (D.8), (D.12), and (D.13) into (D.2) yields \( J_{11}^{-1} \). Equation (3-47) can be proved by using (3-44), (3-43), (D.2) and (3-42)

\[ CRLB^{-1}\begin{bmatrix} \alpha^T & \omega^T \end{bmatrix}^T = J_{22} - J_{21}J_{11}^{-1}J_{12} \]

\[ \Delta \begin{bmatrix} \Delta & X^T \\ X^H & \Omega \end{bmatrix} = \begin{bmatrix} S^H(1) & -S^H(1) & \cdots & S^H(Q) & -S^H(Q) \\ W^H(1) & -W^H(1) & \cdots & W^H(Q) & -W^H(Q) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ S^H(1) & -S^H(1) & \cdots & S^H(Q) & -S^H(Q) \\ W^H(1) & -W^H(1) & \cdots & W^H(Q) & -W^H(Q) \end{bmatrix} \begin{bmatrix} \Gamma & -\Gamma \\ \Gamma & -\Gamma \end{bmatrix} \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} S(1) & W(1) \\ S(1) & W(1) \\ \vdots & \vdots \\ S(Q) & W(Q) \\ \Gamma & V \end{bmatrix} \]

We first evaluate \( J_{11}^{-1}J_{12} \)
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\[ J_{11}^T J_{12} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} \frac{S(1)}{\Gamma} & \frac{W(1)}{\Gamma} \\ \frac{S(1)}{\Gamma} & \frac{W(1)}{\Gamma} \\ \vdots & \vdots \\ \frac{S(Q)}{\Gamma} & \frac{W(Q)}{\Gamma} \\ \frac{\Gamma}{\Gamma} & \frac{\Gamma}{\Gamma} \end{bmatrix} \]

\[
\begin{align*}
\sum_{k=1}^{Q} & \left[ C \delta_{k,1} + C B(1)TB^F(k)C \left[ S(k) - B(k)F \Gamma \right] \right] \\
\sum_{k=1}^{Q} & \left[ C \delta_{k,1} + C B(1)TB^F(k)C \left[ S(k) - B(k)F \Gamma \right] \right] \\
\sum_{k=1}^{Q} & \left[ C \delta_{k,Q} + C B(Q)TB^H(k)C \left[ S(k) - B(k)F \Gamma \right] \right] \\
\sum_{k=1}^{Q} & \left[ C \delta_{k,Q} + C B(Q)TB^H(k)C \left[ S(k) - B(k)F \Gamma \right] \right] \\
\sum_{k=1}^{Q} & \left[ \Gamma - B^H(k)CS(k) \right] \\
\sum_{k=1}^{Q} & \left[ \Gamma - B^H(k)CS(k) \right] \\
\sum_{k=1}^{Q} & \left[ V - B^H(k)CW(k) \right] \\
\sum_{k=1}^{Q} & \left[ V - B^H(k)CW(k) \right] \\
\end{align*}
\]

(D.15)

Second we evaluate
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\[ J_{21}(J_{11}^{-1} J_{12}) = \]

\[
\begin{bmatrix}
\text{Re} \sum_{k=1}^{\Omega} \left[ \Gamma^H T \left[ \Gamma - B^H(k)C S(k) \right] + \sum_{l=1}^{\Omega} S^H(l) \left[ C \delta_{l,k} + C B(l)TB^H(k)C \right] S(k) - B(k)F \Gamma \right]

- \sum_{k=1}^{\Omega} \left[ V^H T \left[ \Gamma - B^H(k)C S(k) \right] + \sum_{l=1}^{\Omega} W^H(l) \left[ C \delta_{l,k} + C B(l)TB^H(k)C \right] S(k) - B(k)F \Gamma \right]
\end{bmatrix}
\]

\[
- \sum_{k=1}^{\Omega} \left[ V^H T \left[ V - B^H(k)C W(k) \right] + \sum_{l=1}^{\Omega} S^H(l) \left[ C \delta_{l,k} + C B(l)TB^H(k)C \right] W(k) - B(k)F^H V \right]
\]

\[
- \sum_{k=1}^{\Omega} \left[ V^H T \left[ V - B^H(k)C W(k) \right] + \sum_{l=1}^{\Omega} W^H(l) \left[ C \delta_{l,k} + C B(l)TB^H(k)C \right] W(k) - B(k)F^H V \right]
\]

(D.16)

We note that (D.16) is a \((2 \times 2)\) block matrix. Finally, by using (D.14), (D.15) and (D.16) we can get (3-47) as follows:

\[
CRLB^{-1} \left( \begin{bmatrix} \alpha^T & \omega^T \end{bmatrix} \right) = \begin{bmatrix} \Delta & X \n
X^H & \Omega \end{bmatrix}^{-1} \begin{bmatrix} \Lambda & \Pi \\
\Xi & \Theta \end{bmatrix}
\]

(D.17)

The \(\Lambda, \Xi, \Pi, \Theta\) have been defined in (D.15) and (D.16), and therefore we proved equations (3-48), (3-49), (3-50) and (3-51).
Appendix E

Proof of (4-9) and (4-15)

1) Proof of equation (4-9)

From (3-51) for this special case we get

\[ \Theta = \text{Re} \left\{ V^H \left( F - B^H C^{-1} B \right)^{-1} \left( V - B^H C^{-1} W \right) \right. \]

\[ + W^H \left[ C^{-1} + C^{-1} B (F - B^H C^{-1} B)^{-1} B^H C^{-1} \right] \left( W - BF^{-1} V \right) \left\} \right. \]

(E.1)

Substitution of equations (3-33), (3-30), (3-28), (3-26), and (3-32) into (E.1) yields

\[ \Theta = \frac{2}{\sigma_e^2} \text{Re} \left\{ \left( A_{\text{diag},a}^H R^H \bar{E}(\gamma) + A_{\text{diag},o}^H R^H \bar{E}(\gamma) \right) \times \right. \]

\[ \left[ E(Y^H) R A_{\text{diag},a} + E(Y^H) R_{aa} A_{\text{diag}} - E(Y^H) R \left( R^H R \right)^{-1} \left( R^H R A_{\text{diag},a} + R^H R_{aa} A_{\text{diag}} \right) \right] \]
\[ + \left( A_{\text{diag},a}^H R^H R + A_{\text{diag},a}^H R_{\alpha}^H R \right) \left( (R^H R)^{-1} + (P^H R)^{-1} R^H E(Y) T E(Y^H) R (R^H R)^{-1} \right) \]

\[ \times \left[ (R^H R A_{\text{diag},a} + R^H R_{\alpha} A_{\text{diag}}) - R^H E(Y) \left( E(Y^H Y) \right)^{-1} \left( E(Y^H) R A_{\text{diag},a} + E(Y^H) R_{\alpha} A_{\text{diag}} \right) \right] \}

(E.2)

where

\[ T = \left[ E(Y^H Y) - E(Y^H) R (R^H R)^{-1} R^H E(Y) \right]^{-1} \quad \text{(E.3)} \]

Substitution of (4-7) into (E.2) yields

\[ \Theta = \frac{2}{\sigma_0} \left\{ -j \tilde{\alpha}^* R^H \tilde{\gamma} + \tilde{\alpha}^* R_{\alpha}^H \tilde{\gamma} \right\} T \times \]

\[ \times E(Y^H) R \tilde{\alpha} + E(Y^H) R_{\alpha} \tilde{\alpha} - E(Y^H) R \frac{1}{N - p} \left( (N - p) j \tilde{\alpha} + j \frac{(N + p - 1)(N - p)}{2} \tilde{\alpha} \right) \]

\[ + \left[ -j \tilde{\alpha}^*(N - p) + \tilde{\alpha}^* \left(-j \frac{(N + p - 1)(N - p)}{2} \right) \right] \left[ \frac{1}{N - p} + \frac{1}{N - p} R^H E(Y) T E(Y^H) R \frac{1}{N - p} \right] \]
\[
\times \left[ (N-p)j\bar{\alpha} + j\frac{(N+p-1)(N-p)}{2} \bar{\alpha} - R^H E(Y)(E(Y^H Y))^{-1} (E(Y^H)R\bar{\alpha} + E(Y^H)R_\omega \bar{\alpha}) \right] \]

\[
= \frac{2}{\sigma^2_\epsilon} \text{Re} \left\{ \bar{\alpha}^* \bar{\alpha} \left[ -jR^H E(Y) + R^H_\omega E(Y) \right] I \left[ E(Y^H)R_\omega - j\frac{N+p}{2} E(Y^H)R \right] \right\}
\]

\[
+ \bar{\alpha}^* \bar{\alpha} \left[ -j\frac{(N-p)(N+p+1)}{2} \bar{\alpha}^* \left( 1 + \frac{1}{N-p} R^H E(Y)TE(Y^H)R \right) \right]
\]

\[
\times \left[ j\frac{(N-p)(N+p+1)}{2} - jR^H E(Y)(E(Y^H Y))^{-1} E(Y^H)R - R^H E(Y)(E(Y^H Y))^{-1} E(Y^H)R_\omega \right] \}
\]

\[(E.4)\]

Rearranging \((E.4)\) yields

\[
\Theta = \frac{2|\bar{\alpha}|^2}{\sigma^2_\epsilon} \text{Re} \left\{ \left( \frac{(N-p)(N+p+1)^2}{4} + \frac{(N+p+1)^2}{2} - 2(N+p-1) \right) R^H E(Y)TE(Y^H)R \right\}
\]

\[
+ R^H_\omega E(Y)TE(Y^H)R_\omega - \frac{(N+p+1)}{2} R^H E(Y)(E(Y^H Y))^{-1} E(Y^H)R
\]

\[
- \frac{(N+p+1)}{2(N-p)} R^H E(Y)TE(Y^H)RR^H E(Y)(E(Y^H Y))^{-1} E(Y^H)R
\]
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\[
+ \left\{ \frac{(N + P + 1)}{2} R^H E(Y \bar{E}(Y^H Y)^{-1} E(Y^H)) \right. \\
+ \frac{(N + P + 1)}{2(N - P)} R^H E(Y) \bar{E}(Y^H) RR^H E(Y) \left( E(Y^H Y)^{-1} E(Y^H) \right) \left( E(Y^H Y)^{-1} E(Y^H) \right)^{-1} E(Y^H) \left( E(Y^H Y)^{-1} E(Y^H) \right) \right. \\
- \frac{(N + P - 1)}{2} R_o^H E(Y) \bar{E}(Y^H) \left( E(Y) \bar{E}(Y^H) \right) R_o - R^H E(Y) \bar{E}(Y^H) \right\} \tag{E.5}
\]

Equation (E.5) is (4-9). Therefore, equation (4-9) is proved.
2) Proof of equation (4-15)

Substitution of (4-14) into (4-11) yields

\[
CRLB(\alpha) = \frac{\sigma_e^2}{|\tilde{g}|^2} \frac{6}{N(N-1)(N-2)} \Re \left\{ 1 - \frac{3}{N(N-1)(N-2)} \right\} \\
\times \left[ \left( (N+1)^2 + 3 \right) \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha T \sum_{k=1}^{N-1} E(y_k^*) e^{jk\alpha}} + 4 \left( -j \sum_{i=1}^{N-1} iE(y_i) e^{-j\alpha T} \right) \sum_{k=1}^{N-1} kE(y_k^*) e^{jk\alpha} \right] \\
-2(N+2) \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha T} \sum_{i=1}^{N-1} E(y_i^*) e^{j\alpha T} - \frac{2(N+2)}{N-1} \left( \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha T} \right)^2 \left( \sum_{k=1}^{N-1} E(y_k^*) e^{jk\alpha} \right)^2 \right]^{(T1)} \\
+ j \left( 2(N+2) \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha T} \sum_{i=1}^{N-1} iE(y_i^*) e^{j\alpha T} - 2N \left( -j \sum_{i=1}^{N-1} iE(y_i) e^{-j\alpha T} \right) \sum_{k=1}^{N-1} E(y_k^*) e^{jk\alpha} \right] \\
+ \frac{2(N+2)}{N-1} \left( \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha T} \right)^2 \left( \sum_{k=1}^{N-1} E(y_k^*) e^{jk\alpha} \right) \left( \sum_{i=1}^{N-1} iE(y_i^*) e^{j\alpha T} \right)^2 \left( \sum_{k=1}^{N-1} kE(y_k^*) e^{jk\alpha} \right) \right]^{-1} 
\]  

(E.6a)

where
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\[ T_1 = \left( E \left( \sum_{k=1}^{N-1} |y_k|^2 \right) \right)^{-1} \quad (E.6b) \]

From (E.6a) we get

\[
CRLB(\alpha) = \frac{\sigma_e^2}{|\tilde{a}|^2} \frac{6}{N(N-1)(N-2)} \text{Re} \left\{ 1 - \frac{3T}{N(N-1)(N-2)} \right\} \times \left[ (N+2)^2 - 2N \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha} \sum_{k=1}^{N-1} E(y_k^*) e^{j\kappa_0} + 4 \sum_{i=1}^{N-1} iE(y_i) e^{-j\alpha} \sum_{k=1}^{N-1} kE(y_k^*) e^{j\kappa_0} \right. \\
-2(N+2)T^{-1} \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha} (T) \sum_{i=1}^{N-1} E(y_i^*) e^{j\kappa_0} - \frac{2(N+2)}{N-1} \left( \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha} \right) \left( \sum_{k=1}^{N-1} E(y_k^*) e^{j\kappa_0} \right)^2 \left( T_1 \right) \\
-2(N+2)T^{-1} \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha} (T) \sum_{i=1}^{N-1} iE(y_i^*) e^{j\kappa_0} - 2N \sum_{i=1}^{N-1} iE(y_i) e^{-j\alpha} \sum_{k=1}^{N-1} E(y_k^*) e^{j\kappa_0} \\
\left. - \frac{2(N+2)}{N-1} \left( \sum_{i=1}^{N-1} y_i e^{-j\alpha} \right)^2 \sum_{k=1}^{N-1} y_k^* e^{j\kappa_0} (T) \sum_{i=1}^{N-1} y_i^* e^{j\kappa_0} + 4 \sum_{i=1}^{N-1} y_i e^{-j\alpha} \sum_{k=1}^{N-1} y_k^* e^{j\kappa_0} \right) \right\}^{-1} 
\] \quad (E.7)
Rearrange (E.7) to yield

\[
CRLB(\omega) = \frac{\sigma^2}{|\alpha|^2} \frac{6}{N(N-1)(N-2)} \Re \left\{ 1 - \frac{3T}{N(N-1)(N-2)} \right\}
\]

\[
\times \left[ 4 \sum_{i=1}^{N-1} E(y_i^*) e^{j\alpha \sum_{k=1}^{N-1} (k+1) E(y_k) e^{-j\alpha}} - 2N \sum_{i=1}^{N-1} E(y_i^*) e^{j\alpha \sum_{k=1}^{N-1} (k+1) E(y_k) e^{-j\alpha}} \right. \\
+ (N + 2)^2 \sum_{i=1}^{N-1} E(y_i^*) e^{-j\alpha} \sum_{k=1}^{N-1} E(y_k^*) e^{j\alpha} \\
\left. \frac{2N+4}{N-1} \sum_{k=1}^{N-1} E(y_k) e^{-j\alpha \sum_{i=1}^{N-1} (l+1) E(y_i) e^{j\alpha}} \left( (N-1)T^{-1} + \sum_{i=1}^{N-1} E(y_i) e^{-j\alpha \sum_{k=1}^{N-1} E(y_k^*) e^{j\alpha}} \right) \right]^{-1}
\]

(E.8)

Equation (E.8) is (4-15). Therefore, equation (4-15) is proved.
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