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ABSTRACT

Cognitive radio (CR) is seen as one of the enabling technologies for realizing a new regulatory spectrum management paradigm, viz. opportunistic spectrum sharing (OSS). In the OSS paradigm, unlicensed users (a.k.a. secondary users) opportunistically operate in fallow licensed spectrum on a non-interference basis to licensed users (a.k.a. incumbent or primary users). Incumbent users have absolute priority in licensed bands, and secondary users must vacate the channel where incumbent user signals are detected. A CR network is composed of secondary users equipped with CRs and it can coexist with incumbent users in licensed bands under the OSS paradigm. The coexistence between incumbent users and secondary users is referred to as incumbent coexistence, and the coexistence between CR networks of the same type is referred to as self-coexistence.

In this dissertation, we address three coexistence-related problems at the medium access control (MAC) layer in CR networks: (1) the rendezvous (control channel) establishment problem, (2) the channel assignment problem in an ad hoc CR network, and (3) the spectrum sharing problem between infrastructure-based CR networks, i.e., the 802.22 wireless regional area networks (WRANs). Existing MAC layer protocols in conventional wireless networks fail to adequately address the key issues concerning incumbent and self coexistence that emerge in CR networks. To solve the rendezvous establishment problem, we present a systematic approach, based on quorum systems, for designing channel hopping protocols that ensure a pair of CRs to “rendezvous” within an upper-bounded time over a common channel that is free of incumbent user signals. In a single radio interface, ad hoc CR network, we propose a distributed channel assignment scheme that assigns
channels at the granularity of “segments” for minimizing the channel switching overhead. By taking into account the coexistence requirements, we propose an inter-network spectrum sharing protocol that enables the sharing of vacant TV white space among coexisting WRANs. Our analytical and simulation results show that these proposed schemes can effectively address the aforementioned MAC layer coexistence problems in CR networks.
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Chapter 1

Introduction

The proliferation of wireless applications operating in unlicensed spectrum bands has resulted in the overcrowding of those bands. In contrast, recent studies have shown that most licensed bands are under-utilized [21]. To address the spectrum shortage problem, the Federal Communications Commission (FCC) is considering the adoption of a new regulatory spectrum management paradigm in which licensed bands are opened up to unlicensed operations [22]. This new regulatory model is often called “opportunistic spectrum sharing (OSS)”. In the OSS paradigm, unlicensed users (a.k.a. secondary users) opportunistically access licensed spectrum on a non-interference basis to licensed users (a.k.a. incumbent or primary users).

The cognitive radio (CR) is seen as the key enabling technology for realizing OSS. A cognitive radio has the capability to sense its environment and adapt its mode of operation to achieve its performance objectives [1,27]. In CR networks, spectrum opportunities (“white spaces”) in licensed bands are identified by the process of spectrum sensing [14].
Once spectrum opportunities are identified, those spectrum resources are mapped into logical channels, where each logical channel is the unit of channel assignment. A CR network composed of secondary users (nodes\(^1\)) equipped with CRs can coexist with incumbent users in licensed bands under the OSS paradigm.

The coexistence of wireless networks can be broadly classified into two categories: _vertical coexistence_ and _horizontal coexistence_.

- **Vertical coexistence** refers to the coexistence of two or more networks that have different priorities to access spectrum. For instance, in CR networks, incumbent users have priority over secondary users when accessing the licensed spectrum bands.

- **Horizontal coexistence** refers to the coexistence of two or more unlicensed networks that have equal priority to access spectrum.

In the OSS paradigm, the coexistence between incumbent users and secondary users is referred to as _incumbent coexistence_. There exists a significant body of work on incumbent coexistence [10, 12, 13, 24, 52, 66], and it has been attracting significant interest from academia and industry. In contrast, horizontal coexistence has garnered less attention thus far. Horizontal coexistence can be further categorized into:

- **Heterogeneous** coexistence that refers to the coexistence of networks that employ different wireless technologies (e.g., the coexistence between WiFi and Bluetooth [29, 72], the coexistence of heterogeneous wireless networks over TV white space [30]);

- **Homogeneous** coexistence (a.k.a. self coexistence) that refers to the coexistence of networks that employ the same wireless technology (e.g., neighboring CR networks

\(^1\)We use “node” and “secondary user” interchangeably.
Figure 1.1: Taxonomy of coexistence in wireless networks. In this dissertation, we focus on problems that are related to incumbent and self coexistence in CR networks.

Existing MAC layer protocols in conventional wireless networks fail to adequately address the key issues concerning incumbent and self coexistence that emerge in CR networks.

1.1 The Rendezvous Problem in CR Networks

Rendezvous or control channel establishment in CR networks requires two communicating nodes to “rendezvous”—i.e., find each other on a rendezvous channel—prior to initiating
data communications. Existing rendezvous-enabling techniques can be classified into two approaches: common control channel-based rendezvous [15, 34, 45, 55, 69] and channel hopping (CH)-based rendezvous (a.k.a. parallel rendezvous) [4,56]. Recall that secondary nodes are required to refrain from transmitting in the channels where primary user signals are detected, and the availability of the channels changes dynamically due to the appearance and disappearance of primary user signals.

- The use of a single common control channel simplifies the rendezvous process but may create a network performance bottleneck and it acts as a single point of failure [4,44].

- Channel hopping-based rendezvous avoids the drawbacks of the common control channel and creates parallel rendezvous—multiple pairs of nodes are able to rendezvous on different channels simultaneously.

To ensure successful rendezvous (of secondary node pairs that need to establish a control channel) with a high probability, the CH-based rendezvous process needs to support rendezvous in multiple channels so that the risk of rendezvous failure due to the appearance of primary user signals is minimized. Ideally, the rendezvous channels should be spread out over all available channels to maximize the chance of rendezvous success. We coin the term rendezvous problem in the context of time-synchronous or time-asynchronous CR networks to denote the following problem: How can two channel hopping secondary nodes, with or without clock synchronization, achieve pairwise rendezvous with a guaranteed latency upperbound in the presence of primary user transmissions?
Most existing CH protocols (e.g., [4, 56]) assumes the clock synchronization, which implies that the communicating nodes are able to align the boundaries of their CH sequences. Meanwhile, it is worth noting that there are CH schemes that enable rendezvous without requiring clock synchronization—e.g., the sequence-based rendezvous protocol [19]. However, this protocol only supports a very limited number of pairwise rendezvous channels when two nodes’ clocks are asynchronous, which increases the chances of rendezvous failure and, in turn, link establishment failure. A CH protocol needs to satisfy two critical requirements: (1) establish pairwise rendezvous between two CH sequences of the sender and the receiver on multiple channels or every available channel in the ideal case; and (2) ensure that the two nodes’ CH sequences achieve rendezvous with an upper bounded time-to-rendezvous (TTR), even if their clocks are asynchronous. The first requirement ensures that the rendezvous failures due to the presence of primary user signals are reduced or minimized. The second requirement makes it possible to upper bound the medium access latency of secondary user nodes since the time required for rendezvous is often unpredictable when establishing links in distributed networks.

Most, if not all, of the existing work on CH schemes [4, 19, 54, 56, 62] only provide ad-hoc approaches for generating CH sequences and evaluating their properties. In a time-synchronous CR network, we present a systematic approach in this dissertation, based on quorum systems, for designing and analyzing CH protocols for the purpose of control channel establishment. The proposed approach, called Quorum-based Channel Hopping (QCH) system, utilizes the intersection property of quorum systems to generate CH sequences that enable rendezvous on multiple channels between any two CH sequences. Under the assumption of global clock synchronization, we describe two QCH systems. The
The first system minimizes the upperbound of the TTR value between any two CH sequences. The second system evenly distributes the rendezvous points over different timeslots during a CH period, thereby alleviating the rendezvous convergence problem. To address the rendezvous problem in time-asynchronous CR networks, we propose three asynchronous channel hopping (ACH) systems that do not require global clock synchronization. The first ACH system is constructed using the cyclic quorum system, the second ACH system is constructed using the array-based quorum system, and the third ACH system is built by leveraging bit-sequence design techniques. Note that, CH sequences in an ACH system are generated by exploiting the rotation closure property of quorum systems, which enables the TTR between any two nodes’ CH sequences to be upper bounded without requiring clock synchronization.

1.2 The Channel Assignment Problem in Ad Hoc CR Networks

In the past few years, several channel assignment strategies have been proposed for conventional multichannel wireless networks. In link-based channel assignment, channel assignment is performed at the granularity of a link between two given nodes. All packets on this link are transmitted on the same channel as long as the channel assignment does not change. The flow-based approach assigns channels at the granularity of a flow, i.e., packets of a flow are scheduled on the same channel. In [64], Vedantham et al. proposed component-based channel assignment. (See [64] for a precise definition of a component.) In this approach, nodes belonging to a set of intersecting flows (defined as a “component”)
are assigned to the same channel. Vedantham et al. showed that the component-based approach’s theoretical performance does not lag significantly behind finer granularity channel assignment (i.e., link- and flow-based) approaches when channel switching delay is ignored. It is not possible to apply component-based/flow-based channel assignment to CR networks because not all of the secondary nodes within a given component/flow have access to the same set of channels due to the temporal and spatial spectrum variability caused by primary user’s spectrum utilization. Hence, it is no surprise that existing channel assignment schemes for CR networks use the link-based approach [9, 11, 69, 70]. Unfortunately, if channel switching delay is significant, it is also showed in [64] that the component-based channel assignment strategy has practical advantages over existing strategies, such as the avoidance of channel switching delay and overhead. The link-based approach suffers from these practical limitations because a single radio node serving two links assigned with different channels has to switch between channels when forwarding data packets, and thus degrading the overall network performance.

In this dissertation, we consider the channel assignment problem in a single radio interface, ad hoc CR network, where each secondary user is equipped with a half-duplex cognitive radio. We propose a channel assignment strategy that uses the “segment” as the granularity of channel assignments. Nodes within intersecting flows (i.e., a component) can be grouped into one or more sets according to the set of channels available to each node—i.e., all nodes in the same segment have access to the same set of common channels. The channel assignment problem has an added dimension of complexity in the context of CR networks that does not exist in the context of conventional wireless networks. This complexity is the need to switch channels due to the temporal and spatial
spectrum variability caused by incumbent users’ spectrum utilization. The proposed segment based channel assignment strategy deals with the spectrum variability problem by incorporating an adaptive segment maintenance mechanism that includes mechanisms for segment merging and segment splitting. During the lifetime of a flow, a given segment may need to split into smaller segments or merge as part of a larger segment due to the appearance/disappearance of primary user signals in the current operating band. The splitting/merging of segments leads to channel switching. Channel switching is one of the major factors leading to performance degradation in link based schemes. Practical limitations caused by channel switching include switching delay, scheduling overhead, and synchronization requirements. Although channel switching cannot be avoided completely in the context of CR networks, the proposed channel assignment scheme minimizes the need for it by using the segment as the granularity of channel assignment.

1.3 The Spectrum Sharing Problem in Infrastructure-based CR Networks

IEEE 802.22 specifies the air interface for a Wireless Regional Area Network (WRAN) that operates in fallow TV broadcast bands [31]. An 802.22 cell is a single-hop, point-to-multipoint wireless network composed of a Base Station (BS) and several Consumer Premise Equipments (CPEs). Incumbent services refer to TV broadcasting services or services for Part 74 devices\(^2\) (wireless microphones) operating in TV bands, and secondary users refer to IEEE 802.22 entities (BS and CPEs). There are two main objectives in

\(^2\)Part 74 devices are low-power wireless devices, such as wireless microphones, which are licensed to operate in the TV broadcast bands.
self-coexistence between 802.22 WRANs: minimizing the self interference between co-channel overlapping cells and satisfying the QoS requirements of the cells’ admitted service workloads in an OSS environment.

802.22 prescribes two types of inter-BS dynamic resource sharing mechanisms so that cells can satisfy the QoS of their admitted workloads. A BS in need of spectrum (renter BS) is allowed to selectively rent candidate channels of neighboring cells (surplus channels that can be given up) via the Resource Renting mechanism. Note that a candidate channel of one cell may be an active channel (a channel in use) of another cell. Thus, Resource Renting is a non-exclusive spectrum sharing scheme that enables neighboring BSs to share one or more channels. 802.22 also defines an exclusive spectrum sharing scheme called inter-BS On-Demand Spectrum Contention (ODSC). In ODSC, a BS in need of spectrum (contention source) selectively contends for candidate channels of neighboring BSs (contention destinations). If the contention source wins the contention, it occupies the contended channels exclusively, while the contention destinations vacate those channels via channel switching.

Unfortunately, 802.22’s inter-BS resource sharing mechanisms do not consider incumbent coexistence issues when a renter BS selects channels to rent. If the appearance of incumbent signals in the rented channels is frequent, it is likely to have two negative impacts: the QoS degradation due to frequent channel switches in the renter cell when incumbent signals are detected by the renter and interference experienced by incumbent users. Another shortcoming of the resource sharing mechanisms is their failure to adequately address self-coexistence issues. The non-exclusive spectrum sharing scheme does little to prevent self-interference among co-channel overlapping cells, which can render
802.22 networks to be useless [18]. Although the exclusive spectrum sharing scheme can avoid self-interference altogether, it incurs heavy control overhead due to its channel contention procedure. Thus, an appropriate tradeoff has to be made between self-interference and control overhead. An ideal spectrum sharing mechanism needs to have the ability to dynamically “switch” between non-exclusive and exclusive spectrum sharing when the situation requires it.

In this dissertation, we propose an inter-BS Coexistence-Aware Spectrum Sharing (CASS) protocol. CASS has the following noteworthy features: (1) it supports both non-exclusive and exclusive spectrum sharing and can dynamically switch between the two to minimize self-interference while keeping control overhead (induced by channel contentions) under control; (2) it uses a new channel selection algorithm that utilizes spectrum sensing results in order to minimize the likelihood of interference to incumbent transmissions; and (3) it uses an inter-BS channel contention procedure that enables a BS in need of more channels to borrow channels from its neighboring cells more readily (compared to 802.22’s ODSC).

Our analytical and simulation results show that these proposed schemes can effectively address the aforementioned MAC layer coexistence problems in CR networks.

1.4 Organization of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2, we introduce background knowledge and related work. The synchronous channel hopping based rendezvous protocol is presented in Chapter 3, followed by the asynchronous channel hopping based rendezvous protocol in Chapter 4. In Chapter 5, we provide the segment-based channel
assignment algorithm for single radio interface, CR networks. In Chapter 6, the CASS protocol is elaborated for improving the coexistence of 802.22 WRANs. Finally, we conclude this research and outline the future work in Chapter 7.
Chapter 2

Preliminaries

In this chapter, we provide background knowledge on the rendezvous problem, the channel assignment problem and the spectrum sharing problem that will facilitate the understanding of the various nomenclature and concepts that will be used throughout the dissertation.

2.1 Rendezvous-enabling Techniques

2.1.1 Common Control Channel Based Rendezvous

In a typical multi-channel MAC protocol, nodes contend for channels by exchanging MAC layer control packets in the common control channel (CCC) [55, 67]. If there is no access point or base station, channel negotiation is carried out in a distributed manner, between each pair of sender and the intended receiver. We describe CCC-based rendezvous techniques using the example shown in Figure 2.1. Since there is no existing standard that defines such a MAC layer, the discussions given here are based on the common features
shared by most of the MAC protocols using a global or local common control channel [15, 34, 45, 55, 69]. During channel negotiation phase, the following types of MAC frames are utilized: Free Channel List (FCL), SELection (SEL), and REServation (RES). Figure 2.1 shows a simple example of a channel negotiation process between a sender and a receiver. Here, the “sender” is the host that transmits the MAC data frames, and the “receiver” is the host that receives the MAC data frames. The sender first identifies fallow spectrum bands and maps them into logical channels. Then it obtains a free channel list (FCL frame) and sends this to the receiver after waiting a random back-off time. Upon receiving the FCL, the receiver identifies available data channels common to both sides, and then selects one data channel according to a data channel selection policy. The channel selection is indicated in a SEL frame and sent back to the sender. After receiving the SEL frame, the sender notifies its neighbors of the channel selection via a channel reservation message (RES frame). Neighbor nodes refrain from transmitting by maintaining a network allocation vector (NAV) specified in the FCL and SEL frames overheard during the channel negotiation process. Using the above process, a sender and a receiver select a data channel for communicating.

A common control channel will cause two problems in multi-channel wireless networks. First, relying on a common control channel may create a bottleneck (a la control channel saturation problem) for the network performance [4] [55]. The second problem that may arise from the use of a common control channel is the single point of failure problem when the control channel is targeted by jamming attacks. In [40], channel hopping is used for recovering the control channel for a cluster of ad hoc nodes whenever the common control channel is jammed. The hopping sequence of the control channel
is pseudo random, but it is pre-determined. The hopping sequence is distributed by the cluster head to all nodes in the same cluster. In [17], a dynamic common control channel scheme is proposed, in which the common control channel can switch to other channels if the current spectrum band is occupied by the incumbent users. However, control channel hopping techniques cannot solve the control channel saturation problem.

### 2.1.2 Channel Hopping Based Rendezvous

In the design of multi-channel MAC protocols, the use of channel hopping (or parallel rendezvous) techniques have been proposed to enable rendezvous between a pair of communicating nodes, and the CH sequences are carefully generated to guarantee that different
CH sequences must have overlap.

**Blind rendezvous (BR) channel hopping [54].** In this scheme, each node hops from one channel to another randomly. At a particular instant, a node occupies one of these channels with probability $1/N$, where $N$ is the total number of channels. When two nodes occupy the same channel at the same time, rendezvous occurs. The BR scheme does not guarantee a bounded TTR between any two sequences.

**Slotted Seeded Channel Hopping (SSCH) [4].** Each node is allowed to have one or multiple (channel, seed)-pairs to determine its CH sequences. SSCH allows $(N-1)$ seeds, where $N$ is the total number of channels. Each sequence period includes a parity slot at which time instant all nodes with the same seed are guaranteed to rendezvous on a channel indicated by the seed value. When each node selects one (channel, seed)-pair, the resulting sequence period is $(N+1)$ timeslots, and each pair of sequences rendezvous exactly once within a period. By design, SSCH is a synchronous CH system (the boundaries of nodes’ CH sequences should be aligned), although results in [4] show that it can tolerate moderate clock skew. The amount of clock skew used in [4] to evaluate SSCH is very small relative to one slot duration.

**Sequence-based rendezvous (SeqR or SR) [19].** Every node using SR follows the same pre-determined sequence. The common sequence, $u^*$, is built by first selecting a permutation of elements in $\mathbb{Z}_N$, where $N$ is the total number of channels and $i \in [0, N-1]$ is a channel index. Then, the elements of the permutation is interspersed with $N$ identical permutations. For example, when $N = 3$, one can select a permutation such as $\{0, 2, 1\}$, and the resulting CH sequence $u^*$ would be an ordered sequence of channel indexes, such
as

\{0, 0, 2, 1, 2, 0, 2, 1, 1, 0, 2, 1\}.

The elements in the permutation \{0, 2, 1\} is interspersed with the three replications of the same permutation. The sequence period is \(N(N + 1)\) timeslots.

### 2.1.3 Quorum Systems

In this dissertation, the quorum system will be used for designing CH sequences in a systematic way.

**Definition 1.** Given a finite universal set \(U = \{0, \ldots, n - 1\}\) of \(n\) elements, a quorum system \(S\) under \(U\) is a collection of non-empty subsets of \(U\), which satisfies the intersection property:

\[p \cap q \neq \emptyset, \forall p, q \in S.\]

*Each \(p \in S\) (which is a subset of \(U\)) is called a quorum.*

The quorum systems have been used for designing the wake-up schedule in wireless sensor or ad hoc networks for power saving [36, 61, 71]. The intersection property of quorum systems is exploited to create the overlap between wake-up schedules of two sensor nodes so that they could discover each other without keeping awake all the time. As a result, the power consumption is reduced. In this dissertation, we use the intersection property of quorum systems to create overlap between CH sequences when their boundaries are synchronized. When the clock synchronization is unavailable, a second property of quorum systems—rotation closure property—will be used to maintain the overlap between asynchronous CH sequences.
2.1.3.1 Cyclic quorum systems

Here, we provide some definitions related to cyclic quorum systems since those systems are utilized to design channel hopping schemes in Chapters 3 and 4. The cyclic quorum system, first introduced in [42], can be constructed using cyclic difference sets in combinatorial theory [57].

**Definition 2.** A set $D = \{a_1, a_2, ..., a_\kappa\} \subset \mathbb{Z}_n$ is called a relaxed cyclic $(n, \kappa)$-difference set if for every $d \neq 0 \pmod{n}$ there exists at least one ordered pair $(a_i, a_j)$, where $a_i, a_j \in D$, such that $a_i - a_j \equiv d \pmod{n}$. Here, $\mathbb{Z}_n$ denotes the set of nonnegative integers less than $n$.

**Definition 3.** A group of sets

$$B_i = \{a_1 + i, a_2 + i, ..., a_\kappa + i\} \mod n, i \in \{0, 1, ..., n - 1\}$$

is a cyclic quorum system if and only if $D = \{a_1, a_2, ..., a_\kappa\}$ is a relaxed cyclic $(n, \kappa)$-difference set.

For example, $D = \{0, 1, 3\}$ is a relaxed cyclic $(7, 3)$-difference set under $\mathbb{Z}_7$ since each $d \in \{1, ..., 6\}$ is congruent to the difference of two elements in $D$. Given $D$, $S = \{B_0, B_1, ..., B_6\}$ is a cyclic quorum system under $\mathbb{Z}_7$, where

$$B_i = \{0 + i, 1 + i, 3 + i\} \mod 7, i \in \{0, 1, ..., 6\}.$$

It was proven in [36] that any quorum $q$ in a cyclic quorum system under $U = \{0, ..., n-1\}$ must have a cardinality $|q| \geq \sqrt{n}$. 

17
Given any $n$, a difference set as small as $\kappa \approx \sqrt{n}$ can be found when $\kappa^2 - \kappa + 1 = n$ and $\kappa - 1$ is a prime power. Such a difference set is called the Singer difference set [16], which is the minimal difference set whose size $\kappa$ approximates the lower bound $\sqrt{n}$. Hence, cyclic quorum systems defined by the Singer difference sets are minimal cyclic quorum systems in the sense that their quorum sizes are close to the theoretical lower bound. For example, the set $\{1, 2, 4\}$ under $\mathbb{Z}_7$ is a Singer difference set when $\kappa = 3$.

Any set $D$ that contains $\lceil \frac{n+1}{2} \rceil$ elements of $\mathbb{Z}_n$ is a relaxed cyclic $(n, \lceil \frac{n+1}{2} \rceil)$-difference set and a cyclic quorum system $S = \{B_0, B_1, ..., B_{n-1}\}$ can be constructed based on $D$ according to Definition 3. Since $D$ contains more than half of the elements in $\mathbb{Z}_n$, we refer to such a cyclic quorum system, $S$, as a majority cyclic quorum system. For example,

$$S = \{\{0, 1, 2\}, \{1, 2, 3\}, \{2, 3, 0\}, \{3, 0, 1\}\}$$

is a majority cyclic quorum system under $\mathbb{Z}_4$.

2.2 Channel Assignment Strategies

A taxonomy of channel assignment strategies is shown in Figure 2.2. Not that, to avoid the interference to incumbent users in CR networks, we derive the segment-based channel assignment strategy from the component-based approach.

2.2.1 Link-based Channel Assignment

All packets on a wireless link between two nodes are transmitted on the same channel until the channel assignment decision expires. Each link in a flow can choose any one of the
free channels. Several approaches such as common control channel based channel negotiation [55, 67], D1EC [3], SSCH [4] and MMAC [55] fall under the category of link level assignment. Note that existing channel assignment strategies for CR networks take the link-based approach, such as [9, 11, 69, 70]. The major pitfall of a link-based approach is the significant channel switching delay incurred when a node serves two links on different channels. Therefore, they suffer from the practical limitations of the link-based strategy. Those limitations include switching delay, synchronization requirements, and scheduling overhead. Note that channel switching is required in the link-based approach when an intersection node serves two links in different channels.

### 2.2.2 Flow/component-based Channel Assignment

In flow-based channel assignment, all packets belonging to a flow are transmitted on the same channel. Different flows may operate on different channels. A graph is connected if there is a path connecting every pair of vertices. A graph that is not connected can be divided into connected components (disjoint connected subgraphs). A component in the context of channel assignment is similarly defined as a connected subgraph in the network flow graph, which is composed of nodes belonging to intersecting flows. In component-based channel assignment, all nodes within a component are assigned the same channel. If there are no intersecting flows, the component-based assignment is equivalent to the flow-based assignment.
Channel Assignment (CA) Strategies

- **Flow/Component-based**
  - A component is divided into segments; assign same channel to a segment
  - Assign same channel to a flow/component

- **Link-based**
  - Use of graph coloring techniques
  - Use of channel hopping techniques

- **Heuristic-based solution to the edge/vertex coloring problem**
  - Design of CH sequences to distribute data traffic

- **Use of a common control channel**
  - Channel negotiation in the common control channel

- **Use of a common control channel**
  - Channel negotiation in the common control channel

- **To avoid interference to incumbent users**
  - To avoid channel switching overhead

- **To avoid interference to incumbent users**
  - To avoid channel switching overhead

- **To avoid interference to incumbent users**
  - To avoid channel switching overhead

- **Figure 2.2: A taxonomy of channel assignment strategies.**
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2.3 Self Coexistence Mechanisms in IEEE 802.22

2.3.1 PHY-layer Support and MAC-layer Control Messages in IEEE 802.22

802.22 employs a Distributed Spectrum Sensing (DSS) framework to identify fallow licensed bands that are free of incumbent signals. In a cell, every CPE is required to report its local spectrum sensing results to its BS via intra-cell measurement (control) messages. The BS has multiple radio interfaces for monitoring a number of channels simultaneously, and it determines the existence of incumbent signals on those channels using the local spectrum sensing reports from CPEs.

802.22 also defines inter-cell control messages as beacons to support the inter-BS communication. In every 802.22 time frame, there is a self-coexistence window for a BS to exchange beacons with neighboring BSs on multiple channels. If a beacon from a neighboring BS is received on a channel, that neighboring BS is deemed as a co-channel BS by the receiver BS. When direct inter-BS communication is infeasible, a BS instructs its associated CPEs (a.k.a. bridge CPEs) to listen for beacons from overlapping cells and report the information back. This feature enables a BS to obtain accurate information about other cells.

2.3.2 Non-Exclusive Spectrum Sharing: Resource Renting

In an inter-BS dynamic resource sharing process, 802.22 defines offerers to be the BSs that have available resources and the renter to be the BS in need of spectrum. A renter BS
initiates a Resource Renting process by broadcasting a resource request using inter-cell beacons. Upon reception of the resource request, neighboring BSs respond by broadcasting beacons that indicate their active channel sets and candidate channel sets. The union of candidate channel sets from neighboring BSs forms the renter BS’s grand candidate channel set from which it selects channels to rent. The renter BS sends beacons to the offerers indicating the selected channel number and the duration of renting time. The Resource Renting process is concluded when the offerers transmit an acknowledgement back to the renter. 802.22 prescribes the following rule that the renter needs to comply with when selecting a channel:

**Rule 1.** The renter should select a channel that interferes with the minimum number of channels being used by its neighbors.

After selecting a channel, the renter BS has to determine whether non-exclusive sharing of the selected channel is feasible using the following rule:

**Rule 2.** Non-exclusive spectrum sharing is feasible as long as the maximum achievable signal-to-interference ratio (SIR) on the selected channel is higher than the required SIR threshold of the network’s supported services.

If non-exclusive sharing is feasible, the BS schedules data transmissions on the selected channel with appropriate transmission power control settings.

### 2.3.2.1 Self-interference caused by resource renting

The above Resource Renting mechanism may cause severe self-interference among overlapping cells. We use $r(x)$ to denote the minimum number of channels required by a BS $x$
to satisfy the QoS of its workload. Let \( G(x) \) denote the grand candidate channel set for the renter BS \( x \). In Figure 2.3, we illustrate a scenario with three overlapping cells \( a, b, \) and \( c \). In this example, we have four channels in total, and \( r(a) = r(b) = r(c) = 2 \). BS \( a \)'s active channel set is \( \{1, 2\} \) and its candidate channel set is \( \{3\} \). BS \( c \)'s active channel set is \( \{1, 3\} \) and its candidate channel set is \( \{2\} \). Since BS \( b \) only has one active channel \( 4 \), it needs more channels to satisfy the QoS of its workload. Its neighboring BSs, \( a \) and \( c \), have candidate channels to share with BS \( b \). According to Rule 1, BS \( b \) can select channel 2 in \( G(b) \) to rent from BS \( c \). Unfortunately, BS \( b \)'s renting of channel 2 will cause interference to BS \( a \)'s communications since BS \( a \) also uses channel 2. In this case, self-interference between BS \( a \) and BS \( b \) may severely degrade the network performance of both cells.

![Figure 2.3: Inter-cell Resource Renting in 802.22.](image)

2.3.3 Exclusive Spectrum Sharing: ODSC

To completely avoid self-interference, 802.22 also prescribes exclusive spectrum sharing of the selected channel (target channel) via ODSC [26]. The renter BS becomes the
contention source when initiating the ODSC. The contention source randomly selects a channel contention number (CCN) that is uniformly distributed in the range \([0, W - 1]\), where \(W\) is a constant representing the contention window size. The contention source includes its CCN and the target channel number in a spectrum contention request that it broadcasts to contention destination BSs. After receiving a spectrum contention request, a contention destination selects a CCN in the same manner as the contention source. Then the contention destination determines the outcome of the pair-wise contention using this contention resolution rule: the BS with a greater CCN value wins the pair-wise contention. This rule implies that the contention source’s probability of winning a pair-wise contention is \(1/2\). If the contention source wins the contended channel, all contention destinations perform channel switching to vacate the channel.

This contention rule implies the “absolute” fairness—i.e., that every BS has an equal probability of winning the target channel. In Chapter 6, we will present a contention protocol that ensures the weighted fairness such that a BS with higher QoS requirement or traffic load will have a greater probability of winning the target channel.
Chapter 3

Synchronous Channel Hopping Based Rendezvous

This chapter is organized as follows. In Sections 3.1 and 3.2, we describe the system model and the QCH system, respectively. We present two optimal synchronous QCH systems in Section 3.4. In Section 3.5, we compare our proposed QCH systems and existing CH schemes using simulation results. We conclude this chapter in Section 3.6.

3.1 System Model

We assume an OSS environment, where secondary users equipped with CRs dynamically access spectrum. Suppose multiple pairs of (secondary) senders and receivers are operating over $N$ orthogonal frequency channels that are licensed to the primary user. Channels are labeled as 0, 1, ..., $N - 1$. Each node (a node may be a sender or a receiver) is equipped with a single half-duplex transceiver. Hence, a node can only listen to or transmit over
one channel at a time. A packet sent over a channel can be heard by any node within the communication range of the transmitting node.

**Time-slotted system.** We consider a time-slotted communication system, where a global system clock exists. The local clock of each node may be synchronized to the global clock or may differ with the global clock by a certain amount of clock drift. A network node is assumed to be capable of hopping between different channels according to a channel hopping sequence and its local clock. A packet can be exchanged if the sender and the receiver hop onto the same channel at the same timeslot. We assume that one timeslot is long enough to exchange multiple packets.

**Channel hopping (CH) sequence.** A CH sequence (or a sequence) determines the order with which a node visits all available channels. We represent a CH sequence \( u \) of period \( T \) as a polynomial of order \( (T - 1) \) called the CH Sequence Function (CSF):

\[
    u = f_u(x) = u_0 + u_1x + u_2x^2 + \ldots + u_ix^i + \ldots + u_{T-1}x^{T-1},
\]

where \( u_i \in [0, N - 1] \) represents the channel index of sequence \( u \) in the \( i^{th} \) timeslot of a CH period.

Given two sequences of period \( T \), \( u \) and \( v \), and their CSFs, \( f_u(x) \) and \( f_v(x) \), if \( \exists i \in [0, T - 1] \) s.t. \( u_i = v_i = h \), where \( h \in [0, N - 1] \), we say that \( u \) and \( v \) **rendezvous** in the \( i^{th} \) timeslot on channel \( h \). The \( i^{th} \) timeslot is called the **rendezvous slot** and channel \( h \) is called the **rendezvous channel** between \( u \) and \( v \). Let \( I_h(u, v) \) denote a function that indicates whether channel \( h \) is a rendezvous channel between two sequences \( u \) and \( v \), i.e.,

\[
I_h(u, v) = \begin{cases} 
1, & \text{if } \exists i \in [0, T - 1], \text{ s.t. } u_i = v_i = h, \\
0, & \text{otherwise.}
\end{cases}
\]
The number of rendezvous channels between two sequences $u$ and $v$, $C(u, v)$, is defined as

$$C(u, v) = \sum_{h=0}^{N-1} I_h(u, v).$$

**Channel hopping systems.** In the OSS paradigm, the value of $C(u, v)$ directly impacts the robustness of the pairwise control channel established using sequences $u$ and $v$. Recall that secondary users share spectrum opportunistically with incumbent users who have priority access rights. In such a scenario, secondary users are required to vacate the currently occupied channels when incumbent signals are detected in them. This requirement poses a difficult challenge in the design of MAC protocols for CR networks—in particular, in terms of how to establish control channels in such a way that enables the reliable exchange of control information despite the unpredictable appearance of incumbent signals. The robustness of the control channels established using sequences $u$ and $v$ is proportional to the value of $C(u, v)$, since this value determines the number of distinct channels in which the rendezvous occur within a sequence period. If the rendezvous are spread out over a greater number of distinct channels, then the probability of link breakage caused by the inability to exchange control packets (which in turn is due to the appearance of incumbent signals) decreases. Thus, we have the following channel hopping system design problem.

**Problem 1.** Given $T$, the CH system design problem is to devise a set of CH sequences of period $T$, denoted as $H$, which satisfies the following two properties:

1. $\forall u \in H$, $u$ is a polynomial of order $(T - 1)$;

2. $m \geq 1$, where $m = \min_{\forall u, v \in H} \{C(u, v)\}$. 
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The set $H$ is called a CH system of period $T$, and $m$ is the degree of overlapping of the CH system $H$.

It is readily apparent that a CH system $H$ is a quorum system, since it satisfies the intersection property: any two sequences in $H$ have at least one overlap. Each CH sequence in $H$ is a quorum.

**Coexistence with incumbent users.** All secondary nodes coexist with primary users in the following way: a secondary node is able to detect the primary user signals using spectrum sensing techniques [1], and thus avoids transmitting on a channel where primary user signals are detected. The primary user signals may appear in any channel.

### 3.2 The Quorum-based Channel Hopping System

In this section, we introduce an algorithm that uses a quorum system to construct a CH system for any value of $m \in [1, N]$. We refer to this algorithm as Algorithm 1.

Without loss of generality, suppose we want to construct a CH system where every pair of CH sequences rendezvous in $m$ different channels. We randomly select $m$ channels from $\{0, ..., N - 1\}$ to construct a set of rendezvous channels, such as $R = \{h_0, h_1, ..., h_{m-1}\}$. In our construction algorithm, every CH sequence is composed of $m$ frames and each frame is composed of $k$ slots ($k$ is called the frame length). Hence, the period of each CH sequence is $T = m \cdot k$. We use the following example to explain the construction algorithm.

Suppose the set of rendezvous channels is $R = \{0, 1, 2\}$, each CH sequence is composed of $m = 3$ frames, and each frame has $k = 3$ slots.
1. First construct a universal set, $U = \mathbb{Z}_k = \{0, 1, 2\}$;

2. Construct a quorum system $S$ under $U$, $S = \{\{0, 1\}, \{0, 2\}, \{1, 2\}\}$; \({}\)

3. Using the quorum $q_0 = \{0, 1\} \in S$, we construct a CH sequence $u$ using the following procedure.

   - We make $k$ channel assignments for the first frame in $u$ using the following equation:
     $u_i = \begin{cases} h_0, & \text{if } i \in q_0, \\ h, & \text{if } i \notin q_0. \end{cases}$
     where $h$ is a randomly selected channel from $\{0, ..., N - 1\}$. The (timeslot, channel) assignments for the first frame is obtained using a channel in $R$, $h_0 = 0$—i.e., $u_0 = 0, u_1 = 0, u_2 = h$.
     
   - Repeat the above procedure to make (timeslot, channel) assignments for each of the other frames using the remaining channels in $R$ (i.e., channels 1 and 2 in this example). The resulting CH sequence is $u = \{0 + 0 \cdot x + h \cdot x^2 + 1 \cdot x^3 + 1 \cdot x^4 + h \cdot x^5 + 2 \cdot x^6 + 2 \cdot x^7 + h \cdot x^8\}$;

4. Repeat Step (3) for each of the other quorums in $S$ (i.e., $q_1 = \{0, 2\}$ and $q_2 = \{1, 2\}$) to construct two other sequences, $v$ and $w$. The three CH sequences—$u$, $v$, $w$—are the elements of the set $Q$, which contains $|S| = 3$ CH sequences.

The sequences in $Q$ are illustrated in Figure 3.1. Algorithm 1 constructs each sequence in $Q$ by making $k$ (timeslot, channel) assignments for each of the $m$ rendezvous channels.

One quorum in $S$ is needed to generate each CH sequence in $Q$. Thus, $|Q| = |S|$.

\(1\)The desired properties of the CH system determines the particular quorum system that is constructed. In Section 3.4, we discuss a number of quorum systems that can be used to construct optimal CH systems.
Note that ∀u, v ∈ Q, there are two corresponding quorums p, q ∈ S used for constructing u and v, respectively. Because of the intersection property of S, u and v overlap in exactly m distinct channels—viz, the channels h_d ∈ R, d ∈ [0, m − 1] (see lines 3 and 6 of Algorithm 1). Also note that all of the sequences in Q have the same period, viz, T = m · k slots. Therefore, Q is a CH system that satisfies the requirements of Problem 1. We refer to the CH system constructed using Algorithm 1 as a quorum-based channel hopping (QCH) system.

In the next few sections, we will show how to minimize TTR between any two CH sequences. We will also describe a scheme that addresses the rendezvous convergence problem of CH systems by selecting a particular type of quorum system used in Algorithm 1.

3.3 Metrics for Evaluating CH Systems

We introduce two metrics—maximum time-to-rendezvous (MTTR) and load—that are used to evaluate CH systems. Note that both metrics can be used to evaluate all CH
Algorithm 1 QCH System Construction Algorithm

Input: $N, k, R = \{h_0, h_1, ..., h_{m-1}\}, U = \mathbb{Z}_k$, and a quorum system $S$ under $U$.
Output: $Q$.

1: $Q = \emptyset$.
2: for $j = 0$ to $(|S| - 1)$ do
3:    for $d = 0$ to $(m - 1)$ do
4:       for $i = 0$ to $(k - 1)$ do
5:          if $i \in q_j$ then
6:             $u_{(i+d\cdot m)} = h_d$.
7:          end if
8:       if $i \notin q_j$ then
9:           $u_{(i+d\cdot m)} = h$, randomly chosen from $\{0, ..., N - 1\}$.
10:     end if
11: end for
12: end for
13: $Q = Q \cup u$.
14: end for

3.3.1 Maximum Time-to-Rendezvous

The first metric we introduce is the maximum time-to-rendezvous (MTTR) for a CH system, which is defined as the maximum time for any pair of sequences in a CH system to rendezvous. Let $M(H)$ denote the MTTR of a CH system $H$. It is obvious that the MTTR value impacts the medium access delay of MAC protocols that utilize channel hopping since the exchange of control information is not possible without rendezvous. Networks that require stringent delay requirements will require a CH system with a small MTTR value. For example, in a mobile CR network, neighboring nodes have to exchange time-sensitive control information frequently—information such as spectrum sensing related control information, node location, link connectivity, etc.
In a QCH system $Q$ constructed using Algorithm 1, the MTTR value is equal to the frame length $k$. In the QCH system $Q$ given in Figure 3.1, the MTTR is $M(Q) = 3$. In Section 3.4.1, we describe a methodology for designing a QCH system that is optimal in terms of minimizing the MTTR.

### 3.3.2 Load of CH Systems

**Load of Quorum Systems.** Here, we provide some definitions regarding the load of quorum systems. We will utilize these definitions to describe one of the optimal QCH systems introduced in Section 3.4. In the context of quorum systems, a *strategy* is a rule giving each quorum an access frequency so that the frequencies sum up to one. In other words, a strategy gives the frequency of picking each quorum. A strategy induces a *load* on each element, which represents the fraction of the time the element is used. Specifically, an element’s load is the summation of the frequencies of all quorums that the element belongs to. Below, we provide more precise definitions.

**Definition 4.** Let a quorum system $S = \{q_0, q_1, ..., q_{\kappa-1}\}$ be given over a universal set $U$. Then $W \in [0, 1]^\kappa$ is a strategy for $S$ if it is a probability distribution over the quorums $q_j \in S$, i.e., $\sum_{j=0}^{\kappa-1} W_j = 1$.

The *system load*, $\mathcal{L}(S)$, is the minimal load on the busiest element, minimizing over the strategies. A more precise definition follows.

**Definition 5.** Let a strategy $W$ be given for a quorum system $S = \{q_0, q_1, ..., q_{\kappa-1}\}$ over a universal set $U$. For an element $i \in U$, the load induced by $W$ on $i$ is

$$l_W(i) = \sum_{q_j \in S: i \in q_j} W_j.$$
The load induced by a strategy \( W \) on a quorum system \( S \) is

\[
\mathcal{L}_W(S) = \max_{i \in U} l_W(i).
\]

The system load on a quorum system \( S \) is

\[
\mathcal{L}(S) = \min_{W} \{\mathcal{L}_W(S)\},
\]

where the minimum is taken as the system load over all strategies \( W \).

In CH protocols, spreading out the rendezvous in time and frequency (i.e., channels) is important in order to take full advantage of the frequency diversity of multi-channel medium access. If a large proportion of neighboring nodes rendezvous on the same channel, then channel congestion can occur and lead to a control channel bottleneck problem—we use the term rendezvous convergence to refer to such a problem. Some CH protocols (e.g., SSCH [4]) implement “customized” mechanisms to prevent rendezvous convergence. Ideally, a CH protocol should spread out the rendezvous over all channels evenly.

One advantage of using the proposed approach to devise CH schemes is that it can formally characterize the rendezvous convergence problem using the measure of load which is used in the study of quorum systems. In quorum systems, a strategy is a probabilistic rule that gives the frequency of accessing each quorum so that the frequencies sum up to one. Since a CH system is in essence a quorum system, we can use the definition of load given above to create an analogous definition for the load of a CH system. Let \( W_0 \) denote the following strategy: each radio randomly selects a sequence from a CH system with equal probability. Given a CH system, \( H \), the load of \( H \) induced by \( W_0 \), \( \mathcal{L}_{W_0}(H) \), is the load of the busiest element induced by \( W_0 \); the busiest element, in this context, refers to the (timeslot, channel)-pair included in the largest number of CH sequences. We define
the load of a CH system as the load of the CH system induced by the particular strategy $W_0$.

In the QCH system $Q$ shown in Figure 3.1, the load is $L_{W_0}(Q) = 2/3$. In Section 3.4, we will discuss a QCH design that is optimal in the sense that it minimizes the load of the QCH system.

### 3.4 Optimal Synchronous QCH Systems

In this section, we describe two optimal QCH systems, both of which require global clock synchronization.

#### 3.4.1 Minimizing the MTTR in QCH Systems

Minimizing the MTTR of a QCH system is equivalent to minimizing its frame length $k$. To design an optimal QCH system that minimizes the MTTR, we first need to solve the following problem:

**Problem 2.** Given a QCH system $Q$,

\[
\text{minimize} \quad k, \\
\text{subject to} \quad L_{W_0}(Q) < 1.
\]

The constraint $L_{W_0}(Q) < 1$ equates to $\bigcap_{u \in Q} u = \emptyset$, which is needed to avoid the scenario in which the load of the QCH system is equal to one (i.e., there is at least one (timeslot, channel)-pair that is included in all of the sequences in $Q$).

**The lower bound for $k$.** To solve Problem 2, we find the lower bound for $k$ when the load of the QCH system is less than one in the following theorem.
Theorem 1. Given a QCH system $Q$, a necessary condition for $L_{W_0}(Q) < 1$ is $k \geq 3$.

Proof. We prove this theorem by contradiction. Let $k \leq 2$ and suppose we have a QCH system $Q$, where $T = k \cdot m$ and $L_{W_0}(Q) < 1$.

If $k = 1$, then $T = m$. Since 
\[ C(u, v) \geq m \geq 1, \forall u, v \in Q, \]
all sequences in $Q$ must be identical. In this case, the load of $Q$ is 1, which contradicts the constraint $L_{W_0}(Q) < 1$.

If $k = 2$, the universal set is $U = \{0, 1\}$ according to Algorithm 1. Any quorum system $S$ over $U = \{0, 1\}$ has a system load of one, i.e., $L(S) = 1$. Since the QCH system $Q$ is constructed using $S$,
\[ L_{W_0}(Q) \geq L(S) = 1, \]
and this contradicts the constraint $L_{W_0}(Q) < 1$.

From Figure 3.1, we can see that there exists a QCH system in which $k = 3$ and its load is less than one.

From the above arguments, it is clear that $k \geq 3$ is a necessary condition for $L_{W_0}(Q) < 1$. 

Construction of the M-QCH system. The QCH system that achieves the lower bound for $k$ (i.e., $k = 3$) is an optimal QCH design in the sense that it minimizes the MTTR while keeping the load less than one. We refer to such a system as an M-QCH System, and it can be constructed using Algorithm 1 with a majority cyclic quorum system over a universal set $U = Z_3$. The example QCH system shown in Figure 3.1 is an M-QCH system. An M-QCH system can support $m$ rendezvous channels ($m \in [1, N]$) and it has the lowest
MTTR value (i.e., 3) among all QCH systems. Hence, M-QCH systems are advantageous in establishing control channels with minimal medium access delay.

![Figure 3.2: An L-QCH system, Q, with m = N rendezvous channels and τ = 7.](image)

To construct Q, we use a minimal cyclic quorum system $S = \{ \{0, 1, 3\}, \{1, 2, 4\}, \{2, 3, 5\}, \{3, 4, 6\}, \{4, 5, 0\}, \{5, 6, 1\}, \{6, 0, 2\}\}$ under $U = \mathbb{Z}_7$. The channel indexes for “blank” slots are randomly selected from $[0, N - 1]$. Any two sequences in this system overlap on all $N$ channels.

### 3.4.2 Minimizing the Load

In this subsection, we study an optimal QCH system, $Q$, that has the minimal load under the constraint $M(Q) \leq \tau$, for a given value of $\tau$. To construct such a QCH system, we need to solve the following problem:

**Problem 3.** Given a QCH system $Q$,

$$
\text{minimize } \mathcal{L}_{W_0}(Q),
$$

subject to $M(Q) \leq \tau$,

where $\tau$ is the maximum allowed MTTR of $Q$.

*The lower bound for load.* We solve Problem 3 by finding the lower bound for $\mathcal{L}_{W_0}(Q)$ under the constraint $M(Q) \leq \tau$. 
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36
Theorem 2. Given a QCH system $Q$ where $M(Q) \leq \tau$, the minimum load induced by $W_0$ on $Q$ is $\frac{1}{\sqrt{\tau}}$, i.e.,

$$L_{W_0}(Q) \geq \frac{1}{\sqrt{\tau}}.$$ 

Proof. In a QCH system $Q$ where $M(Q) \leq \tau$, since $M(Q) = k$, we have $k \leq \tau$ ($k$ is the frame length).

According to Algorithm 1, such a QCH system $Q$ is constructed using a quorum system $S$ over $U = Z_k$. Thus, we have $L_{W_0}(Q) \geq L(S)$.

The propositions 4.1 and 4.2 in [46] state that the following relation is true:

$$L(S) \geq \max \left\{ \frac{1}{\varphi(S)}, \frac{\varphi(S)}{k} \right\},$$

where $\varphi(S)$ is the size of the smallest quorum in the quorum system $S$. Using the inequality of arithmetic and geometric means, it can be shown that

$$L(S) \geq \frac{1}{\sqrt{k}}.$$

Since $k \leq \tau$, we have $L_{W_0}(Q) \geq L(S) \geq \frac{1}{\sqrt{k}} \geq \frac{1}{\sqrt{\tau}}$. 

Construction of the L-QCH system. Using Algorithm 1, we can construct an optimal QCH system that minimizes the value of $L_{W_0}(Q)$ by using a minimal cyclic quorum system over a universal set $U = Z_\tau$. We refer to such an optimal QCH system as an L-QCH System. An L-QCH system includes $\tau$ unique CH sequences. The L-QCH system $Q$ shown in Figure 3.2 is constructed using a minimal cyclic quorum system $S$ over $U = Z_7$, which has a degree of overlapping of $m = N$ and $\tau = 7$. The load $L_{W_0}(Q) = \frac{3}{7} \approx \frac{1}{\sqrt{7}}$.

A comparison of all the synchronous CH schemes discussed in this chapter are summarized in Table 3.1.
Table 3.1: A comparison of synchronous CH schemes.

<table>
<thead>
<tr>
<th></th>
<th>Degree of overlapping</th>
<th>MTTR</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSCH</td>
<td>$1$</td>
<td>$N + 1$</td>
<td>$\frac{1}{N-1}$</td>
</tr>
<tr>
<td>M-QCH</td>
<td>$[1, N]$</td>
<td>$3$</td>
<td>$\frac{2}{3}$</td>
</tr>
<tr>
<td>L-QCH</td>
<td>$[1, N]$</td>
<td>$k$</td>
<td>$\frac{1}{\sqrt{\pi}}$</td>
</tr>
</tbody>
</table>

3.5 Performance Evaluation

We simulate the QCH scheme in ns-2 (version 2.31) [63] and use three MAC-layer reference protocols for comparison: IEEE 802.11b, SSCH, and the SeqR protocol. The data rate is 11 Mbps by default. Note that IEEE 802.11b and SSCH were not designed for use in CR networks. However, they serve as good benchmarks in evaluating the performance of QCH. Furthermore, the design criteria of CH schemes for conventional multi-channel networks are almost identical to those of CH schemes for CR networks, and SSCH is one of the most well-known schemes of the former type. In the simulations, secondary nodes can opportunistically access three channels (i.e., $N = 3$). The channel switching delay is chosen as $80\mu s$, which is well supported by existing technology [23]. The duration of a time slot is 200 ms. Every node uses Ad hoc On-Demand Distance Vector Routing (AODV) [47] as the routing protocol. At the transport layer, UDP is used in the simulations by default. The traffic generator uses Constant Bit Rate (CBR) flows with a flow rate of 11 Mbps and a packet size of 512 bytes. The transmission range of every node is 250 m. We simulated two networks: a static network with ten single-hop flows in a $100m \times 100m$ square area and a random network with five multi-hop flows in a $1000m \times 1000m$ square area. In the simulations, we study the time-to-rendezvous (TTR) value and the throughput in each CH protocol under varying conditions, including random incumbent traffic, node
mobility, and multi-flow complex networks.

The following protocols were simulated.

- **SSCH**: Each node randomly chooses one (channel, seed)-pair to construct its CH sequence. For example, if a node selects the pair \((0, 1)\), then its CH sequence has a period of \((N + 1)\) slots, and the channel indexes in its sequence are \(\{0, 1, 2, 1\}\). The last slot of a period is the parity slot, and the channel index of this slot is equal to the value of the node’s seed.

- **SeqR**: This is the protocol proposed in [19]; it was briefly described in Section 2.

- **QCH**: We simulate two synchronous QCH systems (M-QCH, and L-QCH).

We assume that every node randomly picks one sequence from a CH system and performs channel hopping in accordance with the sequence. Once the sending-receiving node pair rendezvous on a channel, the pair performs common hopping to exchange data packets. The sender follows the receiver’s sequence.

**Incumbent traffic generation.** In the simulations, we generated incumbent traffic as follows. In every time slot, the incumbent transmitter decides whether to transmit or not by flipping a coin. If the incumbent transmitter decides to transmit, it randomly selects one or two channels and transmits packets in the current time slot. All of the secondary nodes are within the transmission range of the incumbent transmitter. A single incumbent transmitter was simulated. A channel is tagged as “unavailable” while incumbent traffic is present on it. All secondary nodes should refrain from transmitting on unavailable channels during the period of incumbent transmission. Note that all nodes that perform channel hopping are secondary nodes.
3.5.1 Impact of Time-to-Rendezvous

We first simulated a single-hop flow to show the effect of TTR on channel access delay and the effect of channel switching overhead on throughput. The results are shown in Figure 3.3. We can see that the starting times of the traffic delivery for the simulated protocols are different, which coincides with the discrepancy of the protocols’ channel access delays due to the variation in TTR values. Note that the throughput of each CH protocol is lower than that of 802.11b, which we can attribute to the channel switching overhead.

Next, we simulated a network with ten single-hop disjoint flows in a $100m \times 100m$ square area. Two flows are considered disjoint if they do not share either endpoint. The average TTR for three CH schemes (when there is no incumbent traffic) is shown using the leftmost group of bars in Figure 3.4. As can be seen, M-QCH has the lowest average TTR compared to SSCH and SeqR—this is expected since M-QCH has the lowest MTTR value among the three CH protocols.

3.5.2 Impact of Degree of Overlapping

As expected, our simulation results indicate that a CH scheme’s degree of overlapping has a clear impact on its TTR value when the incumbent transmitter is active. The average TTR for three CH schemes in the presence of incumbent traffic is shown using the center and rightmost groups of bars in Figure 3.4. M-QCH has a clear advantage over SSCH and SeqR in terms of TTR, because M-QCH’s degree of overlapping is greater than that of the other two schemes in this simulation. This advantage becomes more evident in the presence of incumbent traffic since a pair of nodes using M-QCH can rendezvous on other
channels if the current rendezvous channel is occupied by incumbent signals. In contrast, a pair of nodes using either SSCH or SeqR can rendezvous only on one channel (here, we are referring to the initial rendezvous). This implies that the nodes may not be able to achieve the initial rendezvous until the incumbent vacates the rendezvous channel. Note that in SSCH, initial rendezvous is needed to exchange data, such as each other’s sequence, that is required to rendezvous in multiple channels.

Next, we set up ten non-disjoint flows in a $100m \times 100m$ square area, where every node serves as both a transmitter and a receiver in multiple flows. In other words, this scenario includes multiple simultaneous flows with common endpoints. We assume temporary common hopping, i.e., each transmitter node has to change its hopping sequence and follow the receiver’s sequence after a rendezvous has occurred to bootstrap communications. If the receiver node also acts as a transmitter in another flow, it must also follow the sequence of its intended receiver after a rendezvous. Thus, some nodes in this network
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Figure 3.3: Effect of time-to-rendezvous and channel switching.
have to switch between CH sequences continuously, and this scenario puts stress on a CH protocol’s ability to establish links. Temporary common hopping prescribes that a transmitter should return back to its original sequence once the transmission has finished—this avoids the global synchronization of the CH sequences over the entire network (i.e., a scenario in which every node uses the same sequence). We compare the per-flow throughput of M-QCH, SSCH, and SeqR in Figure 3.5. When an incumbent signal is detected, M-QCH replaces the incumbent-occupied channel in its sequence with any incumbent-free channel. The results in the figure show that M-QCH outperforms the other two protocols, since M-QCH is faster in re-establishing links—this, of course, is due to the fact that M-QCH enables rendezvous in a greater number of distinct channels per sequence period.

Figure 3.4: Time-to-rendezvous with incumbent traffic.
3.5.3 Impact of the Load

In this set of simulation experiments, we investigated the effect of load (as defined in Section 3.3.2) on network performance. In general, the load of a CH system determines the number of concurrent co-channel transmissions in each time slot. If the load is low, the number of concurrent co-channel transmissions in each slot is small, which means that the traffic is more evenly distributed among different channels in every time slot. In general, a more even distribution of traffic among channels implies higher network throughput. In the simulations, we varied the number of disjoint flows in a $100m \times 100m$ square area, and the results are shown in Figure 3.6. In the figures, we can see that L-QCH and SeqR outperform the other schemes since the two schemes have the lowest load (viz $\frac{1}{3}$) compared to the other schemes (M-QCH has a load of $\frac{2}{3}$ and SSCH incurs a load of $\frac{1}{2}$ as indicated in Table 3.1). It is interesting to note that M-QCH’s performance is inferior to that of the
Figure 3.6: Effect of load on throughput.
other schemes when the number of flows is small (because M-QCH has the highest load); however, when the number of flows is large, the system throughput for SSCH is lower than that of the other schemes. This phenomenon can be attributed to the limiting effect of the parity slot prescribed by SSCH when the network is close to saturation: nodes using SSCH can only utilize \((N - 1)\) channels specified by \((N - 1)\) seed values in the parity slot. In contrast, nodes using the other CH protocols can fully utilize all \(N\) channels in any time slot. From Figure 3.6, we can conclude that CH schemes that have lower load values are generally advantageous in terms of being able to support higher throughput; when the network is nearly saturated, the system throughput is closely related to the number of channels that can be fully utilized by each CH scheme.

### 3.6 Summary

In this chapter, we presented a systematic approach, based on quorum systems, for designing and analyzing channel hopping (CH) protocols that enable the rendezvous (or control) channel establishment in CR networks. A noteworthy feature of the proposed Quorum-based Channel Hopping (QCH) system is that it can establish rendezvous (or control) channels in multiple frequency channels so that the secondary network is less vulnerable to the unpredictable appearance of incumbent signals. We proposed two synchronous designs of the QCH system: the first design minimizes the MTTR of the CH system and the second design guarantees the even distribution of the rendezvous points in terms of both time and frequency. Minimizing the MTTR ensures short expected TTR which decreases channel access delay. An even distribution of rendezvous points alleviates the rendezvous convergence problem. We have shown, using analytical and simulation results, that the
CH schemes designed using the quorum-based framework outperform existing schemes under various network conditions.
Chapter 4

Asynchronous Channel Hopping Based Rendezvous

In Chapter 3, by utilizing the intersection property of quorum systems, a set of CH sequences can be generated such that any pair selected from the set is guaranteed to rendezvous when the boundaries of the two selected CH sequences are synchronized. However, merely relying on the intersection property of quorum systems is not sufficient to guarantee rendezvous when the two CH sequences are asynchronous (i.e., the boundaries of the two CH sequences are misaligned).

The asynchronous channel hopping based rendezvous schemes can be classified into two categories.

- Asymmetric design: every node has a priori knowledge of its role as either a sender or a receiver (e.g., Bluetooth pairing). The sender and receiver nodes use different methods to generate their CH sequences for achieving rendezvous.
- Symmetric design: every node behaves identically (i.e., a node may be either a sender or a receiver) and follows the same method for generating its CH sequence.

Since the symmetric design is independent of the assumption that every node has a priori knowledge of its role as either a sender or a receiver, it has a wider variety of applications than the asymmetric design. Note that a CH scheme can be either a symmetric or an asymmetric design depending on whether the sender and receiver employ different CH sequence generation algorithms or hop at different rates. For example, if every node has the same hopping rate [54, 60] or the same sequence-generation algorithm [4, 7, 19, 56], then the CH scheme is a symmetric design. In contrast, if the sender and receiver have different hopping rates [58] or employ different sequence-generation algorithms [6], then the CH scheme is an asymmetric design.

This chapter is organized as follows. We define the asynchronous channel hopping System in Section 4.1. In Sections 4.2 and 4.3, we describe two asymmetric ACH systems that are constructed by cyclic quorum systems and array-based quorum systems, respectively. We formulate the optimal ACH system design problem in Section 4.4. In Sections 4.5 and 4.6, we present an asymmetric optimal ACH system and a symmetric optimal ACH system. We analytically compare the proposed ACH system designs with existing CH schemes in Section 4.7. We evaluate our proposed ACH schemes using simulation results in Section 4.8, and summarize this chapter in Section 4.9.

4.1 Asynchronous Channel Hopping System

We first introduce the concepts of cyclic rotation and the rotation closure property in the context of quorum systems. Given a non-negative integer \( k \) and a quorum \( q \) in a quorum
system $Q$ under the universal set $U = \{0, \ldots, n-1\}$, we use $\text{rotate}(q, k)$ to denote a cyclic rotation to quorum $q$:

$$\text{rotate}(q, k) = \{(i + k) \mod n | i \in q\}.$$ 

For example, suppose we have a quorum system $Q = \{\{0, 1\}, \{1, 2\}\}$ under $U = \mathbb{Z}_3$. For quorum $q = \{0, 1\}$ and $k = 2$, $\text{rotate}(q, k) = \{2, 0\}$. Now let us define the rotation closure property of quorum systems.

**Definition 6.** A quorum system $Q$ over $U = \mathbb{Z}_n$ is said to have the rotation closure property if the following holds:

$$\forall p, q \in Q, \forall k \in [0, n-1], \text{rotate}(p, k) \cap q \neq \emptyset.$$ 

For the sake of simplicity, we represent a CH sequence $u$ of period $T$ as a set of channel indexes:

$$u = \{u_0, u_1, \ldots, u_i, \ldots, u_{T-1}\},$$

where $u_i \in [0, N-1]$ represents the channel index of sequence $u$ in the $i^{th}$ timeslot of a CH period.

We extended the concept of cyclic rotation so that it is applicable to CH sequences. Given a CH sequence $u$, we use $\text{rotate}(u, k)$ to denote a cyclic rotation of CH sequence $u$ by $k$ timeslots, i.e.,

$$\text{rotate}(u, k) = \{v_0, \ldots, v_j, \ldots, v_{T-1}\},$$

where $v_j = u_{(j+k) \mod T}, j \in [0, T-1]$ and $k$ is a non-negative integer. For example, given $u = \{0, 1, 2\}$ and $T = 3$, $\text{rotate}(u, 2) = \{2, 0, 1\}$. 
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A channel hopping (CH) system of period $T$ is defined as a set of CH sequences of period $T$. Here, we formally define an asynchronous channel hopping (ACH) system below.

**Definition 7.** An asynchronous channel hopping (ACH) system of period $T$ is a CH system of period $T$, which satisfies the rotation closure property: it consists of CH sequences such that any two distinct CH sequences $u$ and $v$ satisfy the following inequality:

$$\forall k, l \in [0, T-1], C(\text{rotate}(u, k), \text{rotate}(v, l)) \geq m,$$

where the positive integer $m$ is the degree of overlapping of the ACH system.

If the sequences of a sender and a receiver belong to an ACH system, the two nodes can rendezvous with each other on at least $m$ distinct rendezvous channels even if their clocks are asynchronous.

The following theorem states that a CH system with the rotation closure property ensures rendezvous even when the slot boundaries or CH sequence boundaries are not aligned.

**Theorem 3.** If a CH system $H$ of period $T$ with a degree of overlapping $m$ satisfies the rotation closure property, any pair of CH sequences in $H$ must overlap by at least $m/2$ timeslots for every $T$ consecutive timeslots even when the timeslot boundaries are misaligned by an arbitrary amount.

**Proof.** Suppose that a CH system $H$ satisfies the rotation closure property and two nodes, $A$ and $B$, each picks a CH sequence from $H$ randomly—viz, $u$ and $v$, respectively. For the sake of our discussions, suppose the length of a timeslot is 1. We consider two cases.
1) When slot boundaries are aligned: Without loss of generality, let us suppose node A’s clock is \( i \) slots ahead of node B’s clock. With respect to node B’s clock, node A’s sequence \( u \) is equivalent to \( \text{rotate}(u, i) \). Since \( H \) has the rotation closure property, \( C(\text{rotate}(u, i), v) \geq m \). Hence, the two sequences must have at least \( m \) rendezvous channels between them (i.e., overlap by at least \( m \) timeslots). It is obvious that the same result is obtained when we assume that A’s clock is \( i \) slots behind B’s clock.

2) When slot boundaries are misaligned: Suppose node A’s clock is ahead of node B’s clock by an arbitrary amount of time, say \( i + \delta \), where \( i \in \mathbb{Z}_T, 0 < \delta < 1 \).

   - If \( \delta \leq 1/2 \), let us shift left node B’s sequence by \( \delta \) and designate this sequence as \( v' \).\(^1\) It is obvious that the slot boundaries of \( u \) and \( v' \) are aligned and the former is ahead of the latter by \( i \) slots in terms of their respective nodes’ clocks. Since \( H \) has the rotation closure property, \( C(\text{rotate}(u, i), v') \geq m \), and thus \( u \) must overlap with \( v \) by \( m(1 - \delta) \) timeslots. This means that the two sequences overlap with each other by at least \( m/2 \) timeslots for every \( T \) consecutive timeslots.

   - If \( \delta > 1/2 \), let us shift right node B’s sequence by \( 1 - \delta \) and designate this sequence as \( v' \). It is obvious that the slot boundaries of \( u \) and \( v' \) are aligned and the former is ahead of the latter by \( i + 1 \) slots in terms of their respective nodes’ clocks. Since \( H \) has the rotation closure property, \( C(\text{rotate}(u, i + 1), v') \geq m \), and thus \( u \) must overlap with \( v \) by \( m\delta \) timeslots. This means that the two sequences overlap with each other by at least \( m/2 \) timeslots for every \( T \) consecutive timeslots.

\(^1\)Shifting a node’s CH sequence \textit{left/right} by \( \delta \) is equivalent to \textit{advancing/retreating} the node’s clock by \( \delta \).
From Theorem 3, we can conclude that any two nodes that select CH sequences from a system with the rotation closure property can rendezvous with each other during the overlap of their sequences even if they are asynchronous (i.e., slot boundaries are not aligned). If multiple pairs of nodes happen to rendezvous at the same slot on the same channel, they can follow a channel contention procedure (e.g., 802.11 RTS/CTS protocol) to carry out the pairwise rendezvous.

The ACH System Design Problem. In the OSS paradigm, the appearance of primary user signals can hamper the secondary user nodes’ rendezvous process, since primary users can occupy any given channel and have absolute priority over all channels. To minimize the chance of rendezvous failure due to those factors, we would ideally want an ACH system with the following property: in an OSS environment with $N$ available channels, an ACH system of period $T$ guarantees $N$ distinct rendezvous channels between any two CH sequences for every $T$ consecutive timeslots, i.e., its degree of overlapping is $m = N$.

Our research findings indicate that only certain types of quorum systems satisfy the rotation closure property and that only such quorum systems can guarantee pairwise rendezvous between two asynchronous sequences. An example is given below.

- Suppose we have a quorum system $Q$, under the universal set $U = \mathbb{Z}_n$, that satisfies the rotation closure property. Two quorums $p, q \in Q$ must have an intersection even if an arbitrary amount of cyclic rotation is applied to either one of them.

- Suppose we have an ACH system that includes two sequences of period $T = n$, i.e., $u$ and $v$. Given a channel index $h \in [0, N − 1]$, we assign the channel index $h$ to $u$ and $v$ in the following way: let $u_i = h$ if $i \in p$ and let $v_i = h$ if $i \in q$, where $i \in [0, T − 1]$. It is obvious that the rotation closure property of $Q$ guarantees that...
the two sequences rendezvous on channel $h$ even if an arbitrary amount of cyclic rotation is applied to either of the sequences.

4.2 The ACH System with A Degree of Overlapping $m = 2$

In this section, we describe an asynchronous CH system that does not require global clock synchronization. The objective is to devise a CH system, $H$, that enables any pair of CH sequences to overlap by at least half of a timeslot for every sequence period (i.e., for every $T$ consecutive timeslots) even under the assumption that slot boundaries are misaligned by an arbitrary amount.

Next, we describe an algorithm, Algorithm 2, for constructing an ACH system that uses two different types of cyclic quorum systems. Note that the constructed ACH system has a degree of overlapping $m = 2$, and this it is referred to as an asynchronous QCH (AQCH) system.

4.2.1 Construction of AQCH Systems

Algorithm 2 uses two types of cyclic quorums systems to construct an AQCH system that guarantees at least two rendezvous channels between any two sequences (i.e., $C(u, v) \geq 2, \forall u, v \in H$). This AQCH system is composed of CH sequences that have only one frame per sequence period (i.e., $T = k$). In each constructed CH sequence, a subsequence constructed by a minimal cyclic quorum $S$ is interleaved with a subsequence constructed by a majority cyclic quorum system $S'$. Refer to [42] for methods to construct minimal
Algorithm 2 AQCH System Construction Algorithm

Input: $N$, $k$, $R = \{h_0, h_1\}$, $U = \mathbb{Z}_k$, and two cyclic quorum systems $S$ and $S'$ over $U$.

Output: $Q$.

1: $Q = \emptyset$.
2: \textbf{for} $j = 0$ to $(|S| - 1)$ \textbf{do}
3: \hspace{1em} \textbf{for} $i = 0$ to $(k - 1)$ \textbf{do}
4: \hspace{2em} \textbf{if} $i \in B_j$ \textbf{then}
5: \hspace{3em} $u_i = h_0$.
6: \hspace{2em} \textbf{else if} $i \in B'_j$ \textbf{then}
7: \hspace{3em} $u_i = h_1$.
8: \hspace{2em} \textbf{else}
9: \hspace{3em} $u_i$ = $h$ randomly chosen from $\{0, ..., N - 1\} \setminus \{h_0, h_1\}$.
10: \hspace{2em} \textbf{end if}
11: \hspace{1em} \textbf{end for}
12: $Q = Q \cup u$.
13: \textbf{end for}

cyclic quorums and majority cyclic quorums. A pseudo-code of Algorithm 2 is given above and its description is given below.

1. First construct a universal set $U = \mathbb{Z}_k$;

2. Find a minimal $(k, \kappa)$-difference set $D = \{a_1, a_2, ..., a_\kappa\}$ such that $\kappa < \frac{k}{2}$ and construct a minimal cyclic quorum system based on $D$, such as $S = \{B_i|B_i = \{a_1 + i, a_2 + i, ..., a_\kappa + i\} \mod k, i \in [0, k - 1]\}$;

3. Construct a relaxed cyclic $(k, \lceil \frac{k+1}{2} \rceil)$-difference set $D' = \{a'_1, a'_2, ..., a'_{\lceil \frac{k+1}{2} \rceil}\}$ such that $D' \cap D = \emptyset$. Then, construct a majority cyclic quorum system based on $D'$, such as $S' = \{B'_i|B'_i = \{a'_1 + i, a'_2 + i, ..., a'_{\lceil \frac{k+1}{2} \rceil} + i\} \mod k, i \in [0, k - 1]\}$. Note that $|S| = |S'| = k$, and $|D'| = \lceil \frac{k+1}{2} \rceil$;

4. Use the minimal cyclic quorum system $S$ for assigning the first rendezvous channel $h_0$ to appropriate slots in a CH sequence $u$ (see lines 4 and 5 in the algorithm);
5. Use the majority cyclic quorum system $S'$ to assign the second rendezvous channel $h_1$ to appropriate slots in a CH sequence $u$ (see lines 6 and 7 in the algorithm).

6. The remaining slots in $u$ are assigned a channel index randomly chosen from $\{0, ..., N-1\} \setminus \{h_0, h_1\}$ (see line 9 in the algorithm).

An example ACH system is shown in Figure 4.1. One can readily show that an ACH system constructed using Algorithm 2 satisfies the rotation closure property and that the TTR value between any two sequences in an ACH system is bounded by the length of its sequence period $T = k$.

Given that $D' \cap D = \emptyset$, $k$ must be no less than $|D| + |D'|$ so that a CH sequence can accommodate two subsequences constructed using $S$ and $S'$. In [42], Luk and Wong conducted an exhaustive search to find the minimal difference sets under $\mathbb{Z}_k$ for $k = 4, ..., 111$.

In our description of ACH systems given above, we used relaxed cyclic difference sets $D$ and $D'$ for generating cyclic quorum systems that facilitate the construction of a CH system with the rotation closure property. The specific choices of $D$ and $D'$ and the resulting cyclic quorum systems have no significance—i.e., the quorum systems that we have chosen are merely our design choices for constructing an ACH system; it is likely that there are other quorum systems that can be used to construct ACH systems of similar or different structure.

With two disjoint cyclic difference sets under $\mathbb{Z}_T$, one can readily construct two cyclic quorum systems. These quorum systems can be used to generate CH sequences of period $T$ that have two pairwise rendezvous channels, even in a time asynchronous environment. To construct an ACH system of period $T$ that enables $N$ rendezvous channels between
CH sequences, we have to find $N$ disjoint cyclic difference sets under $Z_T$. However, identifying $N$ disjoint cyclic difference sets under $Z_T$ is a difficult problem in general. In fact, in many cases, $N$ disjoint cyclic difference sets under $Z_T$ may not exist for some given values of $N$ and $T$. For example, the number of disjoint cyclic difference sets under $Z_{12}$ when $N = 3$ and $T = 12$ is less than three. Thus, we will show how to construct an ACH with the maximum degree of overlapping using the second category of quorum systems, i.e., the array-based quorum system.

<table>
<thead>
<tr>
<th>Slot Index</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 4.1: An ACH system $Q$ with $m = 2$ and $T = k = 9$. The universal set, $U$, is $Z_9$. $S$ is constructed using $D = \{0, 1, 2, 4\}$, and $S'$ is constructed using $D' = \{3, 5, 6, 7, 8\}$. Note that $D' \cap D = \emptyset$. The numbers inside the slots represent the channel index values.
4.3 The ACH System with Maximum Degree of Overlapping

4.3.1 Array-based Quorum Systems

In [36], the authors identified a few types of quorum systems that have the rotation closure property. We classify these quorum systems into two categories based on their construction methods. The first category of quorum systems is the cyclic quorum system that can be constructed using cyclic difference sets, which we have introduced in Chapter 2. Then, we introduce the second category of quorum systems.

This category of quorum systems can be constructed using an $r \times l$ array, $A[\cdot][\cdot]$. The universal set $U$ is $\{0, ..., r \cdot l - 1\}$, and there is a one-to-one mapping between the element $(i \cdot l + j)$ where $i \in [0, r - 1], j \in [0, l - 1]$ in the universal set and the array element $A[i][j]$.

- In the square quorum system [42], a quorum is constructed by picking a full column and a full row of elements from the array.

- In the torus quorum system [36], a quorum is constructed by picking a full column $c \in [0, l - 1]$ plus $\lfloor l/2 \rfloor + 1$ elements, each of which is located in distinct columns $(c + i) \mod l, i = 0, ..., \lfloor l/2 \rfloor$.

- We propose a new type of array-based quorum system that extends the torus quorum system. In this quorum system, a quorum is constructed by picking a full column of elements, $c \in [0, l - 1]$, plus $l$ elements, each one located in a different column of
the array. Since any quorum in this array-based quorum system is a super set of a torus quorum, the proposed array-based quorum system satisfies the rotation closure property.

As stated above, a quorum in an array-based quorum system must contain a full column of elements and \( k \) elements (\( k = l \) or \( k = \lfloor l/2 \rfloor + 1 \)) selected from different columns of the array. We call the full column of elements as the column of the quorum and the other \( k \) elements as the span of the quorum. Note that the column and the span of the same quorum have a common element.

An example of the array-based quorum system is illustrated in Figure 4.2. In the example, given two quorums, \( p \) and \( q \), the column of \( p \) must have an intersection with the span of \( q \), even if a “cyclic rotation” is applied to either \( p \) or \( q \), and vice versa. The cyclic rotation to \( q \) will generate another quorum, \( q' \), of the same type. These properties hold for any two quorums in an array-based quorum system.

**4.3.2 Constructing ACH Systems with Maximum Degree of Overlapping**

In this subsection, we introduce an algorithm that uses an array-based quorum system to construct an ACH system that can be used by secondary nodes to establish links in a distributed manner. Suppose we want to construct an ACH system that enables any pair of CH sequences to rendezvous in \( N \) distinct channels, where \( N \) is the total number of available channels. The algorithm generates a set of CH sequences of period \( T = r \cdot l \), given an \( r \times l \) array where \( r, l \geq N \). The reasons for utilizing an array-based quorum system are:
Figure 4.2: Two quorums, \( p \) and \( q \), each with 8 elements, in an array-based quorum system. Both quorums are constructed using a \( 3 \times 6 \) array. An array-based quorum includes a column of elements (squares colored in grey) and a span of elements (squares labeled with a ‘S’). A span and a column have one element in common which is not counted twice. One quorum’s column must have an intersection with a span of another. For instance, in the figure, \( p \)’s column intersects \( q \)’s span at the square that is located in the first row of the third column. Similarly, \( p \)’s span intersects \( q \)’s column at the square located in the first row of the sixth column. Note that performing cyclic rotation by one slot to either of the array-based quorums yields a third array-based quorum (e.g., \( q' = \text{rotate}(q, 1) \)), and the intersection property is maintained after the cyclic rotation. The elements in common between \( p \) and \( q' \) are marked with circle markings, and those between \( q \) and \( q' \) are marked with square markings.
The intersections between the columns and the spans enables the pair of sequences (i.e., sender’s and receiver’s sequences) to rendezvous on every one of the \( N \) channels;

The rotation closure property of the array-based quorum system guarantees rendezvous on every one of the \( N \) channels even if a cyclic rotation is applied to either of the two sequences.

The sender (or the receiver) generates an array-based quorum system using an \( r \times l \) array, assigns channel index values to quorums’ columns (or spans), and derives the CH sequence from the channel index assignment. The procedure for constructing the sequences is described below, and the corresponding pseudo code is given in Algorithm 3.

1. The sender constructs an \( r \times l \) array, \( S[\cdot][\cdot] \), which stores the channel index values assigned to columns’ elements.
   
   (a) The sender randomly assigns \( N \) channel indexes to the \( l \) columns of \( S[\cdot][\cdot] \) such that each channel index is assigned to at least one column. All array elements in the same column are assigned the same channel index.
   
   (b) Let \( h_i \) denote the channel index assigned to the \( i \)-th column, where \( i \in [0, l-1] \).
       The sender derives its CH sequence, \( u \), in the following way: \( u_{i+l} = h_j \), where \( i \in [0, r-1] \) and \( j \in [0, l-1] \).

2. The receiver constructs an \( r \times l \) array, \( R[\cdot][\cdot] \), which stores the channel index values assigned to spans’ elements. On basis of \( R[\cdot][\cdot] \), an array-based quorum system can be constructed, from which the receiver chooses \( r \) quorums that have \( r \) disjoint
spans. Let $s_k$ denote the span that contains the array element $R[k][0]$ where $k \in [0, r - 1]$ (see line 14 in Algorithm 3).

(a) The receiver randomly assigns $N$ channel indexes to the $r$ spans such that each channel index is assigned to at least one span, and all array elements belonging to the same span are assigned the same channel index.

(b) Let $h'_k$ denote the channel index assigned to the span $s_k$. The receiver derives its CH sequence, $v$, in the following way: $v_{i,l+j} = h'_k$ if $R[i][j] \in s_k$ where $i \in [0, r - 1]$ and $j \in [0, l - 1]$.

Using Algorithm 3, we can assign the channel indexes to the sender’s and receiver’s CH sequences. We refer to $S[r][l]$ and $R[r][l]$ with their array elements fully assigned as the sequence array of the sender and the sequence array of the receiver, respectively. In the above method, channel indexes are assigned to array elements in a column-wise manner by the sender, or a span-wise manner by the receiver. Hence, we call the sender’s CH sequence $u$ as a column-based sequence, and the receiver’s CH sequence $v$ as a span-based sequence. Figure 4.3 illustrates an example ACH system built using a $3 \times 5$ array when $N = 3$. In the example, the degree of overlapping between the two sequences is $N$.

Theorem 4. Algorithm 3 generates an ACH system, $H = \{u, v\}$, such that the pair of CH sequences rendezvous in $N$ distinct channels within a sequence period, even if the two sequences are misaligned by an arbitrary amount.

Proof. For the sake of our discussions, suppose the length of a timeslot is 1. We prove this theorem in two scenarios.

Case 1: Slot boundaries aligned. As previously mentioned, Algorithm 3 generates
Algorithm 3 ACH System Construction Algorithm

Input: $N$, $r$, $l$.
Output: $H = \{u, v\}$.

1: $D = D' = \{0, 1, ..., N - 1\}$.
2: $S[r][l] \leftarrow$ sequence array of the sender.
3: $R[r][l] \leftarrow$ sequence array of the receiver.
4: for $j = 0$ to $l - 1$ do
5: 
6: if $D = \emptyset$ then
7: 
8: $h_j$ is randomly chosen from $\{0, 1, ..., N - 1\}$.
9: 
10: else
11: 
12: Randomly select $h_j$ from $D$, $D \leftarrow D \setminus \{h_j\}$.
13: 
14: end if
15: 
16: for $i = 0$ to $r - 1$ do
17: 
18: $u_{i+l+j} = h_j$.
19: 
20: end for
21: 
22: end for
23: 
24: Choose $r$ array-based quorums that have $r$ disjoint spans, $s_0, ..., s_k, ..., s_{r-1}$, such that $R[k][0] \in s_k$.
25: 
26: for $i = 0$ to $r - 1$ do
27: 
28: if $D' = \emptyset$ then
29: 
30: $h'_i$ is randomly chosen from $\{0, 1, ..., N - 1\}$.
31: 
32: else
33: 
34: Randomly select $h'_i$ from $D'$, $D' \leftarrow D' \setminus \{h'_i\}$.
35: 
36: end if
37: 
38: end for
39: 
40: for $i = 0$ to $r - 1$ do
41: 
42: for $j = 0$ to $l - 1$ do
43: 
44: for $k = 0$ to $r - 1$ do
45: 
46: if $R[i][j] \in s_k$ then
47: 
48: $v_{i+l+j} = h'_k$.
49: 
50: end if
51: 
52: end for
53: 
54: end for
55: 
56: end for
Figure 4.3: An ACH system $H$ when $N = 3$, $r = 3$, $l = 5$, and the receiver’s clock is ahead of the sender’s clock by $(2 + \delta)$ timeslots where $\delta \leq 1/2$. The sequence arrays of the sender and the receiver that generated the respective sequences are also shown. It can be easily seen that the two CH sequences have $N$ distinct rendezvous channels despite the clock drift and that the overlap duration on each rendezvous channel is $(1 - \delta)$.

Let us suppose the receiver’s clock is $i$ slots ahead of the sender’s clock, where $i$ is an integer. Suppose that their timeslot boundaries are aligned. With respect to the receiver’s clock, sender’s sequence $u$ is equivalent to $\text{rotate}(u, i)$, and the operation $\text{rotate}(u, i)$ yields a new CH sequence $u^*$. In the sequence array of $u^*$, all the elements in each column are assigned the same channel index, and thus $l$ columns contain $N$ channel indexes. If the sequence array of $u^*$ and the sequence array of the receiver (see the example in Figure 4.3) are superimposed on top of one another, every column of the former overlaps with one of the spans of the latter. Since $r, l \geq N$, one can readily observe that there are $N$ overlaps of $N$ distinct channel indexes. An overlap occurs when the same channel index appears in the same position (i.e., same row and column positions) in the two arrays. Thus, $u^*$ and $v$ have $N$ distinct rendezvous channels within a sequence period.

**Case 2: Slot boundaries misaligned.** In this case, suppose the receiver’s clock is ahead of the sender’s clock by an arbitrary amount of time, say $(i + \delta)$, where $0 < \delta < 1$.

- If $\delta > 1/2$, let us shift right the sender’s sequence by $1 - \delta$ and designate this
sequence as $u'$. It is obvious that the timeslot boundaries of $u'$ and $v$ are aligned and the latter is ahead of the former by $(i + 1)$ slots in terms of their respective nodes’ clocks. In Case 1, we have shown that $C(rotate(u, i), v) = N$ for any integer $i$. Since $\delta < 1$, $u'$ and $v$ rendezvous in $N$ distinct channels within a sequence period and the duration of overlap on each rendezvous channel is $\delta$.

- If $\delta \leq 1/2$ (the case shown in Figure 4.3), let us shift left the sender’s sequence by $\delta$ and designate this sequence as $u'$. It is obvious that the timeslot boundaries of $u'$ and $v$ are aligned and the latter is ahead of the former by $i$ slots in terms of their respective nodes’ clocks. Since $C(rotate(u, i), v) = N$ for any integer $i$ and $\delta < 1$, $u'$ and $v$ rendezvous in $N$ distinct channels within a sequence period and the duration of overlap on each rendezvous channel is $(1 - \delta)$.

By proving Theorem 4 we have validated that Algorithm 3 generates a pair of CH sequences that can be used by two channel hopping nodes to solve the asynchronous rendezvous problem in the context of opportunistic spectrum sharing. Note that the ability to rendezvous in $N$ distinct channels is a critical feature—it minimizes the chance of rendezvous failure due to appearance of primary user signals.

### 4.4 Optimal ACH Systems

In this section, we first introduce the metric for evaluating CH schemes that do not require clock synchronization—minimum rendezvous probability (MRP). Then, we formulate the optimal ACH design problem for CR networks.
4.4.1 Minimum Rendezvous Probability

The minimum rendezvous probability (MRP) of an ACH system is defined as the lower bound of the probability that a pair of asynchronous sequences from an ACH system will rendezvous in a given timeslot. In an ACH system $H$ with period $T$ and a degree of overlapping value of $m$, two sequences are guaranteed to rendezvous at least $m$ times on $m$ distinct rendezvous channels during a sequence period. Thus, we define the MRP for an ACH system $H$ as,

$$P(H) = \frac{m}{T}. \quad (4.1)$$

4.4.2 The Optimal ACH Design Problem

As stated previously, an ACH system that can serve as a solution to the asynchronous rendezvous problem is a system whose degree of overlapping is equal to the total number of available channels, viz $N$. The MRP of such a system is $\frac{N}{T}$, and maximizing the MRP for a fixed value of $N$ is equivalent to minimizing the sequence period, $T$. We define an optimal ACH system as a system whose degree of overlapping is $N$ and has the maximum possible MRP value. To devise an optimal ACH system, one has to solve the following optimization problem:

**Problem 4.** Given an ACH system $H = \{u, v\}$ of period $T$ and assuming there are $N$ available channels,

minimize $T$,

subject to $\forall k, l \in [0, T - 1],$

$$C(\text{rotate}(u, k), \text{rotate}(v, l)) = N.$$
The solution to Problem 4 is given by the following theorem.

**Theorem 5.** In an ACH system $H$ whose degree of overlapping is $N$, the period of any CH sequence must be $N^2$ or greater.

**Proof.** Suppose we have two sequences, $u$ and $v$, from an ACH system of period $T$. Let $k_{u,h}$ denote the number of timeslots in sequence $u$ that are assigned with the channel index $h \in [0, N-1]$. Then, we can express the period length $T$ as

$$T = \sum_{h=0}^{N-1} k_{u,h} = \sum_{h=0}^{N-1} k_{v,h} = \sum_{h=0}^{N-1} \left( \frac{k_{u,h} + k_{v,h}}{2} \right). \quad (4.2)$$

Without loss of generality, we fix $u$ and cyclically rotate $v$ by $l$, $l = 0, 1, ..., T - 1$. Let us count the total accumulated number of rendezvous between $u$ and $\text{rotate}(v, l)$ as $l$ is incremented from 0 to $T - 1$. Since $C(u, \text{rotate}(v, l)) = N$, for any channel $h \in [0, N-1]$, the total number of rendezvous that involve a given timeslot, $v_i = h$, in $v$ is $k_{u,h}$. Since there are $k_{v,h}$ timeslots in $v$ that are assigned channel $h$, the total accumulated number of rendezvous between $u$ and $\text{rotate}(v, l)$, as $l$ is incremented from 0 to $T - 1$, in which the rendezvous channel is $h$ is $k_{u,h} \cdot k_{v,h}$.

By definition, $C(u, \text{rotate}(v, l)) = N$ for any amount of cyclic rotation to $v$. This means that $u$ and $\text{rotate}(v, l)$ must rendezvous in channel $h$ at least once. Hence, the total accumulated number of rendezvous in channel $h$ (as $l$ is incremented from 0 to $T - 1$) is at least $T$. Thus, we have $k_{u,h} \cdot k_{v,h} \geq T$.

Since $\left( \frac{k_{u,h} + k_{v,h}}{2} \right)^2 \geq k_{u,h} \cdot k_{v,h}$, we can readily derive

$$\frac{k_{u,h} + k_{v,h}}{2} \geq \sqrt{T}. \quad (4.3)$$

Combining (4.2) and (4.3), we get

$$T = \sum_{h=0}^{N-1} \left( \frac{k_{u,h} + k_{v,h}}{2} \right) \geq N \sqrt{T}.$$
Therefore, we conclude that $T \geq N^2$.

In the next two sections, we describe two optimal ACH designs in which the period of the CH sequences is $O(N^2)$.

### 4.5 Asymmetric Optimal ACH Systems

Optimal ACH designs can be categorized into two types: the asymmetric design and the symmetric design that both achieve maximum rendezvous diversity (i.e., maximum number of rendezvous channels) with a minimum period of a CH sequence.

An asymmetric design of the optimal ACH system can be constructed using Algorithm 3 with an $N \times N$ array-based quorum system. A pair of sequences in an optimal ACH system has $N$ pairwise rendezvous channels and the sequence period is $N^2$ timeslots. Thus, an optimal ACH system has an MRP value of $1/N$. We refer to $S$ and $R$ used in the construction algorithm as the sequence array of the sender and the sequence array of the receiver, respectively. In the above methods, channel indexes are assigned to array elements in a column-wise manner by the sender, or a span-wise manner by the receiver. Hence, we call the sender’s CH sequence $u$ as a column-based sequence, and the receiver’s CH sequence $v$ as a span-based sequence. Figure 4.4 illustrates an example ACH system built using a $3 \times 3$ array when $N = 3$ and $u^*$ defines the sender’s CH sequence after a cyclic rotation by $(2 + \delta)$.
4.6 Symmetric Optimal ACH Systems

4.6.1 Limitations of Asymmetric ACH Systems

An ACH system created using the asymmetric design approach requires each radio to have a pre-assigned role as either a sender or a receiver. Although such a requirement may be acceptable in some scenarios (e.g., half-duplex communication systems or in Bluetooth pairing), it may not be acceptable in systems where a radio’s role as sender/receiver is not pre-assigned. Designing time-asynchronous rendezvous protocols that are symmetric is a challenging problem. In the next subsection, we will explain how to devise symmetric ACH systems.

4.6.2 Construction of Symmetric ACH Systems

To construct a symmetric ACH system, we require every node to generate its CH sequence from a bit sequence that it possesses. Specifically, based on certain bit sequence design
techniques, two channel hopping nodes are able to construct two bit sequences that have at least one distinct bit. Then, every node replaces any bit of “1” (or “0”) in its bit sequence with a column-based (or span-based) sequence. The resulting CH sequences of the two nodes would achieve the maximum rendezvous diversity owing to the maximum number of rendezvous channels guaranteed between a column-based sequence and a span-based sequence. Note that every node follows the same method of constructing its CH sequence, which belongs to a symmetric ACH system.

We define a bit sequence as a sequence of bits where each bit takes either a value of 0 or 1. Note that a bit sequence is a special case of a CH sequence such that the channel indexes are chosen from \( \{0, 1\} \). Hence, the cyclic rotation operation is also applicable to a bit sequence. Let us introduce the bit sequence design problem which is defined as follows: Enable two nodes to independently construct two distinct bit sequences. Note that the sequences resulting from cyclic rotations of a sequence are not considered to be distinct with respect to each other and the original sequence.

Assume that a unique \( n \)-bit sequence is assigned to each network node and that \( n \) is a system parameter. For example, the unique 48-bit \( (n = 48) \) sequence of a node can be the
MAC address of the node’s network interface. We refer to such a bit sequence as a node’s ID sequence, and let $\alpha$ denote the $n$-bit ID sequence of node $x$. Now, let us define an $n$-bit sequence that contains zeros only:

$$z = \{z_0, ..., z_{n-1}\}, \forall i \in [0, n-1], z_i = 0,$$

and an $n$-bit sequence that contains ones only

$$o = \{o_0, ..., o_{n-1}\}, \forall i \in [0, n-1], o_i = 1.$$

Let $||$ denote a concatenation operator that concatenates two bit or CH sequences. We define the expanded ID sequence of node $x$ as the concatenation of three $n$-bit sequences—$\alpha$, $z$ and $o$—as given in the following equation:

$$a = \{a_0, ..., a_{3n-1}\} = \alpha || z || o.$$

According to the following lemma, two expanded ID sequences generated from two different ID sequences are guaranteed to be distinct.

**Lemma 1.** Given any two $n$-bit sequences $\alpha = \{\alpha_0, ..., \alpha_{n-1}\}$ and $\beta = \{\beta_0, ..., \beta_{n-1}\}$, let $a = \alpha || z || o$ and $b = \beta || z || o$, where $z$ is an $n$-bit sequence composed of only zeros and $o$ is an $n$-bit sequence composed of only ones.

If $\alpha \neq \beta$, then

$$a \neq rotate(b, k), \forall k \in (0, 3n - 1].$$

**Proof.** We prove the above statement by considering three possible scenarios, and showing, in each scenario, that a bit in $a$ and another bit in $rotate(b, k)$ have different values although the two bits are in the same position within the respective expanded ID sequences. This is sufficient to prove that the two expanded ID sequences are not equal. Let $b' = rotate(b, k)$.  
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node $x$’s expanded ID sequence $a = \alpha \| z \| o$

\[ a = \{1, 0, 0, 0, 1, 1\} \]
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**Figure 4.6:** Construction of a CH sequence for the symmetric ACH scheme. In the above figure, node $x$’s ID sequence is $\alpha = \{1, 0\}$, $n = 2$, $z = \{0, 0\}$ and $o = \{1, 1\}$. Node $x$’s column- and span-based sequences are $u^x$ and $v^x$, respectively.

**Case 1:** $k \in (0, n]$. Since $a = \alpha \| z \| o$ and $b = \beta \| z \| o$, $a_{2n-1} = 0$ and $b'_{2n-1} = 1$ (as indicated by the arrow in the Case 1 illustration of Figure 4.5).

**Case 2:** $k \in (n, 2n]$. Since $a = \alpha \| z \| o$ and $b = \beta \| z \| o$, $a_{3n-1} = 1$ and $b'_{3n-1} = 0$ (as indicated by the arrow in the Case 2 illustration of Figure 4.5).

**Case 3:** $k \in (2n, 3n-1]$. Since $a = \alpha \| z \| o$ and $b = \beta \| z \| o$, $a_{2n} = 1$ and $b'_{2n} = 0$ (as indicated by the arrow in the Case 3 illustration of Figure 4.5).

Thus, we conclude that $a \neq \text{rotate}(b, k), \forall k \in (0, 3n-1]$.

We now describe how to generate the CH sequences of a symmetric ACH system. Suppose that the number of available channels is $N$.

1. Suppose node $x$ has a unique ID sequence, $\alpha$, that contains $n$ bits, and its expanded ID sequence is $a = \alpha \| z \| o$, which has $3n$ bits. Lemma 1, ensures that two nodes that have two distinct ID sequences must have two distinct expanded ID sequences.

2. Using the procedure outlined in Section ?? for constructing asymmetric ACH systems, node $x$ that needs to establish rendezvous with neighboring nodes generates its own asymmetric ACH system (including a column-based sequence $u^x$ and a span-based sequence $v^x$) independently of other nodes. Note that different nodes may
generate different asymmetric ACH systems.

3. Node $x$ constructs its CH sequence by expanding each bit in $a$ to a frame, which is mapped to a certain sequence as described below. From $i = 0$ to $i = 3n - 1$, each bit of $a$ is expanded in the following way:

(a) if $a_i = 1$, then the $(i + 1)^{th}$ frame of node $x$’s CH sequence is the sequence $(u^x||u^x)$;

(b) if $a_i = 0$, then the $(i + 1)^{th}$ frame of node $x$’s CH sequence is the sequence $(v^x||v^x)$.

Each frame is either a sequence $(u^x||u^x)$ or $(v^x||v^x)$, and thus it includes $2N^2$ slots.

A simple example of the CH sequence construction method is illustrated in Figure 4.6. Every node has a distinct expanded ID sequence. In other words, every pair of distinct expanded ID sequences differ by at least one bit. For the sake of this discussion, let us say that they differ by a single bit at the $i$-th bit position. This implies that after the two expanded ID sequences are expanded, the $i$-th frame in each of the two resulting CH sequences will be composed of different types of sequences—viz, one frame is composed of a column-based sequence while the other frame is composed of a span-based sequence. As stated previously, a column-based sequence and a span-based sequence always overlap in $N$ distinct channels. Hence, any pair of nodes that construct CH sequences using the procedure described above would be able to rendezvous in the maximum number of distinct channels, which is $N$. To illustrate this point further, an example is given below.

Suppose node $x$ generates a column-based sequence $u^x$ and a span-based sequence $v^x$. Likewise, node $y$ generates $u^y$ and $v^y$. Moreover, suppose nodes $x$ and $y$ have expanded
ID sequences 100011 and 000011, respectively. Following the aforementioned procedure, the two nodes generate their CH sequences respectively as

$$(u^x || u^x) || (v^x || v^x) || (v^x || v^x) || (u^x || u^x) || (u^x || u^x)$$

and

$$(v^y || v^y) || (v^y || v^y) || (v^y || v^y) || (v^y || v^y) || (u^y || u^y) || (u^y || u^y).$$

The two nodes’ expanded ID sequences are different in the first bit position, and the first frame of each node’s CH sequence is $(u^x || u^x)$ and $(v^y || v^y)$ respectively. Since the first frame of one CH sequence is composed of two concatenated column-based sequences and the other is composed of two concatenated span-based sequences, nodes $x$ and $y$ are able rendezvous in $N$ distinct channels during the first half frame.

Note that node $x$ uses two concatenated column-based sequences, $(u^x || u^x)$, to expand a bit with a value of one or two concatenated span-based sequences, $(v^x || v^x)$, to expand a bit with a value of zero, instead of using a single column- or span-based sequence. This method is employed to guarantee that any pair of nodes that generate their CH sequences using the above procedure can rendezvous in $N$ channels irrelevant of the clock drift between them. For instance, if an expanded ID sequence’s bit is expanded to a single column (or span) based sequence, then rendezvous in $N$ channels cannot be guaranteed when the clock drift is greater than zero and less than the length of a frame. An example is given in Figure 4.7.

Algorithm 4 describes the procedure for generating CH sequences of a symmetric ACH system. The following theorem describes the properties of the CH sequences generated using Algorithm 4.
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node $x$’s expanded ID sequence = \{1, 0\}
node $y$’s expanded ID sequence = \{0, 1\}
\[ \uparrow \downarrow \] = Rendezvous over $N$ channels

Method 1:
node $x$: \[
\begin{array}{ccc}
    u^x & v^x \\
    \downarrow & \downarrow \\
    v^y & u^y
\end{array}
\]
node $y$: \[
\begin{array}{ccc}
    v^y & u^y \\
    \downarrow & \downarrow \\
    v^y & u^y
\end{array}
\]

Method 2:
\[
C (\text{rotate} (u^x, T - k), v^y) = N
\]
node $x$: \[
\begin{array}{cccc}
    u^x & u^x & v^x & v^x \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    v^y & u^y & u^y & u^y
\end{array}
\]
node $y$: \[
\begin{array}{cccc}
    v^y & v^y & u^y & u^y \\
    \downarrow & \downarrow & \downarrow & \downarrow \\
    v^y & u^y & u^y & u^y
\end{array}
\]

Figure 4.7: Motivation for using two concatenated column/span-based sequences instead of a single sequence. Suppose node $x$ generates column and span-based sequences $u^x$ and $v^x$; similarly, node $y$ generates sequences $u^y$ and $v^y$. Using two concatenated column or span-based sequences in the CH sequence construction method (method 2 in the figure), the maximum rendezvous diversity is guaranteed when two channel hopping nodes have a clock drift that is less than a frame length. In the example, given $N$ channels and a CH period of $T$, $\text{rotate}(u^x, T - k)$ yields another column-based sequence for node $x$, which overlaps with node $y$’s span-based sequence $v^y$ over $N$ channels. On the contrary, the method of using a single column or span-based sequence (method 1 in the figure) is unable to guarantee such maximum rendezvous diversity, e.g., $u^x$ may not have $N$ rendezvous channels with a sequence concatenated by parts of $v^y$ and $u^y$.

**Theorem 6.** Algorithm 4 generates sequences of an ACH system whose period is $6nN^2$ and degree of overlapping is $N$. Here, $N$ is the total number of channels, and $n$ is the length of a radio’s ID sequence.

**Proof.** Suppose two arbitrary channel-hopping nodes, $x$ and $y$, have $n$-bit ID sequences $\alpha$ and $\beta$, respectively. Let $a$ and $b$ be the expanded ID sequences of nodes $x$ and $y$. Each node generates a column-based sequence and a span-based sequence independently of the
Algorithm 4 CH Sequence Construction for Symmetric ACH Systems.

**Input:** an $n$-bit sequence, $\alpha$, and an asymmetric ACH system $\{u, v\}$ where $u$ is a column-based sequence and $v$ is a span-based sequence.

**Output:** a CH sequence $w$.

1: $a = \alpha||z||o$.
2: for $i = 0$ to $3n - 1$ do
3: \quad if $a_i == 1$ then
4: \quad \quad the $(i + 1)^{th}$ frame of $w$ is $(u||u)$.
5: \quad end if
6: \quad if $a_i == 0$ then
7: \quad \quad the $(i + 1)^{th}$ frame of $w$ is $(v||v)$.
8: \quad end if
9: end for

other node. Suppose node $x$ generates a column-based sequence $u^x$ and a span-based sequence $v^x$. Similarly, node $y$ generates a column-based sequence $u^y$ and a span-based sequence $v^y$. Using its $n$-bit ID sequence, $\alpha$, and the column-based sequence $u^x$ and the span-based sequence $v^x$ as inputs to Algorithm 4, node $x$ generates its CH sequence $w$. Similarly, using its $n$-bit ID sequence, $\beta$, $u^y$ and $v^y$ as inputs to Algorithm 4, node $y$ generates its CH sequence $w'$.

Since each CH sequence generated by Algorithm 4 (either $w$ or $w'$) contains $3n$ frames and each frame has exactly $2N^2$ slots, the period of a CH sequence generated by the algorithm is $6nN^2$.

Without loss of generality, suppose that node $x$’s clock is $i$ slots ahead of node $y$’s clock, where $i$ is an arbitrary integer. We prove that the CH sequences $\{w, w'\}$ form an ACH system by considering the following two cases.

**Case 1:** $2kN^2 < i \leq (2k + 1)N^2$, where $k \in [0, 3n - 1]$. In this case, node $x$’s CH sequence is ahead of node $y$’s CH sequence by $k$ frames and $(i - 2kN^2)$ slots. With respect to node $y$’s clock, node $x$’s CH sequence is equivalent to a CH sequence generated from
the bit sequence \( \text{rotate}(\mathbf{a}, \kappa) \). Let \( \mathbf{a}' = \text{rotate}(\mathbf{a}, \kappa) \), where \( \kappa = i - 2kN^2 \). According to Lemma 1, we have \( \text{rotate}(\mathbf{a}, \kappa) \neq \mathbf{b} \). If \( a'_j \neq b_j \) for some \( j \in [0, 3n - 1] \), there are two possible cases to consider:

1. If \( b_j = 0 \), then \( a'_j = 1 \). This implies that the \( (j + 1) \)-th frame of \( w' \) is \( (v^y||v^y) \) and the \( ((j + \kappa + 1) \mod 3n) \)-th frame of \( w \) is \( (u^x||u^x) \).

2. If \( b_j = 1 \), then \( a'_j = 0 \). This implies that the \( (j + 1) \)-th frame of \( w' \) is \( (u^y||u^y) \) and the \( ((j + \kappa + 1) \mod 3n) \)-th frame of \( w \) is \( (v^x||v^x) \).

**Case 2:** \( (2k + 1)N^2 < i \leq (2k + 2)N^2 \), where \( k \in [0, 3n - 1] \). In this case, node \( x \)'s CH sequence is ahead of node \( y \)'s CH sequence by an amount of \( (k + 1) \) frames and \( (i - (2k + 2)N^2) \) slots. With respect to node \( y \)'s clock, node \( x \)'s CH sequence is equivalent to a CH sequence generated from a bit sequence \( \text{rotate}(\mathbf{a}, \kappa+1) \). Let \( \mathbf{a}' = \text{rotate}(\mathbf{a}, k+1) \) and \( \kappa = (2k + 2)N^2 - i \). According to Lemma 1, we have \( \text{rotate}(\mathbf{a}, \kappa + 1) \neq \mathbf{b} \). If \( a'_j \neq b_j \) for some \( j \in [0, 3n - 1] \), there are also two possible cases to consider:

1. If \( b_j = 0 \), then \( a'_j = 1 \). This implies that the \( (j + 1) \)-th frame of the CH sequence \( w' \) is \( (v^y||v^y) \), the \( ((j + \kappa + 2) \mod 3n) \)-th frame of CH sequence \( w \) is \( (u^x||u^x) \).

2. If \( b_j = 1 \), then \( a'_j = 0 \). This implies that the \( (j + 1) \)-th frame of the CH sequence \( w' \) is \( (u^y||u^y) \), the \( ((j + k + 2) \mod 3n) \)-th frame of CH sequence \( w \) is \( (v^x||v^x) \).

In both cases, according to Theorem 2, a pair of sequences \( (v^y||v^y) \) and \( (u^x||u^x) \) (or \( (u^y||u^y) \) and \( (v^x||v^x) \)) form an ACH system that has a degree of overlapping of \( N \). This means that the pair of sequences have \( N \) distinct rendezvous channels irrelevant of the \( \kappa \)-slot clock drift when \( 0 \leq \kappa \leq N^2 \). Thus, \( w \) and \( w' \) have \( N \) distinct rendezvous channels.
Since $i$ is an arbitrary value, we can conclude that $\forall k, l \in [0, T - 1]$,

$$\mathcal{C}(\text{rotate}(w, k), \text{rotate}(w', l)) = N,$$

and $\{w, w'\}$ is an ACH system whose degree of overlapping is $N$.

According to Theorem 6, each node can rendezvous with another node without clock synchronization by independently generating ACH sequences using Algorithm 4. These ACH sequences enable maximum rendezvous diversity (i.e., rendezvous in $N$ distinct channels within a period of $6nN^2$). Hence, the resulting ACH system’s MRP value is $1/6nN$, and its ATTR is $O(N)$.

Note that no two distinct nodes will generate the same CH sequence since their expanded ID sequences are different. Using Algorithm 4, any two nodes can achieve asynchronous rendezvous without being pre-assigned a sender/receiver role.

### 4.7 Comparisons of ACH Schemes

In this section, we compare the proposed optimal ACH designs with existing CH schemes that also support the asynchronous operation. We assume that $N$ is the total number of available channels.

**Random channel hopping (RCH)** [54]. In this scheme, each node hops from one channel to another randomly at the beginning of every timeslot. The RCH scheme has an ATTR value of $N$. However, the RCH scheme does not guarantee a bounded TTR between any two sequences, and its MRP value cannot be calculated either.

**Sequence-based rendezvous (SR)** [19]. Every node using SR follows the same pre-determined CH sequence. The sequence period is $N(N + 1)$, the degree of overlapping is
A comparison of all the aforementioned schemes is summarized in Table 4.1. From the table, we can see that the proposed asymmetric and symmetric ACH schemes are superior to the other schemes in terms of degree of overlapping. Both schemes’ degree of overlapping is the maximum possible value of \( N \), and therefore the two schemes are optimal in terms of rendezvous diversity. On the other hand, the two schemes’ ATTR is \( O(N) \), which indicates that the ATTR scales linearly with the number of channels. The proposed optimal ACH systems and the SR scheme guarantee a bounded TTR between any two channel hopping nodes, while the RCH scheme cannot give an upper bounded TTR.

### 4.8 Performance Evaluation

#### 4.8.1 Simulation Setup

In this section, we compare the performance of three symmetric CH schemes that do not require clock synchronization, namely RCH, SR, and the symmetric optimal ACH, via simulation results. We simulate ten pairs of secondary nodes using ns-2 [63] in a

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Degree of overlapping</th>
<th>MRP</th>
<th>ATTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCH</td>
<td>0</td>
<td>n/a</td>
<td>( N )</td>
</tr>
<tr>
<td>SR</td>
<td>1</td>
<td>( \frac{1}{N(N+1)} )</td>
<td>( O(N^2) )</td>
</tr>
<tr>
<td>Asym. opt. ACH</td>
<td>( N )</td>
<td>( \frac{1}{N} )</td>
<td>( O(N) )</td>
</tr>
<tr>
<td>Sym. opt. ACH</td>
<td>( N )</td>
<td>( \frac{1}{6N} )</td>
<td>( O(N) )</td>
</tr>
</tbody>
</table>

1, and thus the MRP is \( \frac{1}{N(N+1)} \).
1000 m × 1000 m square area. Every secondary node has a single half-duplex radio, and the transmission range of every secondary radio is 250 m. In the simulations, the radios of all the secondary users and the primary users can access 11 channels (i.e., the number of channels available to the CR network is \( N = 11 \)). The duration of a timeslot is 10 ms. Each secondary node independently generates its CH sequence using the agreed CH scheme and performs channel hopping in accordance with the sequence. Once two nodes rendezvous on a channel, the link between them is established. Ten independent simulation runs were conducted for each simulation result.

**Primary user (PU) traffic generation.** We simulated \( X \) primary transmitters operating on \( X \) channels, and those channels were randomly chosen in each simulation run. In most existing work, it is assumed that a primary transmitter follows a “busy/idle” transmission pattern on a licensed channel [28], and we make the same assumption. The busy period has a fixed length of \( b \) timeslots, and the idle period follows an exponential distribution with a mean of \( l \) timeslots. All of the secondary nodes are within the transmission range of any primary transmitter. A channel is considered “unavailable” when primary user signals are present in it. All secondary nodes should refrain from transmitting in unavailable channels.

**Random clock drift.** The simulations were performed under the assumption that the nodes’ clocks are not synchronized. In each simulation run, each node determines its clock time independently of other nodes. Thus, there is a random clock drift between any two nodes.
4.8.2 Impact of Degree of Overlapping

To show the impact of degree of overlapping on the rendezvous process, we first simulate a scenario in which primary transmitters continuously transmit on $X$ channels, by setting $b$ equal to the simulation time (or $b = \infty$) without any idle period.

**Proportion of rendezvous pairs.** We use the term *rendezvous pair* to denote a pair of nodes that are able to rendezvous successfully. We also define the term *proportion of rendezvous pairs* as the ratio between the number of rendezvous pairs and the total number of node pairs that attempt rendezvous expressed as a percentage. We measured the proportion of rendezvous pairs while varying the number of primary transmitters, and the results are shown in Figure 4.8. As expected, SR showed inferior performance compared to the other two schemes due to the fact that they have small degree-of-overlapping values (see Table 4.1). When the degree of overlapping of a CH scheme is small, the scheme is more vulnerable against rendezvous failures caused by the presence of PU signals. In
contrast, the optimal ACH scheme has the maximum possible value for the degree of overlapping, viz $N$, which explains its robustness against the aforementioned vulnerability.

\textbf{ATTR.} In Figure 4.9, we compare optimal ACH and RCH in terms of ATTR. Although RCH has a high proportion of rendezvous pairs (see Figure 4.8), it requires a significantly greater TTR, compared to optimal ACH, to establish rendezvous.

\textbf{Rendezvous rate.} We define the \textit{rendezvous rate} as the number of successful rendezvous per slot. The rendezvous rate is another measure for quantifying a CH scheme’s ability to establish rendezvous in the presence of PU signals. The measured rendezvous rates for the three CH schemes are given in Figure 4.10. Note that MRP is a theoretical estimate of the rendezvous rate when all of the $N$ channels are free of primary user signals. The rendezvous rate is an empirically-obtained measure of the number of rendezvous per slot in the presence of PU transmissions. Figure 4.10 shows that the optimal ACH scheme has the highest rendezvous rate among the three CH schemes.
4.8.3 Impact of Dynamic PU Traffic

In this set of simulations, we compare the three CH schemes when the primary user transmission parameters vary dynamically. Specifically, two parameters are varied: the length of the busy period, $b$, and the mean of the idle period, $l$.

In Figures 4.11 and 4.12, we show the average TTR of the three schemes as $l$ is varied while fixing parameters $X$ and $b$. From both of the figures, we can observe that as the spectrum availability of each channel ($\frac{l}{l+b}$) increases, the measured ATTR values of all CH schemes decrease. Note that the performance of SR is inferior to that of RCH and optimal ACH due to its long period length ($N(N + 1)$) and low degree of overlapping value. From Figure 4.12, we can observe that the increase in $l$, from $l = 2$ to $l = 8$, while fixing $b = 1$ has little effect on decreasing the average TTR of the three CH schemes. This phenomenon can be attributed to the fact that the availability of the channels is already sufficiently high when $l = 2$, which enables most node pairs to readily rendezvous without
encountering primary user-occupied channels.

Based on our analytical and empirical results, we can make the following conclusions about the relative performance of the asynchronous CH schemes under consideration: the CH schemes that have maximum rendezvous diversity (e.g., optimal ACH) or provide rendezvous opportunities on every channel (e.g., RCH) would outperform the CH scheme that has a limited degree of overlapping value but a long period length (e.g., SR), in terms of the average TTR.

### 4.9 Summary

In this chapter, we have presented a systematic approach for designing channel hopping (CH) protocols for CR networks that enable rendezvous between the sender and the receiver even if their clocks are asynchronous. Our approach is novel in that it considers the maximum degree of overlapping, clock synchronization and channel access latency issues
in the design of asynchronous CH schemes. There are two fundamental challenges in devising an asynchronous CH scheme for CR networks: (1) establish pairwise rendezvous between two CH sequences of the sender and the receiver on every available channel; and (2) ensure that two asynchronous CH sequences achieve rendezvous with an upper bounded time-to-rendezvous (TTR). Using the array-based quorum system, we have devised asynchronous CH schemes that meet the challenges mentioned above.
Chapter 5

Segment-based Channel Assignment in Cognitive Radio Networks

This chapter is organized as follows. We present a discussion of motivation in Section 5.1. In section 5.2, we provide details on a distributed algorithm for supporting segment-based channel assignment. In section 5.3, we show the simulation results and summarize this chapter in Section 5.4.

5.1 Motivation for Segment-based Channel Assignment

5.1.1 Segment-based Channel Assignment

In conventional multi-channel wireless networks, all channels are fixed in terms of frequency and bandwidth [49]. In CR networks, the spectrum opportunities dynamically vary according to the primary users’ transmissions. A flow that traverses through areas
within the range of transmitting primary users experiences dynamically changing channel availability. Thus, it is not possible to assign the same channel to all the links within a flow or component due to the presence of primary signals. This means that flow- and component-based channel assignment algorithms used in conventional wireless networks cannot be applied in CR networks. For this reason, existing channel assignment schemes for CR networks use the link as the granularity of channel assignment. Unfortunately, the link-based approach incurs performance disadvantages due to frequent channel switching. Note that an intersection node that serves multiple links or flows in different channels needs to carry out channel switching. The aforementioned drawbacks include switching delay, synchronization requirement, and scheduling overhead. The latter two drawbacks can be mitigated by employing a control channel. This approach, however, is not desirable for single radio interface network if channel switching overhead is significant, as it requires frequent switching between the control channel and the data channels. Channel assignment approaches for multi-radio networks are discussed in [2].

To address the drawbacks of the link-based approach, we propose a new channel assignment strategy that uses the segment as the granularity of channel assignment. The proposed approach addresses the spectrum variability problem (caused by primary user transmissions) by considering spectrum sensing results in channel assignment decisions, and outperforms the link-based approach by requiring less frequent channel switches.

Before defining the terms segment and segment-based channel assignment, we need to define the term component. A component in a flow graph\(^1\) is defined as a maximally connected sub-graph [65] such that there exists a path from any node in the sub-graph to all other nodes in the sub-graph. Next, we define the following terms:

\(^1\)The set of active links carrying flow traffic in a network.
**Definition 8.** A segment is defined as the maximal sub-graph of a component in which all nodes in the sub-graph have access to at least one common channel.

**Definition 9.** The two nodes at both ends of a link that connects two segments of the same component are defined as segment gateway nodes.

The segment-based channel assignment strategy assigns the same channel to all nodes within a segment while conforming to the spectrum utilization rules of the OSS paradigm. The assigned channel is called the operation channel of that segment. An illustration of the segment-based channel assignment strategy is shown in Figure 5.1. Due to the spatial variability in spectrum opportunities, secondary users in different locations may detect different spectrum “white spaces”. Suppose there are two primary user transmitters, PU1 and PU2, transmitting in channels 1 and 2, respectively. We assume that the primary network is a TV broadcast network. There is an ad hoc network composed of CR nodes, coexisting with those two primary users. There are two channels in total and two data flows: Flow 1 from node 0 to node 4 and Flow 2 from node 5 to node 6. Due to PU1 on channel 1 and PU2 on channel 2, the only available channel for nodes \{0, 1, 5, 6\} is channel 2, while the only available channel for nodes \{3, 4\} is channel 1. Node 2 is outside the interference range of the two primary transmitters, and hence has access to both channels.

If Definition 8 is applied to the scenario given in Figure 5.1, then one can see that nodes \{0, 1, 5, 6\} form one segment and nodes \{2, 3, 4\} form another segment. Note that node 2 can belong to either segment by Definition 8. In Figure 5.1, nodes 1 and 2 are the gateway nodes.

In the above discussions, we have implicitly assumed that the channels of a primary network are equivalent to those of a secondary network. However, this may not be true.
Figure 5.1: An illustration of segment-based channel assignment.

For example, the IEEE 802.22 standard [31] supports channel bonding such that up to 3 TV channels of a primary network can be bonded to one channel for use by the secondary network to support high-bandwidth applications. Since our assumption regarding the channels does not affect our discussions of the proposed segment-based channel assignment scheme, we will continue to make this assumption for the sake of simplicity.

5.1.2 Performance Considerations

Link- and flow-based approaches require channel switching when a node serves two links or two flows on different channels. The segment-based approach requires channel switching when two segment gateway nodes on different channels need to communicate with each other. In the following discussions, we compare the segment-based approach with the link-based approach using flow capacity.
5.1.2.1 Flow capacity without channel switching

In the following analysis, we make the following assumptions: (1) a total of three channels; (2) switching delay is ignored; (3) a two-hop interference region for the secondary network; and (4) links within the same interference region in the same channel are assigned to different slots. We analyze two different cases.

Case 1: Contending flows. We compare the flow capacity of link- and segment-based approaches for the case of contending flows. Figure 5.2 shows the slot and channel assignments for two contending flows. The operation channels of the two primary users are different. Two flows are said to be contending, if there is at least one node in the set of active nodes of one flow that is within the interference region of the set of active nodes of the other flow.

Figure 5.2: Channel and slot assignments for contending flows.
also shown. We observe that it is possible to assign the slots in such a way that links within the same contention region are assigned to different slots. In the following discussions, we assume that the link capacity is $W$.

Using the link-based channel assignment, the per-flow capacity is limited to $W/2$, irrespective of the number of channels and the slot schedule if we assume that each node is equipped with a single, half-duplex radio. In Figure 5.2 (a), the two contending flows each achieve a per-flow capacity of by using channel and slot assignment schemes that utilize three channels and two slots, $t_1$ and $t_2$.

In the segment-based approach, a single flow may be divided into one or multiple segments. The per-flow capacity is limited by the segment that has the smallest capacity value within the flow. In Figure 5.2 (b), there is only one segment in each flow. The maximum flow capacity of each contending flow is $W/3$, which is equal to the maximum per-flow capacity of a single flow using segment-based channel assignment.

From the above discussions, we can conclude that the per-flow capacity for both link- and segment-based channel assignment strategies is $O(W)$ for non-intersecting, contending flows.

**Case 2: Intersecting flows.** Figure 5.3 shows an example of intersecting flows. Node $X$ is the intersection node. Note that when two flows intersect, the per-link capacity is upper bounded by $W/4$ because the capacity of the links around the intersection node is limited to $W/4$ due to the fact that each node is equipped with a single half-duplex radio. In the link-based approach, the per-flow capacity is $W/4$ as shown in Figure 5.3 (a). In the segment-based approach, we need to schedule five slots to avoid interference around the intersection node $X$. Hence, the per-flow capacity is $W/5$. 
(b) Segment-based: flow capacity = $W/5$

(a) Link-based: flow capacity = $W/4$

Figure 5.3: Channel and slot assignments for intersecting flows.

If we add one more flow (Flow $i$ in Figure 5.3) intersecting at node $X$, two more slots need to be scheduled. Suppose $n$ flows intersect at node $X$, then the aggregate flow capacity of $n$ flows under the link- and segment-based approaches are $W/2$ and $W/(2 + 1/n)$ respectively. From the above equations, we observe that the aggregate flow capacity of $n$ intersecting flows under both channel assignment strategies is $O(W)$.

In the above discussions, we ignored the detrimental effects of channel switching on network performance; we investigate this issue next.
5.1.2.2 Flow capacity with channel switching

When forwarding a packet, a secondary node needs to switch channels if two neighboring links are assigned to different channels. For a typical 802.11 network interface card, the switching delay is of the order of 80-100 $\mu s$ and the transmission time for a 1 KB packet at 54 Mbps is 160 $\mu s$ [64]. Thus, the switching delay in the aforementioned example is of the same order as the transmission time of a data packet. The switching delay contributes to the increase in the end-to-end delay of each packet’s transmission as the switching delay is additive across all nodes that perform switching. According to [39], a wireless network’s capacity $C$ degrades as a function of $S/(S + T)$, where $S$ is the switching delay and $T$ is the transmission time. Suppose that there are $x$ intermediate nodes in one flow that serve two neighboring links on different channels. Also, suppose that the flow is divided into $y$ segments. The channel switching delay is $t_s$. The additive switching delay for link- and segment-based approaches is given by the following relations: $S_{\text{link}} = x \cdot t_s$ and $S_{\text{segment}} = (y - 1) \cdot t_s$. Typically, the number of segments in a given flow (when using segment-based channel assignment) is much less than the number of nodes that need to perform channel switching (when using link-based channel assignment), thus $y < x$. Assuming other factors are the same, the capacity degradation caused by the switching delay in the link-based approach is greater than that in the segment-based approach. Thus, we can conclude that $C_{\text{link}} < C_{\text{segment}}$, where $C_{\text{link}}$ represents the estimated capacity under link-based approach and $C_{\text{segment}}$ represents the estimated capacity under segment-based approach.
5.2 Segment-based Channel Assignment

In this section, we present a distributed approach for realizing the segment-based channel assignment strategy. The proposed approach includes a channel assignment scheme and an adaptive segment maintenance scheme.

5.2.1 Initial Handshake

Before communicating with neighboring nodes, a secondary node needs to inform its neighbors about its current operation channel and the list of channels that is available to it. Each node in the network is required to broadcast an initial message (IM) on all of its available channels in a round-robin manner; this procedure is similar to the initial handshake procedure proposed in [69]. An alternative way for the initial handshake is based our proposed rendezvous protocols in Chapters 3 and 4. The IM of node $i$ includes information regarding its available channel set $A_i$ and its operation channel. Through the received IMs, a node acquires knowledge about the available channels and the operation channel of each neighboring node. Once the initial handshake is finished, the channel assignment process can start. Note that the proposed channel assignment scheme performs channel assignment, segment formation, and route discovery in an integrated manner. A node needs to broadcast an updated IM to its neighbors every time it changes its operation channel or revises its list of available channels.
5.2.2 Channel Assignment

The proposed channel assignment scheme can be integrated into any routing protocol for wireless ad hoc networks in which the source node of a flow initiates the route discovery process. Here, we take Dynamic Source Routing (DSR) [37] as an example.

5.2.2.1 Route request propagation

The proposed scheme’s route request propagation phase is similar to the route request broadcast in DSR, and is described below.

1. A source node broadcasts a route discovery request (RREQ) message on all of the operation channels of its neighboring nodes. The operation channels of the neighbors are obtained from the IMs collected in the initial handshake phase.

2. When an intermediate node \( j \) receives the RREQ message, it piggybacks channel contention information on it and broadcasts the modified RREQ message to its neighbors. Specifically, \((c_{l_j}(i_1), c_{l_j}(i_2), \ldots)\) is piggybacked on the RREQ, where \(c_{l_j}(c)\) is the contention level of channel \( c \in A_j \) perceived by the intermediate node \( j \). The contention level of a channel is defined as the number of neighboring nodes that may potentially access this channel. The contention level value is calculated using the information in the IMs exchanged in the initial handshake procedure. As an example, let us calculate the value \(c_{l_j}(c)\). Suppose an intermediate node \( j \) has a set of neighbors represented by \( N_j \), and each neighbor \( r \) has an available channel set \( A_r \)—both values can be obtained from the IMs. For \( c \in A_j \) and \( r \in N_j \), we define...
an indicator function as
\[ I_j(c, A_r) = \begin{cases} 
1, & \text{if } c \in A_r, \\
0, & \text{otherwise}. 
\end{cases} \]

Then, the contention level of channel \( c \in A_j \) perceived by node \( j \) can be calculated according to
\[ cl_j(c) = \sum_{r \in N_j} I_j(c, A_r). \]

The channel contention level values are used in making channel selection decisions.

3. Using the received RREQs, the destination node constructs a set of disjoint paths and selects the shortest path from the set. Here, we assume the shortest-path (i.e., the path with the minimum hop number) selection policy. Then the destination node transmits a route reply (RREP) message back to the source via the reverse path, and prepares for channel assignment and segment formation.

### 5.2.2.2 Route reply and channel assignment

In a network of secondary nodes, different portions of a route may use different channels due to channel availability influenced by spectrum variability. Suppose \( A_j \) denotes the list of available channels for node \( j \). Then, each route has a corresponding available channel set, represented by \( A_1, A_2, ..., A_k \), where \( k \) is the number of nodes on the route. In order for a route to be valid, relation (5.1) needs to be satisfied:

\[ A_j \cap A_{j+1} \neq \emptyset, \quad j = 1, ..., k - 1. \]  

(5.1)

Relation (5.1) is satisfied when every pair of neighboring nodes on the route has at least one common channel available to both nodes. The RREP message transmitted by the
destination node traverses through the $k$ nodes towards the source node via the reverse-path.

1. Destination node $k$ selects an available channel $i^*$ with the smallest contention level value from set $A_k$, i.e.,

$$i^* = \arg \min_{i \in A_k} \sum_{j=1}^{k} cl_j(i).$$

(5.2)

Destination node $k$ records its assigned channel as $ch_k = i^*$. The contention level values are obtained from the piggybacked information in the RREQs. Destination node $k$ creates a new segment $s_k$ and assigns itself to this segment. This new segment currently includes only one node, namely node $k$. The destination node piggybacks the 3-tuple $(s_k, ch_k, A_k)$ in an RREP and sends it on the operation channel of the next node upstream\(^3\) (i.e., node $(k – 1)$).

2. When an RREP (with the piggybacked tuple) is received on its operation channel, an intermediate node $j$ checks to see whether it is already associated with an existing segment, $s^*$, and assigned to a channel, $ch_{s^*}$. i.e., it checks whether $s_j = s^*$ and $ch_j = ch_{s^*}$. If node $j$ is already associated with a segment, it ignores the piggybacked information in the RREP. Then, node $j$ notifies all the downstream nodes in its flow that are within the same segment about the channel assignment and the segment association. After receiving the notification message, each notified node resets its assigned channel as $ch_j$ and segment association as $s_j$. Next, node $j$ piggybacks the tuple $(s_j, ch_j, A_j)$ in the RREP and sends it to the next node upstream (i.e., node $(j – 1)$) on the operation channel of node $(j – 1)$.

\(^3\)The upstream direction is the direction from the destination to the source. The downstream direction is the opposite of upstream.
3. Suppose that an intermediate node $j$ has not committed to any existing segment and

$$ch_{j+1} = A_j, j = 1, \ldots, k - 1. \tag{5.3}$$

That implies that node $j$ can access the operation channel of the downstream neighbor node $(j + 1)$. Thus, node $j$ selects the same channel and associates itself with the same segment as node $(j + 1)$, i.e., $ch_j = ch_{j+1}$ and $s_j = s_{j+1}$. Node $j$ piggybacks the tuple $(s_j, ch_j, A_j)$ in the RREP and sends it to the next upstream node (i.e., node $(j - 1)$) on the operation channel of node $(j - 1)$.

4. If node $j$ is not committed to any existing segment and relation (5.3) does not hold, then node $j$ creates a new segment, $s_j$, and selects a channel from $A_j$ as its operation channel, $ch_j$. When selecting a channel, node $j$ applies the same rule that the destination node applied in selecting its operation channel (see step (1) in Section 5.2.2.2). Node $j$ piggybacks the tuple $(s_j, ch_j, A_j)$ in the RREP and sends it to its upstream node.

5. When the RREP arrives at the source node, the source generates an ACK and sends it to downstream nodes of this route on their current operation channels to notify them that it has received the RREP. When a downstream node receives an ACK from the source, the operation channel and segment association selected by this node take effect. In Figure 5.4, we have applied the aforementioned channel assignment scheme to a simple two-segment network as an example.

Note that our protocol uses the RREP messages to perform channel assignment as opposed to using RREQ messages (cf. [64]).
5.2.3 Segment Maintenance

The temporal changes in the primary users’ utilization of the spectrum would cause changes in spectrum availability for the secondary users, thereby causing some of the secondary nodes to switch to a different channel. This, in turn, would induce changes in the segments within a secondary network. Two scenarios can occur: segment splitting and segment merging. In the following discussions, we discuss both scenarios.

5.2.3.1 Segment splitting

The appearance of a primary user’s signal in a spectrum band that is currently occupied by secondary nodes causes those secondary nodes to vacate that band and move to a fallow band by switching to another channel. Note that the appearance of a primary user does not necessarily require all of the nodes within a segment to switch channels; only a subset of the nodes may need to switch. Suppose that an intermediate node $j$ detected the presence
of a primary user signal and needs to switch to a different channel. Node $j$ triggers a Channel Change message (CCHG) which is propagated towards the source (using the current operation channel). After receiving the CCHG, the source node generates a Route Repair message (RR) and sends it downstream via the current route. RR is forwarded towards the destination until it reaches node $j^*$. Node $j^*$ is the node closest to the source node among the nodes that generated a CCHG. Node $j^*$ initiates a route request propagation procedure to re-establish a new route to the destination. The procedure is the same as the one described in Section 5.2.2. This triggers another round of channel assignments for all nodes downstream of node $j^*$. This new channel assignment procedure will lead to the splitting of the current segment into two or more smaller segments.

### 5.2.3.2 Segment merging

As noted in [64], the performance limitation of link- and flow-based channel assignment schemes is primarily due to the switching delay and overhead incurred when an intersection node serves two links/flows in different channels. Hence, minimizing the number of channel switchings can enhance performance significantly. In the context of the proposed segment-based channel assignment scheme, the number of channel switchings can be reduced when one takes advantage of a scenario in which an active primary user halts transmitting and releases a previously occupied band. By utilizing the recently released band, the secondary network may be able to reduce the number of segments, thus reducing the number of segment gateway nodes that need to carry out channel switching. An example is shown in Figure 5.5. In this figure, Primary User 2 (PU2) has halted its transmission, thus releasing Channel 2, and enabling nodes 2, 3, and 4 to use Channel 2. Now, all nodes can be associated with a single segment that uses Channel 2. Comparing Figures 5.4 and
Figure 5.5: Two segments merge into one if primary user 2 is silent.

5.5, we can see that the merging of the two segments into one will no longer require node 1 to carry out channel switching.

As noted above, the primary benefit of segment merging is the reduction of costs associated with channel switching (such as delay and overhead). However, segment merging is not always beneficial. Note that the segment merging process itself requires some nodes to perform a one-time channel switch. In fact, segment merging may even degrade performance when the period of the primary users’ on/off cycle is short relative to the lifetime of a flow. For instance, if primary signals occupy and release the current band occupied by the segment’s channel with high frequency, then multiple instances of segment merging and splitting may occur during the lifetime of a flow. In such a scenario, the overhead of segment merging/splitting would outweigh the benefits of segment merging, thus leading to poor performance. An interesting avenue for future research is investigating the trade-offs of segment merging and its relationship to the performance of the secondary network.
5.3 Performance Evaluation

5.3.1 Simulation Setup

Throughout this section, we compare the proposed segment-based channel assignment scheme with the link-based channel assignment scheme. The simulations are carried out for a $1000m \times 1000m$ square area with 50 secondary nodes placed randomly via a uniform distribution. All nodes are stationary. The transmission range of each secondary node is $250m$. We assume the existence of two primary signal transmitters—one transmitting in channel 1 and located at coordinates $(0, 500)$, and the other one transmitting in channel 2 and located at coordinates $(1000, 500)$. The default channel capacity is 1Mbps, and the channel switching delay has a constant value of $100 \mu s$. To simulate the proposed channel assignment scheme, we modified DSR to support channel assignments at the granularity of segments. In the simulated link-based approach, a link is assigned to a channel that has the smallest contention level value. For comparing the two channel assignment approaches, two evaluation metrics were used: average throughput and accumulative end-to-end delay. All results shown here are the results of averaging 10 simulation runs for each experiment.

5.3.2 Simulation Results

The simulation result shows superiority of our segment-based approach in performance over the link-base approach.
5.3.2.1 Invariant primary user transmission

We assume that the two primary users transmit during the entire duration of the simulation time interval. The total number of available channels is five. We compare the two channel assignment approaches using the average throughput of 10 UDP flows while varying the number of available channels. The results are shown in Figure 5.6. We varied the total number of channels from 2 to 5.

5.3.2.2 Segment merging in the presence of variant primary user transmission

To maintain an adequate level of performance, it is expected that the secondary network will choose to use licensed spectrum bands in which primary users’ transmission pattern is not extremely dynamic (i.e., do not change very frequently). Thus, here we do not consider the case in which the primary users’ transmission pattern varies frequently. We
carried out a set of simulation experiments in which the primary user PU2 (operating in channel 2) has the following transmission schedule: it starts transmitting at the time point 0 sec; turns off at the 600-th sec; restarts transmitting at the 1000-th sec; and turns off again at the 1600-th sec. The total simulation time is 2000 seconds. We compared the average throughput of three channel assignment schemes: segment-based approach without segment maintenance, segment-based approach with segment maintenance (i.e., segment merging and segment splitting), and link-based approach. The second approach performs segment merging when PU2 turns off to utilize the freed channel, and performs segment splitting when PU2 turns back on to avoid interfering with the primary signal transmission.

In Figure 5.7, we observe that the segment merging process used by the second channel assignment scheme causes the average throughput to improve. We can clearly see the throughput curve of the second scheme follow a positive slope during PU2’s two off time.
periods (i.e., [600, 1000] and [1600, 2000]). During the interval [1000, 1600], the throughput curve of the segment-based channel assignment scheme with segment maintenance follows a negative slope due to the delay and overhead involved in segment splitting.

5.4 Summary

In this chapter, we have considered the channel assignment problem in single radio interface, CR ad hoc networks. We have proposed a novel channel assignment scheme that assigns channels at the granularity of segments. In the OSS paradigm, the temporal and spatial spectrum variability caused by the primary users’ spectrum utilization adds another dimension of complexity to the problem of channel assignment. Existing channel assignment approaches—such as link-based and component-based approaches—do not consider spectrum variability because they were originally designed for conventional wireless networks. Therefore, those approaches do not offer the best trade-off in terms of incumbent coexistence and network performance in the OSS model. The proposed channel assignment scheme is significantly simpler than the existing approaches, and offers practical benefits. Using simulation results, we have demonstrated that the segment-based channel assignment scheme outperforms the link-based channel assignment approach under realistic network conditions.
Chapter 6

A Coexistence-aware Spectrum Sharing Protocol

This chapter is organized as follows. In Section 6.1, we propose the Coexistence-aware Spectrum Sharing (CASS) protocol, and we evaluate the performance of CASS in Section 6.2. We discuss related work in Section 6.3 and conclude this chapter in Section 6.4.

6.1 The CASS Protocol

6.1.1 Basic Assumptions

Incumbent traffic. We assume that the presence or absence of incumbent users’ signals on a channel, say channel $i$, can be modeled as a continuous-time “ON/OFF” Poisson process [28], where inter-arrival times of consecutive incumbent signals are exponentially-distributed with a rate parameter. Let the random variable $V_i$ denote the length of an
incumbent’s idle interval (\textit{incumbent idle time period}) on channel \(i\). Similarly, let the random variable \(U_i\) denote the length of an incumbent’s busy interval (\textit{incumbent busy time period}) on channel \(i\). Suppose that \(E[V_i] = v_i\) and \(E[U_i] = u_i\). As shown in [38], the value of \(v_i\) and \(u_i\) can be estimated using spectrum sensing results. The probability that channel \(i\) is free of incumbent users’ signals is

\[ \alpha_i = \frac{v_i}{v_i + u_i}. \]

\textbf{QoS requirement.} The spectrum contention process would require the coexisting networks to exchange potentially sensitive information—such as QoS requirements, traffic load, and network characteristics—to negotiate and resolve the contention among them. We need a measure to quantify the traffic load of a coexisting network. For this purpose, we use \(r(x)\) to denote the minimum number of channels required by a BS \(x\) to satisfy the QoS of its workload.

\textbf{Inter-BS communication.} 802.22 defines inter-BS communication methods: over-the-air and over-the-backhaul in support of the inter-BS communication. These features enable a BS to exchange control information with neighboring BSs in a timely and efficient manner.

\subsection*{6.1.2 Dynamic Switching between the Two Spectrum Sharing Modes}

CASS supports two spectrum sharing modes: non-exclusive spectrum sharing and exclusive spectrum sharing. It can switch from one mode to the other depending on the channel conditions. CASS performs channel evaluation to determine when to switch from one mode to the other. In this channel evaluation process, CASS needs to calculate the channel capacity in each of the two spectrum sharing modes.
6.1.2.1 Channel capacity in non-exclusive spectrum sharing mode

If the renter BS shares channel $i$ with its neighbors, self-interference may cause packet collisions. Let $\gamma(i)$ denote the maximum achievable SIR perceived by the renter on the selected channel $i$. Let $e(i)$ denote the packet error rate on the selected channel at a receiver (a CPE) in the renter’s cell. The capacity of channel $i$ in non-exclusive spectrum sharing can be expressed as

$$C_N(i) = \alpha_i \cdot (1 - e(i)).$$

In [53], Shellhammer describes a way of estimating $e(i)$ based on $\gamma(i)$: given the modulation method, the symbol error rate (SER) can be estimated based on $\gamma(i)$; then, $e(i)$ can be calculated based on the SER.

6.1.2.2 Channel capacity in exclusive spectrum sharing mode

If exclusive spectrum sharing of the selected channel is necessary, a contention phase is periodically scheduled so that the channel contention procedure can be invoked. Let $T$ denote the duration of a channel contention period. At the end of every contention period, a contention phase of length $S$ is scheduled, as shown in Figure 6.1. $S$ must be long enough to perform channel contention-related operations, such as determining the target channel(s), performing channel contentions (via the exchange of inter-BS beacons), and preparing to resume transmissions on the new channels (if new channels have been acquired or if channel switches have occurred).

The capacity of channel $i$ in exclusive spectrum sharing can be calculated as

$$C_E(i) = \alpha_i \cdot \frac{T_X(i)}{v_i},$$
where \( T_X(i) \) is the expected maximum transmission time for 802.22 entities on channel \( i \) during an incumbent idle time period.

802.22 entities cannot immediately start to access a channel once spectrum sensing determines that the channel is fallow. A quiet period of length \( Q \) is needed for performing spectrum sensing and channel setup before an 802.22 entity can access the channel, as shown in Figure 6.1. Let the random variable \( \tau \) and random variable \( L_i \) denote the length of the incumbent idle time period and the length of an 802.22 entity’s maximum transmission time on channel \( i \) (during an incumbent idle time period), respectively. One of two possible scenarios can occur:

- if \( \tau \leq Q \), \( L_i = 0 \);
- If \( \tau > Q \), the incumbent idle time period is composed of a quiet period, \( \lfloor \frac{\tau - Q}{T} \rfloor \) contention periods and a residual time interval \( Z \) as shown in Figure 6.1, where \( 0 \leq Z < T \).

Let \( p_{FN} \) denote the false negative\(^1\) probability of spectrum sensing in the contention source’s cell. Now we can calculate the expected maximum transmission time on channel

\(^1\)This type of error occurs when the spectrum sensing results erroneously indicate that a channel is free of incumbent signals when in fact the opposite is true.
where \( p_r(i) \) is the probability that there is no incumbent signal arrival in channel \( i \) during the time duration \( \tau \). This value can be calculated using the following equation:

\[
p_r(i) = \int_0^\infty \frac{1}{v_i} e^{-\frac{u}{v_i}} du = e^{-\frac{\tau}{v_i}}.\]

### 6.1.2.3 An approach of switching between two modes

In 802.22, the non-exclusive spectrum sharing of the selected channel is attempted first. As stated in Rule 2, if the maximum achievable SIR on the selected channel is not sufficiently high, 802.22 prescribes exclusive spectrum sharing. However, 802.22 fails to give specific guidelines on when to use exclusive sharing. We propose one possible approach for determining when to use exclusive spectrum sharing. CASS determines which spectrum sharing mode to operate in, for a given channel \( i \), by comparing \( \gamma(i) \) with the required SIR threshold parameter \( \gamma^*(i) \). To obtain the value of \( \gamma^*(i) \), we need to first solve for \( e(i) \) in the equation \( C_N(i) = C_E(i) \); and then find the SIR value corresponding to the solved \( e(i) \), which is used as the value of \( \gamma^*(i) \). CASS determines the spectrum sharing mode as follows:

1. If \( \gamma(i) \geq \gamma^*(i) \), CASS operates in the non-exclusive spectrum sharing mode. The benefits of non-exclusive sharing (e.g., low control overhead) outweigh the benefits of exclusive sharing (e.g., no self-interference).
2. If $\gamma(i) < \gamma^*(i)$, CASS operates in the exclusive spectrum sharing mode. The benefits of exclusive sharing outweigh the benefits of non-exclusive sharing.

### 6.1.3 The Channel Selection Mechanism

The channel selection criterion in 802.22’s mechanisms (Rule 1) implies that the renter BS does not consider any incumbent coexistence issues. It may not be suitable in environments where the appearance of incumbent signals are frequent and unpredictable—such a scenario would likely occur in areas where Part 74 devices operate. After the incumbent signals on active channels have been detected in a cell, the BS and CPEs need to vacate those channels as soon as possible and find suitable replacement channels. The incumbent users in the cell’s vicinity are also likely to experience some level of interference. Instances of such undesirable situations can be reduced by considering the incumbent coexistence requirement during the channel selection process. We propose to use an incumbent protection criteria—probability of interfering with incumbent signals on an 802.22 channel. CASS prescribes that the renter BS should select an 802.22 channel that has the lowest probability of interfering with incumbent signals.

For a BS $x$ in need of spectrum, let $N(x)$ denote the set of neighboring BSs of $x$. Let $C(y)$ denote BS $y$’s set of candidate channels. BS $x$’s grand candidate channel set is

$$G(x) = \bigcup_{y \in N(x)} C(y).$$

For channel $i$ and BS $y$, let $r^y_i$ denote the probability that BS $y$ schedules data transmissions on channel $i$ in a given time interval. The value of $r^y_i$ for any channel $i$ is determined by the BS $y$ itself. When $r^y_i = 0$, this means that channel $i$ is a candidate channel for BS $y$ or
channel $i$ is not allocated to BS $y$. Neighboring BSs exchange information on each other’s $r_{i}^{y}$ value using inter-cell beacons\textsuperscript{2}.

We define the \textit{channel accessibility} of channel $i$ for the renter BS $x$, represented by notation $\varphi_{x}(i)$, as the probability that BS $x$ can access channel $i$ with no incumbent or self-interference in a given time interval. We can compute $\varphi_{x}(i)$ using the following equation:

$$\varphi_{x}(i) = \alpha_{i} \prod_{y \in N(x)} (1 - r_{i}^{y}).$$

We define the set of \textit{accessible candidate channels} for the BS $x$ as

$$R(x) = \{i|\varphi_{x}(i) > \eta, \ i \in G(x)\}, \quad (6.1)$$

where $\eta$ is an adjustable parameter.

To comply with CASS’s channel selection rule, BS $x$ selects channel $s$ such that

$$s = \arg \min_{i \in R(x)} \{p_{\text{int}}(i)\}, \quad (6.2)$$

where $p_{\text{int}}(i)$ is the probability of interfering with incumbent signals on channel $i$. Let $t$ denote the expected length of secondary user packets. If $v_{i}$ is known, $p_{\text{int}}(i)$ can be calculated as

$$p_{\text{int}}(i) = 1 - \int_{t}^{\infty} \frac{1}{v_{i}} \cdot e^{-\frac{u}{v_{i}}} du = 1 - e^{-t/v_{i}}. \quad (6.3)$$

CASS’s channel selection technique minimizes the probability of interfering with incumbent signals (as prescribed by (6.3)) subject to the constraint on channel accessibility (as prescribed by (6.1)).

\textsuperscript{2}In 802.22, a \textit{quiet period} in every 802.22 frame is used for 802.22 entities to exchange inter-cell beacons. Information about the cell’s candidate channel sets and active channel sets is contained in the beacons.
6.1.4 The Channel Contention Procedure

In ODSC’s CCN-based channel contention procedure, every BS has the equal probability of winning the target channel, which is \( 1/k \) (\( k \) is the number of BSs participating in the contention process). This implies that a contention source that has a high QoS requirement is unlikely to win the needed channels when there are a large number of competing BSs. To address this problem, instead of using CCN, CASS employs the Contention Priority Number (CPN) to resolve pair-wise contentions.

6.1.4.1 Contention priority number

Let \( H(i) \) define set of BSs that contend for channel \( i \), and let \( p_x \) denote the CPN of BS \( x \). In CASS, every BS \( x \in H(i) \) that contends for channel \( i \) will broadcast its QoS requirement \( r(x) \) to neighboring BSs.

After collecting the QoS requirements of competing BSs, every BS is able to determine the contention window size \( W \) as follows.

\[
W = \sum_{x \in H(i)} r(x).
\]

Every BS \( x \in H(i) \) selects its CPN \( p_x \) from the range \([0, W - 1]\) at random.

6.1.4.2 Token assignment

After the contention windows size \( W \) is determined, let \( \mathcal{K} = \{0, 1, 2, \ldots, W - 1\} \) be a set that contains \( W \) tokens. Every BS \( x \in H(i) \) picks a number of \( r(x) \) tokens from \( \mathcal{K} \) at random. Let \( K_x \) denote the set of tokens picked by BS \( x \). As a result, all tokens in \( \mathcal{K} \) are
assigned to $k$ competing BSs, i.e.,

$$\mathcal{K} = \bigcup_{x \in H(i)} K_x.$$  

### 6.1.4.3 Contention resolution rule

CASS’s contention resolution rule is straightforward: the winner BS is the one who has picked the winner token during the token assignment phase. Let $\omega$ denote the winner token number, and we introduce a simple algorithm that selects the winner token.

- Every BS $x \in H(i)$ broadcasts its selected CPN to all competing BSs.

- After collecting $(k - 1)$ CPN values from other BSs, each BS is able to calculate the winner token as follows.

  $$\omega = \sum_{x \in H(i)} p_x \mod W.$$  

- The winner BS $x^*$ is the one that has picked the token $\omega$ during the token assignment phase, i.e., $\omega \in K_{x^*}$.

The winner BS $x^*$ adds channel $i$ to its active channel set. The contention destination BS removes the contended channel $i$ from its available channel list. Meanwhile, non-winner BSs that are involved in the channel contention process send beacons to its neighboring BSs to notify them about the result of the channel contention.

Next, we show that the above contention resolution rule guarantees the weighted fairness, i.e., the winning probability of BS $x$ is proportional to its QoS requirement $r(x)$. 
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6.1.4.4 Weighted fairness

Suppose BS $x \in H(i)$ has a QoS requirement $r(x)$. The CPN of BS $x$, $p_x$, is a random variable that uniformly distributed over the set $[0, W - 1]$. Thus,

$$Pr\{p_x = v\} = \frac{1}{W}, \forall v \in [0, W - 1].$$

Let $S$ denote the summation of all CPNs of BSs in $H(i)$ except $p_x$, that is

$$S = \sum_{y \neq x, y \in H(i)} p_y.$$

Let $L = (p_x + S)$. Since

$$L = (p_x + S) \pmod{W}$$

$$= p_x \pmod{W} + S \pmod{W},$$

then we have $\forall u \in [0, W - 1],$

$$Pr\{L = u\} = \sum_{v=0}^{W-1} (Pr\{p_x = v\} \cdot Pr\{S = (u-v) \pmod{k}\})$$

$$= \sum_{v=0}^{W-1} \left(\frac{1}{W} \cdot Pr\{S = (u-v) \pmod{k}\}\right)$$

$$= \frac{1}{W} \cdot \sum_{v=0}^{W-1} (Pr\{S = (u-v) \pmod{k}\})$$

$$= \frac{1}{W}.$$

Since BS $x$ has $r(x)$ tokens, the probability that one of BS $x$’s picked tokens is the winner token is $\frac{r(x)}{W}$, which is also the probability that BS $x$ wins the contention. As a result, BS $x$ will have a higher winning probability than BS $y$ if $r(x) > r(y)$. 
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6.2 Performance Evaluation

In this section, we compare CASS with 802.22’s inter-BS resource sharing mechanisms via simulation results. All of the scenarios we considered involve multiple overlapping cells. In each cell, there is one BS and ten CPEs. Every BS requires five channels to satisfy the QoS of its admitted workload. BSs of overlapping cells are synchronized by the periodic transmission of inter-cell beacons. The simulation parameter values were chosen to be consistent with those used in the simulation experiments in [33], and they are given in Table 6.1. The 802.22 Working Group has suggested that a variation of the Hata model is the most appropriate propagation model for studying 802.22 [32]. The Hata model [50] represents the urban area propagation loss as a standard formula and supplies correction equations to model suburban and open rural areas. In our simulations, we use a variation of the Hata model for open rural areas. We simulated three inter-BS spectrum sharing protocols: 802.22 Resource Renting, 802.22 ODSC, and CASS. Note that Resource Renting is a pure non-exclusive spectrum sharing protocol; ODSC is a pure exclusive spectrum sharing protocol; and CASS can operate in either spectrum sharing mode, switching from one mode to the other when the channel conditions warrant it. We created our own event-driven simulator in C, and each simulation result is the average value of ten simulation runs.

We use the notation $\lambda_i$ to denote the number of incumbent signal arrivals on channel $i$ during one superframe$^{3}$, assuming that the incumbent signals follow a Poisson arrival process—hereafter, we’ll simply refer to this value as the incumbent transmission rate. We assume that there is at most one incumbent transmitter per channel per cell.

$^{3}$An 802.22 superframe is composed of 16 frames.
Table 6.1: Default simulation parameter values.

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total licensed spectrum band</td>
<td>54–806 MHz</td>
</tr>
<tr>
<td>Bandwidth of a licensed channel</td>
<td>8 Mbps</td>
</tr>
<tr>
<td>Number of licensed channels</td>
<td>10</td>
</tr>
<tr>
<td>BS transmission radius</td>
<td>30 Km</td>
</tr>
<tr>
<td>TV transmission receiving radius</td>
<td>30 Km</td>
</tr>
<tr>
<td>Modulation method</td>
<td>QPSK</td>
</tr>
<tr>
<td>Effective Antenna height of the BS</td>
<td>30 m</td>
</tr>
<tr>
<td>Effective antenna height of the CPE</td>
<td>9 m</td>
</tr>
<tr>
<td>Channel switch delay</td>
<td>10 ms</td>
</tr>
<tr>
<td>802.22 frame size</td>
<td>40 ms</td>
</tr>
</tbody>
</table>

6.2.1 The 3-BS Scenario

We simulated a scenario with three overlapping 802.22 cells. The topography of the cells is shown in Figure 2.3. The distance between two neighboring BSs is $d$ Km. In this simulation experiment, the initial channel assignments are given as: BS $a$’s active channel set is $\{1, 2, 3, 4, 9\}$ and its candidate channel set is $\{10\}$. BS $c$’s active channel set is $\{1, 2, 3, 4, 10\}$ and its candidate channel set is $\{9\}$. BS $b$ has only an active channel set $\{5, 6, 7, 8\}$, and it is in spectrum shortage. The grand candidate channel set of BS $b$ is $G(b) = \{9, 10\}$. Let $\lambda_i = 0, i = 1, 2, ..., 9$, and $\lambda_{10} = 1/2$.

Figure 6.2 shows a plot of the throughput of BS $b$ (renter) vs. the distance between neighboring BSs, $d$. As expected, when $d$ is small ($< 50$ Km), CASS and ODSC outperformed Resource Renting. When the distance between neighboring BSs is small, the
SIR measured at the 802.22 entities (BS and CPEs) of the renter cell is low due to self-interference. In such a situation, a non-exclusive spectrum sharing scheme, such as Resource Renting, would be expected to perform poorly. When $d = 50$ Km, Resource Renting’s performance was comparable to that of ODSC because the effects of self-interference were insignificant at this distance.

Figure 6.2 shows that CASS outperforms both Resource Renting and ODSC irrelevant of the value of $d$. We can explain this result by recalling the fact that CASS attempts to select a channel that is most underutilized by the incumbent users by requiring the renter BS to consider spectrum sensing results during the channel selection process; in contrast, the other two spectrum sharing schemes do not consider spectrum sensing results. When either Resource Renting or ODSC is used, the likelihood that an incumbent signal appears in the active channel(s) is higher compared to CASS. Obviously, the appearance of incumbent signals in an active channel degrades the renter cell’s throughput as this requires costly
channel switches. When CASS is used, BS \(b\) selects channel 9 from its grand candidate channel set because \(\lambda_9 < \lambda_{10}\). In practice, a renter BS can use the following procedure to utilize spectrum sensing results when selecting a channel: (i) Using a compiled record of recent spectrum sensing data and a maximum likelihood estimator, estimate the expected incumbent idle time for each channel (see [38] for details); (ii) Using (6.3) and the values obtained in the first step, calculate the probability of interfering with incumbent signals for each channel; and (iii) Select a channel using (6.2).

### 6.2.2 The 9-BS Scenario

We simulated a network topography with 9 overlapping cells in a 100 × 100 Km area. All channels are randomly assigned to the BSs. Figure 6.3 shows plots of average throughput per cell vs. the number of incumbent transmitters per cell. The incumbent transmission rate was fixed to \(1/4\) for all incumbent transmitters. The performance gap is seen between
Resource Renting and ODSC. In such a high self-interference environment, non-exclusive spectrum sharing schemes are inferior to exclusive spectrum sharing schemes. Figure 6.4 shows plots of average throughput per cell vs. incumbent transmission rate.

Figure 6.5 shows plots of the average throughput per cell vs. the channel switch delay. In the corresponding simulation experiments, we included four active incumbent transmitters that have the same transmission rate, viz 1/16. In inter-BS spectrum sharing, the channel switch delay is the biggest contributing factor to the control overhead. A recent study has found that the channel switch latency for most popular wireless cards is between 5 ms and 20 ms [43]. In Figure 6.5, we used the same range of values for the channel switch delay. As the channel switch delay increases, the control overhead caused by channel switch events during the channel contention procedures increases, thereby degrading the performance of ODSC and CASS.
6.3 Related Work

In concept, 802.22’s non-exclusive spectrum sharing mechanisms are somewhat similar to channel borrowing schemes proposed for cellular telephone networks [35]. In a channel borrowing scheme, a BS of one cell borrows channels from adjacent BSs. However, there is one important difference between 802.22’s non-exclusive spectrum sharing and channel borrowing in cellular telephone networks—the former is a distributed process whereas the latter is a centralized process. 802.22 cells will be likely managed by different wireless service providers, and thus there will be no central entity that has the authority to manage channel assignments between 802.22 cells. For this reason, 802.22 carries out spectrum sharing (through channel borrowing) in a distributed manner. In contrast, channel assignment and sharing in cellular telephone systems are carried out in a centralized manner since cells in a given region are typically controlled by a centralized base station.
controller.

The research community’s interest in the air interface for dynamic spectrum access has intensified in recent years. In [51], Sengupta et al. propose improvements for 802.22’s air interface. Specifically, they formulated the 802.22 channel assignment problem as a vertex coloring problem, and proposed a coloring algorithm called Utility Graph Coloring (UGC) that is a centralized algorithm designed to maximize system utility (i.e., spectrum reuse). In [28], the authors studied techniques to maximize throughput in dynamic spectrum access networks under incumbent protection constraints.

6.4 Summary

The primary objective of 802.22 inter-BS spectrum sharing is to address the two major challenges in self-coexistence: minimize self-interference (among cells) and enable cells to acquire enough resources to satisfy the QoS of their admitted workloads (in opportunistic spectrum sharing environments). In this chapter, we identified the drawbacks of 802.22’s spectrum sharing mechanisms and proposed a new inter-BS spectrum sharing protocol called Coexistence-Aware Spectrum Sharing (CASS). Our simulation results show that CASS outperforms 802.22’s spectrum sharing mechanisms. The major contributions of this chapter include the following: (1) CASS gives us some level of insight on how to determine whether non-exclusive spectrum sharing or exclusive spectrum sharing should be employed; (2) CASS uses a channel selection strategy that incorporates spectrum sensing information to help satisfy incumbent coexistence requirements and improve network throughput; (3) CASS employs a channel contention procedure that was designed to avoid the drawbacks of ODSC’s channel contention procedure.
Chapter 7

Conclusions and Future Work

In this dissertation, we investigated three problems in the MAC protocol design for CR networks: (1) the rendezvous (control channel) establishment problem, (2) the channel assignment problem in an ad hoc CR network, and (3) the spectrum sharing problem between 802.22 WRANs. To address these problems, we provide solutions that comply with the MAC layer requirements of incumbent and self coexistence in CR networks.

7.1 Conclusions

The first set of research work in this dissertation presents a systematic approach, based on quorum systems, for designing and analyzing channel hopping (CH) protocols that enable radio rendezvous in CR networks. We propose two synchronous designs of the CH system and two asynchronous CH systems for CR networks, all of which maximize the rendezvous diversity—the number of pairwise rendezvous channels. Establishing rendezvous or control channels in multiple frequency channels implies that the secondary network is
less vulnerable to the unpredictable appearance of incumbent signals. The second noteworthy feature of the proposed CH systems is that they guarantee that the time-to-rendezvous between channel hopping node pairs is upper bounded.

After the rendezvous is established, two communicating nodes in an ad hoc CR network have to negotiate and allocate channels to the link between them so as to carry out further data transmissions. In the OSS paradigm, the temporal and spatial spectrum variability caused by the incumbent users’ spectrum utilization adds another dimension of complexity to the problem of channel assignment. Our work on segment-based channel assignment considers the problem when channel switching overhead is non-negligible. A novel channel assignment scheme is proposed, which assigns channels at the granularity of “segments” to minimize the channel switching overhead.

In infrastructure-based CR networks like 802.22 WRANs, there are two primary objectives for self-coexistence: minimize self-interference (among cells) and enable cells to acquire enough resources to satisfy the QoS of their admitted workloads (in OSS environments). In this dissertation, we identified the drawbacks of 802.22’s spectrum sharing mechanisms and proposed a Coexistence-Aware Spectrum Sharing (CASS) that supported both non-exclusive spectrum sharing and exclusive spectrum sharing modes, and enhanced the existing 802.22 channel contention scheme.

### 7.2 Future Work

This research work mainly focuses on satisfying the incumbent and self coexistence requirements in the MAC protocol design for CR networks. The channel assignment problem is considered when channel switching overhead is significant. However, the link-based
channel assignment strategy may outperform the segment-based approach in particular cases when channel switching overhead is small or negligible. Thus, part of the future work will lie in the development of a *hybrid* channel assignment approach for ad hoc CR networks, in which the channel assignment decisions can be made dynamically on a link or a segment basis so as to always offer the best trade-off in terms of incumbent coexistence and network performance under the OSS paradigm.

Beside the self/homogeneous coexistence, heterogeneous coexistence (which is a sub-problem of horizontal coexistence as shown in Figure 1.1) has received more attention recently. The TV “white space” (TVWS) has the potential of providing significant bandwidth in frequencies that have very favorable propagation characteristics (i.e., long transmission ranges and capability of penetrating objects) [5]. Several standardization groups have initialized standardization efforts to enable the utilization of TVWS by leveraging CR technology, and these efforts include IEEE 802.22 Wireless Regional Area Networks (WRAN) [31], IEEE 802.11af (WiFi over TVWS), Ecma 392 (WPAN over TVWS) [20], etc. All of these standards rely on CR technology to overcome the challenging interference issues between incumbent and secondary services as well as between secondary services.

There are two types of coexistence schemes: *non-collaborative* coexistence and *collaborative* coexistence schemes. A non-collaborative coexistence scheme is the only feasible approach when there are no means of coordination between the coexisting networks. In the existing literature, such an approach has been used to address the heterogeneous coexistence of WiFi and ZigBee networks [29, 72] as well as the homogeneous coexistence of uncoordinated WiFi deployments [43] and femto cell deployments [59, 68]. A
collaborative coexistence scheme can be employed when coexisting networks can coordinate their operations, and examples of such an approach include coexistence schemes for cellular networks [25, 48].

Existing coexistence schemes—both non-collaborative and collaborative—cannot address the problems posed by the coexistence of heterogeneous CR networks. In TVWS, spectrum availability is expected to be limited due to the expected proliferation of TVWS unlicensed device designs and high consumer adoption rate. The number of available channels will not be sufficient to provide a separate channel for each network, and thus some sort of a fine-grained mechanism for spectrum sharing or even channel sharing will be needed to minimize adjacent and co-channel interference. Non-collaborative schemes are relatively simple and they cannot achieve fine-grained spectrum sharing nor channel sharing due to the lack of coordination between the coexisting networks. Collaborative schemes enable fine-grained spectrum sharing or channel sharing but are limited to only homogeneous coexistence. Devising a collaborative scheme for heterogeneous coexistence is very challenging for a number of reasons. First, coexisting networks would need to exchange spectrum sharing negotiation information and other control information over a common control channel. The realization of such a channel may require a broad standardization effort across secondary systems and would be costly. Second, even if an effective means of inter-network communications between coexisting networks exists, implementation of collaborative strategies would only be possible with time synchronization across all devices from different networks. Achieving synchronization over a potentially large number of coexisting TVWS networks may not be feasible.

Therefore, part of the future research will commit to improving the heterogeneous
coexistence of CR networks over the TVWS.
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