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(ABSTRACT)

Within the past two decades, the planning arena has changed considerably and increasing awareness of the impacts of utility generation, intensifying pressure from the public and regulators, and growing competition from other energy and electricity suppliers have made the utility planning process rather complex. The variety of players in utility planning has introduced new priorities and a new set of competing objectives, increased resource scarcity, the requirement for economic efficiency and the need to view the electricity production and utilization process in its entirety also necessitate an integrated resource planning approach, resulting in a wider array of expansion alternatives that must be evaluated. Another characteristic that makes planning so complicated is the uncertainty in the factors that influence the cost of the power system plan.

Public concern for the environment has resulted in a series of legislations for controlling emissions of acid rain precursors (SO₂ and NOₓ) and other pollutants. More and more regulators are also requiring electric utilities to internalize environmental externalities in their planning processes. The potential for new legislation on currently uncontrolled effluents like CO₂ likewise remains. There is thus a need to examine the modeling of emissions that would reflect not only the cost of control but the environmental impacts of these emissions as well.

This thesis combines the features of the trade-off and decision analysis techniques to address the multiplicity of objectives and the uncertainties of planning. It draws on Saaty's analytic hierarchy process (AHP) and the interdependent data analysis (IDA) technique developed at Virginia Tech to develop priority weights among objectives and probability distributions of uncertainties. It elucidates the relationship between the competing techniques of trade-off analysis and the method of weights in terms of the economic theory of the firm. The confidence intervals determined with the IDA technique are then used to obtain a range of
alternatives that satisfy the requirements of both approaches for evaluation by the decision maker (DM).

Special attention is given to the environmental impacts of the generation plan and the model accounts for these issues as attributes in the planning process as well as being legislation uncertainties.
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Chapter 1

Planning the Electric Utility: an Introduction

This chapter briefly discusses current issues and concerns in utility planning and then gives an exposition of the actual industry response to the problem of generation planning in a complex decision-making environment. It then identifies opportunities for enhancement in the current application of decision techniques to utility planning and introduces a planning framework for addressing these issues.

1.1 Generation Planning Concerns

Generation planning has previously been the realm of utility engineers concerned with supply availability, and of planners focused on profitability. Within the past two decades, however, the planning arena has changed considerably and increasing awareness of the impacts of utility generation, intensifying pressure from the public and regulators, and growing competition from other energy and electricity suppliers have made the utility planning process more complex. As a result, decision-making in the utility can no longer be so narrowly viewed as
a management prerogative with the object of profit maximization and with inputs from engineers concerned with reliability and supply availability. It is the result of the interaction between the utility (management and engineers), its customers and the general public, and the government regulatory bodies. One need only look at the current state of development of nuclear power generation to see the influence of public perceptions on utility decision-making.

The variety of players in utility planning has introduced new priorities and a new set of competing objectives. In addition to the objective of profitability, and the constraints of reliability and safety, the utility must now look at social and geopolitical issues and the requirement for resource diversity, environmental acceptability and flexibility, to name but a few.

Increased resource scarcity, the requirement for economic efficiency and the need to view the electricity production and utilization process in its entirety also necessitate an integrated resource planning approach, resulting in a wider array of expansion alternatives that must be evaluated. Demand-side management, power purchases, fuel switching and repowering are some of the utility options being considered.

Another characteristic that makes planning so complicated is the uncertainty in the factors that influence the cost of the power system plan. Among these are the availability and cost of fuels, technological development, economic and load growth rates, environmental regulations and public attitudes. These uncertainties can seriously impact the economy and viability of a generation expansion plan.

Chapter 2 gives a discussion of the attributes, uncertainties and choices considered in generation planning.

1.2 Approaches to the Utility Planning Problem

Utilities have explored a number of approaches, including sensitivity analysis, scenario analysis and Monte Carlo simulation, in accounting for the multiplicity of objectives and the uncertainties of planning. The most used techniques, however, have been the trade-off methods
and decision analysis techniques based on probability theory. These methods have proven to be very powerful planning tools. There are, however, remaining issues that need to be addressed, i.e.,

1. The need to assist the expert in structuring the complex planning process;
2. The need to provide a structured procedure for generating probability estimates and extracting expert opinions; and,
3. The need to reduce the amount of computations needed to account for the uncertainties and the different attributes.

Chapter 3 reviews techniques for multi-attribute planning under uncertainty. It gives a background on decision making and then investigates applications of the theory to the planning of electric utilities.

1.3 An Enhanced Technique for Utility Expansion Planning

The proposed technique is designed to facilitate the strategic planning of power systems under uncertainty by generating probability estimates from expert opinions using the interdependent data analysis (IDA) technique developed at Virginia Tech (Rahman and Shrestha, 1990). This enables the decision maker to model opinions which are still forming. Applied with the decision analysis, this results in a robust methodology to evaluate the effect of new regulations and public perceptions on utility planning decisions.

This method combines the features of the trade-off and decision analysis techniques to address the multiplicity of objectives and the uncertainties of planning. Figure 1.1 shows a simplified chart of this process. The steps in the process are described below:

1.3.1 Identify Attributes, Uncertainties and Alternatives.

This step defines the value, chance and decision nodes for influence diagram or decision tree analysis. The resulting influence diagram, however, would be very large and while it may not take very long to evaluate this influence diagram, each scenario will entail an EGEAS optimization or production costing run.
Figure 1.1. Chart of Planning Process
1.3.2 Perform AHP to Calculate Preference Weights.

This step uses the analytic hierarchy process to determine the preference ranking that the DM attaches to the different attributes of the power system plan. It also allows elimination of attributes of low priority.

1.3.3 Perform AHP to Identify Relevant Uncertainties.

This step also uses the analytic hierarchy process, this time as a screening technique to determine which uncertainties have a considerable impact on the solution. The decision maker (DM) does pair-wise comparisons of the impacts of the different uncertainties, forming a judgment matrix. Evaluation of the eigenvector of the judgment matrix provides weight rankings. Those uncertainties that score low will be eliminated. We distinguish between the importance of a factor and the importance of its uncertainty, i.e., the DM will decide whether the expected variations of the factor will affect the plan.

1.3.4 Generate Influence Diagram.

This step involves generating a smaller, more manageable influence diagram. This diagram will include only those attributes and uncertainties selected in the previous sections.

1.3.5 Calculation of Probability Distributions of Uncertainties.

This step involves determining the discrete probability distributions of the different uncertainties based on the expert judgment of the planner.

1.3.6 Calculation of Attribute Values.

Simulations for each scenario involve production costing runs. These calculations determine the values of the attributes of the scenario. These simulations use EGEAS (Stone & Webster, 1989).
1.3.7 Influence Diagram Simulation.

Out of the list of possible alternatives, Influence Diagram analysis gives the optimal solution that accounts for the preferences/weights generated in the previous step.

1.4 Features of the Technique

The features of the proposed method include the following:

1. It shows the planner how the changes in his preferences impact on the alternatives in the trade-off curve;

2. It gives an optimal solution while at the same time providing the DM with a range of choices;

3. It uses a structured procedure for generating probability estimates and extracting expert opinions;

4. It provides a model of the complex planning process; and,

5. It reduces the amount of computations needed to account for the uncertainties and the different attributes.

Chapter 4 describes the proposed technique for expansion planning addressing multiple attributes and uncertainties.

1.5 Focus on Environmental Issues

The quality of the environment is fast becoming an attribute of concern in utility planning. This attribute is unique for two reasons. Firstly, the uncertainties attendant to the issue of environmental impact of electricity generation, while not new, are quite complex. Emissions, being an externality, and more importantly because they are a public "bad", are less determinable and manageable than other uncertainties that the utility industry is facing. Secondly, it is not known how recent legislation and the market for emissions that it creates will perform. Uncertainties in the price of emission allowances need to be addressed, and the possible impact of additional legislation and implementing regulations must be considered.
The modeling of the environmental impact of the generation expansion plan must be considered. Indeed, it is tempting to rely on valuation of emissions based on market prices which are expected to be closely linked to the cost of control, since it is both convenient and very practical from the utility point of view. Such valuation, however, does not reflect the social cost of emissions that do not exceed the cap stipulated in the CAAA, or of those emissions for which the CAAA imposes no limits at all. Using cost of control assumes such costs to be zero. This assumption may not be realistic in situations where different players are involved in the decision process. Thus, there is a need to provide a model of emissions that is more representative of the preferences of the different players in the utility expansion planning process.

Chapter 5 deals with the modeling of environmental uncertainty in the context of this new focus. It discusses the particular role played by electricity in the production and control of emissions, the impacts that these emissions have on the environment and on those that rely on such environment for their survival, approaches to the control of emissions at the policy level and at the utility level and how these measures are implemented in the U.S., and the impacts of these activities on the operation of electric utilities and their modeling in utility planning.

1.6 Case Study and Conclusions

Chapter 6 presents the application of the technique to an actual electric utility. It involves the representation of the attributes and the uncertainties in the planning process in a hierarchy to identify significant entities, the simulation of the different scenarios of alternatives and possible futures, the formulation and solution of the influence diagram and subsequent analysis directed at identifying other plans that satisfy the priorities of the decision maker to a certain level of confidence.

The last chapter concludes with some recommendations on further development and applications of the proposed method.
Chapter 2

Attributes, Uncertainties and Choices
Involved in the Planning of Electric Utilities

This chapter discusses the attributes, uncertainties and choices considered in generation planning. The number of factors involved illustrates the complexity of the generation planning process. It must be realized, however, that each electric utility is unique and would emphasize a different subset of the group in its decision-making. For the same reason, it is not possible to exhaust all the possible considerations that utility planners may have. This diversity of electric utilities underscores the need for structured techniques to evaluate the different objectives, probabilities of uncertain events and planning alternatives.
2.1 Uncertainties in Planning

The load growth, the performance of the generating system, capital and operating costs, environmental regulations and social and political attitudes introduce uncertainties in utility planning. The following paragraphs describe these factors:

2.1.1 Load

High load growth rates increase the need for power and, thus, for additional resources. The utility's future demand and energy consumptions, however, are dependent on a variety of economic, social and political factors that dynamically change with time. The model coefficients, the future values of the exogenous factors and the model structure itself that is used to predict the load are all uncertain (Hirst and Schweitzer, 1988). Among the factors that affect the load are population growth, economic variables, technological changes, consumer behavior and DSM impacts.

2.1.1.1 Population growth

Individual consumption patterns need not change in order to effect load growth, since the population continues to increase.

2.1.1.2 Economic factors

External factors that affect energy and demand growth include residential appliance saturations, electricity prices, prices of substitute fuels and disposable income (Virginia Power, 1992).

2.1.1.3 Technological changes

Increased appliance efficiencies and better insulation practices can result in slower load growth (Stoll, 1989).
2.1.1.4 Consumer behavior

Aside from economic factors and technological advances, changes in end-use patterns which may not be captured by existing models also affect the load. Improved insulation, for example, may result in higher temperature settings in winter and lower settings in summer and prevent the realization of expected impacts. Customers may also respond differently to competing energy and electricity sources.

2.1.1.5 DSM impacts

These refer to the effect of demand-side management policies on the peak load and on energy consumption. Uncertainties associated with these impacts are the participation of customers in the programs, customer adoption of recommended DSM actions, effects of the programs on the load curve and public attitudes toward these programs (Hirst and Schweitzer, 1988).

2.1.2 Reliability

2.1.2.1 Existing utility attrition

This refers to the possible retirement of utility capacity due to age, CAAA requirements, regulatory uncertainty specially with respect to nuclear and hydro unit relicensing.

2.1.2.2 Future availability of utility generation

This is the expected loss of MW capacity due to economic reasons, licensing delays and construction risk.

2.1.2.3 Existing non-utility attrition

This is the expected loss of NUG capacity due to economic conditions, lack of fuel and the lifetime of the technology.
2.1.2.4 Future availability of non-utility generation

This refers to the non-utility capacity that will be available considering licensing complications, construction schedules and financing availability.

2.1.2.5 Life and performance of plants

There is uncertainty in the expected life of repowered plants, as well as in the forced outage rates of generating units.

2.1.2.6 Required reserve

Reserve requirements can vary with future load shapes, future energy limited resources, unit availabilities and tie capabilities.

2.1.3 Cost

2.1.3.1 Fuel prices

Fuel prices vary, some more than others. The Clean Air Act Amendments are expected to add to this uncertainty.

2.1.3.2 Construction costs and time

Uncertainties in the construction time of large capacity plants can favor the use of some smaller plants which can cost more to operate but are more readily available. Aside from the revenue requirements, these also affect the utility's financial integrity.

2.1.3.3 Cost of resources/initial cost of options

This is one of the factors influencing the economic objective. While there are literature available on these values for conventional units, rapidly changing market conditions and technological development cause sufficient fluctuations in capital costs (MacGregor, 1993).
2.1.3.4 Operating and Maintenance Costs

Uncertainties in operating and maintenance (O&M) costs can result from emergency operation and unscheduled maintenance as well as from operational changes due to compliance decisions.

2.1.3.5 Capital escalation

Capital escalation and the discount rate affect the comparative decisions between high-investment, low-operating-cost and low-investment, high-operating-cost options.

2.1.3.6 Cost of replacing power lost due to emission abatement

Use of emission abatement equipment reduces the power output of generating plants and can affect the viability of borderline options.

2.1.4 Environment

2.1.4.1 Environmental Impacts

While the technology for measuring emissions is available, there is much uncertainty on the results of models predicting their impacts.

2.1.4.2 Environmental regulation

Although some emission limits are already in place, e.g. SO₂, there are still uncertainties on the cost of future emission allowances. There is also the possibility of more stringent requirements imposed by state regulatory bodies. In addition, other pollutant gases such as CO₂ might be regulated in the future. The implementation of these types of regulations result in uncertainties on what the requirements will be, what will be their impacts, say on allowance prices and on fuel costs, and how the industry will react.
2.1.5 Social and Political

2.1.5.1 Attitudes

Public attitudes toward the facility vary according to prevailing conditions, their needs and their perceptions and may not necessarily result from its technical merits.

2.1.5.2 Regulation

In addition to environmental compliance, regulatory approvals on facility siting and power needs are another source of uncertainty.

2.2 Attributes of Concern

A list of the attributes concerning the utility is given below. Some of the items in the list overlap but are sufficiently distinct to be cited separately. These attributes provide the gauge by which the attainment of objectives is measured. Note that many of these objectives, such as minimization of costs and reduction of emissions, are conflicting. In addition, attributes such as the balance of payments and effects on employment rank differently between different types of utilities and decision-makers.

2.2.1 Costs and Rates

2.2.1.1 Costs

These include capital investment and operating costs often quantified in terms of the revenue requirements (Megdal, 1991).

2.2.1.2 Rates

These include items such as the average price to customers, and the smoothness of rate increases over time (Megdal, 1991).

2.2.1.3 Other ratepayer costs (Merrill and Wood, 1990)

Some options, such as DSM, result in other costs to the consumer.
2.2.2 **Financial Integrity** (Megdal, 1991; Ko, 1983; Mulligan, 1981)

Increased construction costs, long lead times, high interest rates and regulatory lag can seriously compromise a utility's cash position and debt-service or interest-coverage ratio, and limit its capability to generate funds internally.

2.2.3 **Robustness**

This is defined as the strength of the power system to withstand external impacts. Robustness is ensured by planning for all reasonable contingencies (Hirst and Schweitzer, 1988; Merrill and Wood, 1990).

2.2.4 **Exposure to Risk**

Among the risks considered are trading complications, joint ownership conflicts, reliance on the allowance market, construction lead time and site disruption, vulnerability to sabotage, coal price risks (Metzler, 1992), risks associated with plant operation and risks to health and of exposure of populations to pollution (Kavrakoglu, 1983; Siskos, 1983). Measures used to reduce exposure to risk include diversifying the plant mix, reducing reliance on the allowance market, reducing dependence on external sources of power and adoption of environmentally benign technologies.

2.2.5 **Flexibility**

Flexibility is the adaptability to changes in conditions prevailing at the time of planning so as to reduce the effect of uncertainty (Brancart, 1991).

2.2.6 **Quality**

2.2.6.1 **Reliability**

Reliability is concerned with the successful operation of a system throughout its planned mission (Blanchard, 1990). Power system reliability is usually measured in terms of the loss-of-
load-probability (LOLP), expected unserved energy (EUSE) or loss of energy probability (LOEP),
expected loss of load (XLCL) and the frequency and duration of outages (FAD) (IAEA, 1984).

2.2.6.2 Maintainability (Buttorff, 1991)

Maintainability refers to the ease, economy, safety and accuracy with which the resulting
system can be maintained (Blanchard, 1990).

2.2.6.3 Producibility (Constructibility) (Buttorff, 1991)

This refers to the effectiveness and efficiency with which the system can be produced
(Blanchard, 1990).

2.2.6.4 Supportability, Viability, Technical Feasibility

Supportability is concerned with the capability for effective and efficient supply of
materials and energy, and of maintenance and repair facilities (Blanchard, 1990). For a new
system, this requirement includes the availability of the technology to sustain it.

2.2.7 Environmental Impacts

The environmental effects of the generation of electricity range from the use of natural
resources (e.g., right-of-way and fuels) to damaging the natural environment. There is focus on
fossil-fuel generation because of impacts ranging from the localized thermal and particulate
emissions through the regional effects of acid precipitation to the predicted climatological
alterations resulting from global warming. Emissions are known to damage materials, destroy
forests, reduce animal populations and affect human health.

In view of the wide-ranging impact and uncertainties attendant to electricity production
and the environment, this thesis will focus on the modeling of this linkage.
2.2.8 Socio-Political

The socio-political objectives factor directly into the planning of government owned utilities (Siskos, 1983; de Castro, 1989) or, in investor-owned companies, through federal and state regulations and public pressure. Among the attributes used to measure these objectives are the following:

2.2.8.1 Macroeconomic effects

Balance of payments (Siskos, 1983)

A primary consideration in national power development projects is the preservation of foreign exchange through the development of indigenous resources. This translates to the balanced development of fuel sources for electricity generation.

Effect on employment (Siskos, 1983)

While the number of jobs required for the different types of plants per se may not differ considerably, job creation becomes significant when considering the whole energy chain beginning from plant construction to fuel sourcing to electricity production and utilization.

2.2.8.2 Effects on local economy

This refers to the level of local industrial and business activity that would be generated by each expansion option. Decisions, for example, between plant construction and power purchases or transmission line upgrades might consider the effects on any local industry development and job creation opportunities.

2.2.8.3 National independence

Some conditions warrant increasing generation capacity in spite of the availability of cheaper external supply sources to ensure the continuity of the supply of electricity.
2.2.8.4 Effects on policy goals

This involves impacts of generation plans on policies and objectives set by government-owned utilities and regulators, and are closely related to items 2.2.8.1 to 2.2.8.3. One such goal may be an electrification program that can have precedence over purely profit considerations.

2.3 Integrated Resource Planning

The increased involvement of government regulatory bodies, private power producers and an environmentally aware public have resulted in a reassessment of the traditional practice of utility planning and given rise to the concept of least-cost planning and integrated resource planning (IRP) (Buttorff, 1991; MacGregor, 1993). Used interchangeably, these terms refer to the evaluation of combined demand and supply options in the planning process with a view to minimizing overall "costs" which encompass a wide scope of attributes.

Options which may be considered in IRP are the conventional technologies plus a host of supply and demand options including repowering with new technologies, power purchases, distributed generation, life extension, non-utility generation (NUG), environmental compliance alternatives and demand-side management.

2.3.1 Supply-Side Options

2.3.1.1 Conventional Technologies

When supply-side technologies are used, particularly fossil generation, the utility must deal directly with the problems of greenhouse gas and acid rain emissions. A plan that complies with the acid rain provisions of CAAA 90 may involve one or a combination of several options including the following (Desai, 1991; Zmuda, 1992; McManus, 1993; Metzler, 1992; Buttorff, 1991; Molburg, 1992):

- Flue gas desulfurization retrofit
- Fluidized bed combustion

Attributes, Uncertainties and Choices
- Use of lower-sulfur fuels
- Use of environmental instead of economic dispatch
- Replacement or expansion of capacity with low-emitting technologies
- Allowance trading
- Retirement of high-SO₂ emitters.

**Flue Gas Desulfurization Retrofit**

FGD systems can remove more than 95% of SO₂ emissions. These systems are normally classified into wet FGD and dry FGD systems. In wet FGD systems, the flue gas is sprayed with a slurry such as calcium, lime, limestone or sodium carbonate which cools it to the saturation temperature. An alkali reagent in the slurry removes more than 95% of the SO₂ regardless of the sulfur content. FGD system retrofits typically cost $175 to $200/kW (Stallard and Ferguson, 1991) but can range from less than $25/kW to more than $1000/kW (Zmuda, 1992).

Dry and semi-dry FGD systems do not cool the flue gas to saturation temperatures. An electrostatic precipitator or fabric filter then captures the reaction products and unused reagent. Spray dryers cost about $175/kW and can remove around 90% SO₂.

**Repowering**

Utilities also have the option to repower their plants. The most promising technologies for this are fluidized bed combustion (FBC) and integrated gasification combined cycle (IGCC) plants. While coal is burned with air in FBC, a sorbent in the bed captures SO₂ and limits NOx formation. SO₂ removal in FBC ranges between 70 and 90%. IGCC converts coal and air to fuel gas, removes the sulfur and burns the gas in a combustion turbine. The waste heat is then used to produce steam. Electricity is generated by both combustion and steam turbines. IGCC conversion removes between 95 and 99% of SO₂.
Lower Sulfur Fuels

Low-sulfur coal contains about 0.6% sulfur, versus 2 to 3% for ordinary coal. A fuel switch to low-sulfur coal can impact the performance of existing electrostatic precipitators, possibly requiring ESP modifications. Coal purchases across state boundaries might be limited by state legislatures in order to protect local coal industries. The increased demand for low-sulfur coal is expected to raise its price by about $4 to $5 per ton of coal (Desai, 1991).

Environmental Dispatch

Environmental dispatch involves the scheduling of plant generations to account for the cost of emissions. It takes the rate of emissions and the cost of allowances into account in the economic dispatch (Stojka, 1993; Hobbs, 1992).

Replacing Existing Technology with Low Emitting Technologies

This option can be capital intensive unless the unit in question is up for retirement in the near future. It involves trade-offs between the cost of an emission abatement technology that might not be able to serve its life cycle on the one hand and the cost of advancing construction of new generation on the other.

Allowance Trading

The CAAA provides for allowance trading as an efficient means for industry to control emissions. It is intended to allow utilities that cannot feasibly control their emissions to participate in emission reduction by providing incentives to those that can do so economically. Because of the higher allowances allowed in Phase I of CAAA and because it involves a limited number of plants, prices for these allowances are expected to be lower. Due to uncertainties, however, and the more stringent requirements of Phase II, utilities are expected to hold or bank their allowances, thereby limiting supply and raising prices.
2.3.1.2 Power Purchases

A popular peak-shaving practice, the profile of power purchases is expected to change with CAAA. Allowance prices can add between 0.6 and 1.2 cents per kilowatt-hour to the cost of electricity in Phase I and up to 2.4 cents per kilowatt-hour in Phase II.

2.3.1.3 Non-Utility Generation

The last decade saw a surge in the privatization of electric utilities all over the world. In the U.S., the Public Utility Regulatory Policies Act of 1978 (PURPA) exempted cogenerators and small power producers from federal regulations. It also required investor-owned utilities (IOUs) to provide them with back-up power at reasonable cost and to purchase their generation at the avoided cost. This created an independent power industry that now accounts for half of the new annual electric generating capacity in the U.S. (Greenberger, 1992).

2.3.1.4 Alternative Energy Systems

Utilities are looking into applications of alternative energy technologies such as photovoltaic generation, solar thermal power systems and wind turbine energy systems (Rahman, 1992). While these options are not yet attractive for large-scale use, they are increasingly becoming competitive for small-scale distributed generation. These facilities ease the load on the system and reduce investment requirements for long transmission lines.

2.3.2 Demand-Side Options

Aside from the increase of production capacity, the utility can avail of demand-side alternatives which delay the requirement for additional investments. These include demand-side management and conservation options.
2.3.2.1 Demand-Side Management

Electric Power Research Institute (EPRI) studies show the benefits of load shifting, peak shaving and valley filling not only in the reduction of the load and in improving operating efficiencies but in emission reduction as well (EPRI Customer Systems Division, 1991). American utilities plan to meet up to one-third of new capacity needs with DSM (Levine, 1993). Demand-side management requires careful study because base generation is usually done using high-emission coal plants having lower operating costs and peak generation with low-emission gas turbines having high operating costs. Coal plants, even with FGD, emit 1000 times more \( \text{SO}_2 \) than natural gas combustion turbines.

2.3.2.2 Energy Conservation

Studies show that considerable improvements can also be achieved in the efficiencies of residential appliances such as lighting, refrigerators, air conditioners and heaters (use of heat pump). Better energy management control systems and variable-speed motors can also be used to reduce the total electric energy consumption (Levine, 1993).

Table 2.1 lists some of these options and their estimated costs.
<table>
<thead>
<tr>
<th>Capacity Option</th>
<th>Cost (c/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Supply Side</strong></td>
<td></td>
</tr>
<tr>
<td>Conventional (Hubbard, 1991)</td>
<td>5-7</td>
</tr>
<tr>
<td>Coal with compliance</td>
<td>5-7</td>
</tr>
<tr>
<td>Hydro</td>
<td>2-3</td>
</tr>
<tr>
<td>Gas</td>
<td>3-4</td>
</tr>
<tr>
<td>Cogeneration</td>
<td>3</td>
</tr>
<tr>
<td>Alternative (Yeager, 1992)</td>
<td>30-40</td>
</tr>
<tr>
<td>Photovoltaics</td>
<td>30-40</td>
</tr>
<tr>
<td>Wind</td>
<td>7-9</td>
</tr>
<tr>
<td>Biofuels</td>
<td>5</td>
</tr>
<tr>
<td>Solar Thermal</td>
<td>10</td>
</tr>
<tr>
<td>Geothermal</td>
<td>5-7</td>
</tr>
<tr>
<td><strong>Demand Side</strong></td>
<td>2-3</td>
</tr>
<tr>
<td>Valley Filling (EPR CSD, 1991)</td>
<td>2-3</td>
</tr>
<tr>
<td>Efficiency Improvement (Levine, 1993)</td>
<td>3</td>
</tr>
<tr>
<td>Refrigerator</td>
<td>3</td>
</tr>
<tr>
<td>Water Heater</td>
<td>1-3</td>
</tr>
<tr>
<td>HVAC</td>
<td>1-2</td>
</tr>
<tr>
<td>Lighting</td>
<td>1-3</td>
</tr>
<tr>
<td>High-Effy Motors</td>
<td>1-3</td>
</tr>
</tbody>
</table>
Chapter 3

Multi-Attribute Planning Under Uncertainty

This chapter reviews the techniques available for the multi-attribute planning of utilities under uncertainty. It comprises two major sections. The first section provides a background on the science of decision making, while the second investigates the applications of the theory in the planning of electric utilities.

3.1 The Science of Decision Making

Power system planning involves decisions among alternatives and therefore can be solved using decision analysis techniques. Although many earlier approaches to planning have involved deterministic models, the probabilistic analysis and other types of representation of uncertainty are not uncommon. The power system planning problem is getting to be more complex, however, necessitating the more structured approach offered by decision analysis
techniques. This section reviews these techniques, drawing from the work of Szidarovsky (1986), Raiffa (1968), Keeney and Raiffa (1976), and the summary done by Shrestha (1990).

3.1.1 Decision Theory

Decision theory is the branch of statistical theory that attempts to quantify the process of choosing between alternatives. It involves the concepts of value and probability, and attempts to provide a structured approach to decision making based on the decision-maker’s preferences and the probabilities of the decisions resulting in some desired outcomes. Valuation is based on the axioms of orderability and transitivity which concern preferences for outcomes under certainty:

*Orderability* asserts that all outcomes are comparable, even if described by many attributes, such that given the outcomes \( x_1 \) and \( x_2 \), one either prefers \( x_1 \) to \( x_2 \) or \( x_2 \) to \( x_1 \) or is indifferent between them; and,

*Transitivity* asserts that the orderings are consistent, i.e., if one prefers \( x_1 \) to \( x_2 \) and \( x_2 \) to \( x_3 \), he should also prefer \( x_1 \) to \( x_3 \).

The following relationships are defined in the preference structure:

*Strict preference* (\( \succ \)): \( x \succ y \) is interpreted to mean that the decision maker strictly prefers the outcome \( x \) to the outcome \( y \). This is also read as \( x \) is preferred to \( y \).

*Indifference* (\( \sim \)): \( x \sim y \) means the decision maker is indifferent between outcome \( x \) and outcome \( y \). This is also read as \( x \) is indifferent to \( y \).

*Weak preference* (\( \succeq \)): \( x \succeq y \) means the decision maker weakly prefers \( x \) to \( y \). This is also read as \( x \) is weakly preferred to \( y \).

The axiom of transitivity can then be written as:

\[
x_1 \succ x_2 \text{ and } x_2 \succ x_3 \implies x_1 \succ x_3.
\] (3.1)

A second set of axioms -- monotonicity, decomposability, substitutability and continuity -- describe preferences under uncertainty:
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Monotonicity states that when comparing two lotteries having the same outcomes but different probabilities, a decision maker should prefer the one with the higher probability of the preferred outcome.

Decomposability says that a DM should be indifferent between any two lotteries having the same eventual outcomes with the same probabilities.

Substitutability asserts that in a complex lottery, substitution between a lottery and a certain outcome (certainty equivalent) between which a DM is indifferent should not affect the preference for the lottery.

Continuity says that if one prefers outcome \( x_1 \) to \( x_2 \), and \( x_2 \) to \( x_3 \), then there exists some probability \( \alpha \) such that the DM is indifferent to getting \( x_2 \) for certain and the lottery with an \( \alpha \) chance of getting the best outcome \( x_1 \) and a \((1-\alpha)\) chance of getting the worst outcome \( x_0 \).

These permit the definition of the utility function \( u(x) \) such that:

\[
\begin{align*}
x_1 < x_2 & \iff u(x_1) < u(x_2) \\
u(\alpha x_1 + (1-\alpha) x_2) & \geq \alpha u(x_1) + (1-\alpha) u(x_2) \quad \forall \quad x_1, x_2 \in \rho \\
\alpha & \in (0,1), \text{ where } \rho \text{ is a weakly-ordered mixture set.}
\end{align*}
\]

They also allow the definition of a scalar utility function which attaches a value or a cardinal scale indicating the utility difference between the outcomes.

The utility function for a two-variable (or good) system can be expressed as follows:

\[
u(x_1, x_2) = c
\]

Figure 3.1 illustrates this preference structure on a two-dimensional space. The axes represent two attributes of the different outcomes which are being compared. Lines known as indifference curves are drawn such that all points on the curve represent the same level of satisfaction for a given DM.

At the point \((x_1^0, x_2^0)\), it would be possible to define a marginal rate of substitution:
Figure 3.1  Indifference curves.
\[ \lambda = - \left. \frac{dx_1}{dx_2} \right|_{x_1^0, x_2^0} = \frac{u_{x_1}(x_1^0, x_2^0)}{u_{x_2}(x_1^0, x_2^0)} \]  

This means that at \( x_1^0 \), the DM is willing to give up \( \lambda \Delta \) units of \( x_2 \) for \( \Delta \) units of \( x_1 \).  

3.1.2 Decision Analysis  

Decision analysis addresses the applications of decision theory to real-world problems. It involves the eliciting of the utility function, representing uncertainty and generating probability distributions, modeling the decision problem and performing search procedures for utility maximizing decisions.  

3.1.2.1 Methods for Utility Maximization  

Decision making involves the evaluation of several alternatives based on their meeting a set of objectives measured using some attribute evaluators. Sometimes these evaluators can easily be translated to a common unit of measure. Many times, as in aesthetics and environmental responsiveness, they cannot, and must be valued in terms of the preferences of the decision maker (DM). In general, these preferences differ for the different attributes and change with the levels of attainment of these attributes in relation to each other. (One would be more willing, for example, to spend an additional cent per kWh of electricity produced by a cleaner generating source if it is determined that any further increase in the \( SO_2 \) emissions would severely damage the ecology of its affected region.)  

Choices can be made with or without formalizing the preference structure for the attributes. Non-dominated solutions, aspiration levels and weights guide the planner in making decisions without the detailed modeling of the problem. Techniques using preference structures and the utility function provide the planner with a better understanding of his/her preferences but
involve more time and effort to develop and use. Details of these techniques can be found in (Keeney and Raiffa, 1976; and Szidarovsky, et al., 1986).

Non-Structured Techniques

Dominance and the Efficient Frontier

Given two choices A and B, we say that A dominates B when

\[ A_i \geq B_i, \forall i \]  \hspace{1cm} (3.5a)

\[ A_i > B_i \text{ for some } i \text{ where } i \text{ is the attribute counter.} \]  \hspace{1cm} (3.5b)

The efficient frontier gives the set of non-dominated solutions to a given decision problem. It is also known as the production possibilities frontier (PPF). The set of production possibilities comprises the economic solutions to the decision problem. Figure 3.2a illustrates this concept. Consider a utility that is looking into the levels of air quality and reliability resulting from its production of electricity. Each marker in the graph represents the states of reliability and air quality produced by a decision option (an electric generating plant by itself or a combination of these). Application of the dominance criterion (eqn. 3.5) gives the efficient frontier (circles). This frontier represents the maximum (efficient) amounts of output of air quality and reliability that can be achieved with a fixed level of resource production. According to the efficiency criterion, no combinations below the frontier are economically relevant. Because utility practice usually trades off cost of generation and level of emissions, the production possibilities curve takes an inverted form as shown in Figure 3.2b.
Figure 3.2. Frontier of non-dominated plans.
The $\varepsilon$ Constraint Method

This method involves the definition of aspiration levels that must be attained for the $N$ attributes. The planner then performs an iterative procedure until the set of actions $a \in A$ satisfy the constraint $X_i(a) \geq \varepsilon_i^a$. An optimal solution for the attribute with the highest preference can be obtained by setting an $\varepsilon_i^a$ lower bound on the other objectives.

The Method of Weights

The method of weights reduces the multi-objective problem to a single-objective problem using a set of non-negative numbers $w_1, \ldots, w_N$ which are not all zero. These weights are considered to be the relative importance of the objectives based on the DM's preferences. The optimization problem can then be written as follows:

$$\max \sum_{i=1}^{N} w_i f_i(x)$$  \hspace{1cm} (3.6)

subject to $x \in X$.

Distance-Based Methods

In distance-based methods, the planner specifies ideally good values $f_i^*$ for all objectives. This gives the vector $\underline{f}^* = (f_1^*, \ldots, f_N^*)$ of "ideal" simultaneous pay-off values. This vector defines the ideal point. If the ideal point is feasible, the problem reduces to the solution of the set of equations

$$f_i(x) = f_i^*, \quad i = 1, 2, \ldots, N$$  \hspace{1cm} (3.7)

Otherwise, the feasible region is searched for the solution that is closest to the ideal point, i.e.,

$$\max \rho \left( f(x), f^* \right)$$  \hspace{1cm} (3.8)

subject to $x \in X$.
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where \( p \) is a distance of points in the \( N \) – dimensional space.

The distance used can be geometric or the distance function (Minkowski metric)

\[
\rho_p(a, b) = \left( \sum_{i=1}^{N} C_i |a_i - b_i|^p \right)^{\frac{1}{p}}, \quad p \geq 1
\]  

(3.9)

**Structured Techniques**

**Lexicographic Ordering (Method of Sequential Optimization)**

This method involves ranking of the objective function according to the priority weights given by the DM. The optimization problem is then solved to maximize each objective function \( f_k(x) \) in the order of priority.

**Methods of Geoffrion and Dyer**

This is a gradient-type iterative optimization method, except that it is used when the value function representing the preference order of the DM is not known. It reformulates the multi-objective problem:

\[
\begin{align*}
\text{max} & \quad f_i(x), \quad i = 1, \ldots, I \\
\text{as} & \quad \text{max} \quad V(f_1(x), \ldots, f_N(x)) \\
\text{subject to} & \quad x \in X
\end{align*}
\]

(3.10)  

(3.11)

where \( V \) is an \( N \)-variate real valued function representation of the DM's preference order. The objective function \( V \) is further transformed to

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{N} w_i^{(k)} V f_i(\alpha_i^{(k)}) V \\
\text{subject to} & \quad V \in X,
\end{align*}
\]

(3.12)

where \( w_i^{(k)} = \begin{pmatrix} \frac{\partial V}{\partial f_i} \\ \frac{\partial V}{\partial \alpha_i} \end{pmatrix} \)
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The Surrogate Worth Trade-off Method

The surrogate worth trade-off method consists of generating the non-dominated set and then generating a preferred solution from the non-dominated solutions. It recognizes the relative ease of comparing two objectives instead of directly assessing their values. It involves constructing the trade-off functions by generating the non-dominated set, and from these obtaining the desired solution.

The trade-off functions are obtained from the Lagrange multipliers. Given the objective function:

$$\max \ f_i(x)$$

subject to  

$$x \in X$$

$$f_i(x) \geq \varepsilon_i \quad (i \neq i_o),$$

where

$$X = \{x \mid g_j(x) \leq 0, j = 1, \ldots, M\}$$

The generalized Lagrangian can be written as follows:

$$L = f_i(x) + \sum_{j=1}^{M} \mu_j g_j(x) + \sum_{i \neq i_o} \lambda_{ij} (f_i(x) - \varepsilon_i)$$

(3.14)

The solution can be written as:

$$\lambda_{ij} (f_i(x) - \varepsilon_i) = 0$$

$$\lambda_{ij} \geq 0$$

(3.15)

When the constraint is binding, $\lambda_{ij}$ can be shown to be

$$\lambda_{ij} = - \frac{\partial f_i(x)}{\partial f_j(x)}, \quad i \neq i_o$$

(3.16)

Varying the constant $\varepsilon_i (i \neq i_o)$ allows calculation of a large number of values of $X$ and the trade-off rate functions $\lambda_{ij}$ can be approximated.
The surrogate worth functions \( w_{ij} \) measure the preference of the DM to trade \( \lambda_{ij} \) marginal units of the \( i_{th} \) objective for a marginal unit of \( f_i(x) \), given that all other objectives do not change. Normally given on an ordinal scale, \( w_{ij}(\lambda_{ij}) \) is positive when \( \lambda_{ij} \) marginal units of \( f_i(x) \) are preferred to one marginal unit of \( f_i(x) \), negative when the reverse is true, and zero when they are indifferent.

An iterative procedure solves for \( f^* \) for which \( w_{ij}(\lambda_{ij}) = 0 \quad \forall \quad i \neq i_0 \). This gives the trade-off function. The following optimization problem is then solved to obtain the optimal decision:

\[
\begin{align*}
\text{max} & \quad f_i(x) \\
\text{subject to} & \quad f_i(x) \geq f^* \quad (i = i_0) \\
& \quad x \in X
\end{align*}
\]

**The method of Zionts and Wallenius**

In this method, the DM selects a set of positive weights and then generates a non-dominated solution using the weighting method. He then selects a subset of efficient variables from the set of non-basic variables. The DM then defines a set of trade-offs that increase some objectives and decrease some of the others, and identifies which ones are desirable. This produces a new set of weights for a repeat of the process. The procedure iterates until a satisfactory solution is reached.

**The ELECTRE I and ELECTRE II methods**

The ELECTRE methods allow the DM to rank alternatives based on qualitative criteria. ELECTRE I chooses alternatives preferred for most criteria but which do not result in an
unacceptable level in any other criterion. ELECTRE II attempts to outrank other alternatives completely.

Ranking is based on concordance \( C(k, l) \) and discordance \( D(k, l) \) indices as follows. The concordance index

\[
C(k, l) = \frac{\sum_{i \in A(k, l)} w(i)}{\sum_i w(i)}
\]  

(3.18)

where \( w(i) \) is the weight of criterion \( i, i = 1, ..., N, \) and

\[
A(k, l) = \{ i | k \succ l \cup k \sim l \}
\]

In effect, \( C(k, l) \) is the weighted percentage of criteria for which \( k \) is preferred to \( l \), and

\[ 0 \leq C(k, l) \leq 1. \]

The discordance index

\[
D(k, l) = \max_i \left( \frac{f_i(x_k) - f_i(x_l)}{R^*} \right)
\]

(3.19)

where \( f_i(x_k) \) is the value of criterion \( f_i \) under alternative \( x_k \), and \( R^* \) is the largest of the \( N \) criteria scales.

\( D(k, l) \) gives the worst discomfort value in criteria where action \( l \) is preferred to \( k \).

Minimum and maximum threshold values are specified for \( C(k, l) \) and \( D(k, l) \), respectively.

3.1.2.2 Techniques for representing uncertainty and generating probability estimates

The requirement of huge amounts of probability estimates, and the lack of practical methods to update them, were among the main reasons for the simplification of probabilistic approaches. The explicit enumeration of all probable combinations in a complex domain (as the utility generation planning) will clearly result in an unacceptably large number of cases to...
evaluate. This underscores the need for a method that would generate probability estimates based on expert opinions.

The following paragraphs discuss techniques currently used for generating probability estimates. Some of these techniques are used for producing point estimates of probability while the others are used in generating estimates of intervals of probability. To deal with the problem of generating probability estimates in the absence of data, the techniques employ subjective estimates, the combining of expert opinions and a variety of approaches that break the complex probabilities into more manageable component probabilities.

**Bayes Theorem**

The basis for Bayesian statistics is the concept of conditional probability $P(h|e)$. This expression gives the probability of hypothesis $h$ given the evidence $e$. $P(e|h)$ then gives the probability of observing evidence $e$ given hypothesis $h$. Bayes' theorem states that

$$
P(H_i|E) = \frac{P(E|H_i) \cdot P(H_i)}{\sum_{n=1}^{N} P(E|H_n) \cdot P(H_n)}$$

(3.20)

where $P(H_i)$ is the a priori probability that hypothesis $i$ is true and $N$ is the number of possible hypotheses.

**Monte Carlo Simulation**

Monte Carlo simulation involves the assignment of event or component states such that when the state of such event or component is picked at random, the draws will yield the appropriate probability distribution. The probability distribution for a chain of events (or a system of components) is then calculated by randomly picking the states for the events in the chain.

Camm and Hammitt (1986) employed a Monte Carlo aggregation of subjective probability components to develop a subjective probability distribution for ozone depletion. The
first step involved the identification of factors, mainly emissions of potential ozone depleters and other gases influencing ozone depletion. Subjective probability distributions were developed for the uncertain quantities potentially affecting stratospheric ozone depletion. These distributions were then convolved using Monte Carlo analysis.

**Goal Programming**

Goal programming is a decision analysis technique whereby a goal is set and success is measured by the reduction of deviation from the goal. As applied in assessing scenario probabilities, it involves specifying a constraint set of consistency and definitional relations and conditional probability assessments. The solution will then yield a feasible set of scenario and conditional event probabilities (de Kluyver, 1981).

**Event Trees**

Another method of developing probability estimates of scenarios is with the use of event trees. The fault trees show the various combinations and sequences of other failures leading to the given failure. Coupling between higher and lower events is provided by OR gates, signifying that the top event can be triggered by either or both of the bottom events, and AND gates which indicate that both events would have to occur for the top event to take place (US Nuclear Regulatory Commission, 1975).

**The Certainty Factor Approach**

The Certainty Factor Approach (Shortliffe, 1975) provides a way of reasoning from available evidence whether or not to support a given conclusion. The certainty factor $CF[h, e]$ is determined in terms of the measures of belief $MB[h, e]$ and disbelief $MD[h, e]$ in the hypothesis $h$ based on the evidence $e$, to wit:

(3.21)

The ranges for the measures of belief, disbelief and certainty are \( 0 \leq MB \leq 1 \), \( 0 \leq MD \leq 1 \), and \(-1 \leq CF \leq 1\), respectively.

This technique is easy to use. It is also appealing in that, unlike the probability calculus, evidence that confirms \( h \) with a certainty of \( CF \) does not confirm \( \overline{h} \) with a certainty of \(-CF\), since \( CF[h, e] \neq 1 - CF[\overline{h}, e] \). However, it makes strong independence assumptions (Rich and Knight, 1991), is purely intuitive in formulating combining functions and has been shown to yield absurd results (Shrestha, 1990).

While the previously-discussed probabilistic techniques and the certainty factor approach deal with point estimates, the following techniques provide an interval in which the probability must lie. Peper and Walicki (1987) and Kashyap (1971) discuss the desirability of these kinds of intervals, instead of a discrete certainty factor, and their possible use. Cheng and Kashyap (1986) attempt to propagate or combine such intervals formed under different evidences. Similarly, Hamburger (1986) represents and combines uncertain estimates into an estimate of parameter values paired with an associated measure of uncertainty. A representation of uncertainty by intervals on probabilities can also be found in Dalkey (1986). The performance of interval-valued uncertainty representation has also been studied by Tong and Appelbaum (1988).

*Dempster Shafer Theory*

While the previously-discussed probabilistic techniques and the certainty factor approach deal with point estimates, the Dempster Shafer (DS) Theory (Dempster, 1968; Shafer, 1976) provides an interval for the degree of belief. This interval ranges between the expert's belief \( Bel \) in the hypothesis and the plausibility \( Pl \) of the hypothesis, i.e., \( [Bel, Pl] \). Plausibility is defined as \( Pl(h) = 1 - Bel(\overline{h}) \).
Bel quantifies our belief in a (set of) proposition(s) based on favorable evidence. Pl measures the room left for belief in \( h \) based on belief in \( \bar{h} \). The belief interval is defined by

\[
\text{Pl}(h) - \text{Bel}(h) = 1 - \text{Bel}(h) - \text{Bel}(\bar{h})
\]

and represents the balance of belief that is not assigned to Bel(h) or to Bel(\( \bar{h} \)). It represents the level of uncertainty present in the hypothesis.

An exhaustive universe of mutually exclusive hypotheses defines the frame of discernment \( \Theta \). The objective of the procedure is to attach some measure of belief to the elements of \( \Theta \).

The process uses the probability density function \( m \). This function represents individual elements as well as subsets of the frame of discernment. The belief functions \( m_1(x) \) and \( m_2(y) \) combine to define the function \( m_3(z) \) using the following equation:

\[
m_3(z) = \frac{\sum_{x \in \Theta \cap y = z} m_1(x) \cdot m_2(y)}{1 - \sum_{x \in \Theta \cap y = 0} m_1(x) \cdot m_2(y)}
\]  

(3.22)

Fuzzy Analysis

Fuzzy Analysis (Bellman and Zadeh, 1970) was developed as a special form of uncertainty representation to deal with specifications of conditions which are vague or imprecise. Examples of this are the tallness of a person or the warmth of the weather. In probability, the boundaries would have to be precisely specified when a person becomes tall or the weather becomes warm. Fuzzy theory develops the concept of possibility. The membership function \( f: X \rightarrow [0, 1] \) represents the possibility, rather than the probability of an uncertain occurrence.

The rules of Fuzzy Analysis include the following:

- **Union**
  \[
  (f \cup g)(x) = \max[f(g), f(x)]
  \]  
  
(3.23a)

- **Intersection**
  \[
  (f \cap g)(x) = \min[f(x), g(x)]
  \]  
  
(3.23b)

- **Complement**
  \[
  f(\bar{x}) = 1 - f(x)
  \]  
  
(3.23c)

- **In general**
  \[
  (f \cup \bar{f})(x) \neq 1.
  \]  
  
(3.23d)
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The weakness of this technique is that union results in the maximum and intersection yields the minimum independently of the strengths of the other inputs (Shrestha, 1990).

3.1.2.3 Decision Analysis Models

The decision analysis process is designed to assist decision makers in structuring complex decision problems and formulating decisions under uncertainty. It provides a framework for decision making based on information and opinions on uncertainties, alternative courses of action, values and preferences. It consists of the following basic steps: (1) model formulation, (2) deterministic analysis, (3) probabilistic analysis, and (4) problem analysis (Call and Miller, 1990).

During the model formulation phase, the decision maker (DM) structures his/her problem to identify the alternatives, values and uncertainties and their relationships. Deterministic analysis models the structural relationships among the decision and state variables, and the preferences for one type of outcome against the other. A deterministic sensitivity analysis is then performed to reduce the model by eliminating those variables which do not change the decision at their extreme points.

Probabilistic analysis models the probabilistic relationships among uncertain variables and develops the necessary probabilistic inputs for uncertain variables. Probabilistic relationships specify the dependencies or lack thereof among the variables. Probabilistic inputs are pairs of probability and value points or discretized continuous distributions. (Methods for determining probabilistic inputs have been discussed earlier; the proposed method for generating probability estimates and their range of variations will be discussed in Chapter 4.)

The problem analysis phase involves the determination of the optimal policy, which indicates the best choice for each decision problem, and its expected value. Another output of
this phase is the certain equivalent policy which is based on the risk attitude of the DM when other than risk-neutral. The problem analysis phase also gives the probability distribution of possible decision outcomes. It also determines the value of perfect information. These methods of analysis can be implemented using decision trees and influence diagrams.

**Decision Trees**

The traditional approach to decision analysis is the use of decision trees (Figure 3.3). Decision trees (Raiffa, 1968) provide a graphical structure for representing decisions, uncertainties and values of a problem as well as for numerical evaluation. The trees branch out to each possible decision or chance outcome. Decision trees allow the representation of both structure and policy results, and can be put to good use in the presence of asymmetries and coalescence. (An asymmetrical tree structure occurs when for certain values of a preceding variable in the tree, the function value does not depend on succeeding variables.) They are, however, limited in the size of the model that can be represented in detail. Furthermore, different structures are necessary for assessing probabilities and for decision making.

**Influence Diagrams**

The above limitations led to the development of Influence Diagrams (Pearl, 1988; Holtzman, 1981; Oliver and Smith, 1990) for representing probability models and solving decision problems. These diagrams (Figure 3.4) consist of decision nodes (rectangles), chance nodes (ovals or circles) and value nodes (rounded rectangles, hexagons or octagons) whose relationships are shown using arrows that represent either conditioning arcs (into chance and value nodes) or informational arcs (into decision nodes). A solution process based on probabilistic rules simplifies the diagram until the decision node leads directly to a value node, permitting value assessment of the decision (Shachter, 1986).
Figure 3.3. Decision Tree for Simple Generation Planning.
Figure 3.4. Influence Diagram for Generation Planning.
The advantage of the influence diagram is its ability to represent probabilistic dependencies very clearly, and to represent much larger models. Also, theoretically, the influence diagram is expected to solve problems in linear time because its procedure involves node elimination rather than branch enumeration. However, it can not represent the structure of the decision as clearly as the decision tree can. Also, it has been reported that computational complexity for both influence diagrams and decision trees are highly dependent on the implementation, and that because of the natural ability of decision trees to exploit asymmetry, they can be much less complex than influence diagram calculations (Call and Miller, 1990). Both decision trees and influence diagrams, however, need precise estimates of probability or variables that are used in the analysis.

3.1.3 Advantages of Decision Analysis Models

The strength of decision analysis lies in its ability to represent the actual thinking process of the decision maker, and its being founded on the rules of probability. It also provides the tool for determining the sensitivity of the outcomes to the model variables so that the number of variables can be reduced early in the analysis. At the same time, it enables the planner to obtain the expected value of perfect information and determine the point when new information need not be collected. However, the decision process can take a considerable amount of time when the model becomes large. There is also the problem of dealing with inconsistent expert judgment on the importance and probabilities of issues involved, or with the lack of knowledge on certain aspects of the problem. These disadvantages need to be addressed in using decision analysis to solve power system planning problems.

Multiple objectives are normally addressed in Decision Analysis with the use of weights which in effect will assign dollar values to attributes that cannot be valued directly, such as reliability and environmental impacts. Uncertainty is addressed with the use of discrete
probability estimates of the occurrence of the different conditions. The advantages of this approach are that it is based on the rules of probability and that it suggests a solution to the planner that minimizes the expected value of the cost of his plan. Its disadvantages are the difficulties in presenting the relative performance of the plans with respect to the different desired attributes, and in addressing robustness or flexibility concerns.

3.1.4 Techniques for Group Decision Making

Even in traditional generation planning in electric utilities, decision-making has been performed by a group of individuals. These individuals may differ in their probability assessments for different possible scenarios and in their preferences for outcomes (Raiffa, 1968). Nevertheless, they normally form a cohesive group driven by a common objective and have a consistent assessment of the utility of the outcomes of their decisions. The current environment, however, calls for consideration of preferences of other players, both internal and external (regulators, consumers and the general public) to the utility company. While decision-making ultimately resides in the utility organization, it is evident that decisions have been affected by external players either directly, as in the case of environmental regulations, and indirectly, as in some DSM applications of questionable economic value.

Two of the more popular approaches to group decision making are the Delphi technique (Linstone and Turoff (eds.), 1975) and the analytic hierarchy process (Saaty, 1980). These can be applied in the assessment of both attributes and probabilities.

3.1.4.1 Delphi and Cross Impacts (Dalkey, 1975)

Delphi is a method for structuring a group communication process to effectively allow a group of individuals to deal with a complex problem. Accomplishment of the structured communication is done by allowing feedback of individual contributions, assessment of group judgment, revision of the views and some degree of anonymity. In the most common approach, Multi-Attribute Planning Under Uncertainty
a core monitoring group designs a questionnaire which is then sent to the larger group of respondents. The group response is examined and a new questionnaire is developed to allow the respondent group to reevaluate its original answers.

In estimation of probabilities, this has been used with cross impacts analysis. While Delphi provides the communications structure, cross impacts analysis is the technique used for analyzing and summarizing response. Cross impact analysis involves the following:

a) generation of preliminary estimates of absolute probabilities;
b) estimation of interdependencies with a cross impact matrix;
c) Monte Carlo simulation of chains of events wherein event probabilities are modified by the cross impact of events occurring previously in the chain; and,
d) reestimating the absolute probability of each event based on its relative frequency of occurrence in the sample of chains.

3.1.4.2 The Analytic Hierarchy Process

The analytic hierarchy process (AHP) was developed by Thomas Saaty in the early 1970s (Saaty, 1980). It provides a structure defining the dynamics of a system of interest. This structure is then used to study the functional interactions of its components and their impacts on the entire system.

The problem is broken up into layers, each layer influencing the entities in the level immediately above it. Beginning, then, from the second level of the hierarchy, each entity is given a weight by pairwise comparison of the factors in that level with respect to every factor in the upper level. This procedure uses the eigen vector method to calculate the individual and overall influence of factors on the goal.

The Delphi and AHP techniques differ significantly in identifying the variables of interest and in the context of the presentation. In AHP the experts, not the administering core group,
decide on these variables, and the criteria and judgments are established in an open group process (Rahman and Frazier, 1984).

3.2 Utility Planning Practices

The traditional utility planning practice has been characterized by "tactical" rather than "strategic" approaches. Tactical planning addresses well-defined problems which can be solved using deterministic optimization methods such as linear programming, dynamic programming and Bender's decomposition techniques. This method is well-suited to the previous era of stable growth and regulated monopolies. Here, the dominant objective has been cost minimization with reliability constraints. However, the increased participation of different players having a variety of objectives has introduced complexities and uncertainties which necessitate a strategic planning approach. Strategic planning addresses such external influences as environmental impacts and socio-political constraints, as well as the uncertainties introduced by government legislation and market forces. This involves numerous applications of tactical planning tools for scenario analysis purposes.

Figure 3.5 charts developments in the system planning process. While the last decade saw the emergence of the concept of integrated resource planning, this has dealt with managing and planning supply (or generation) and demand side resources in the tactical sense.

Uncertainties and legislation on energy and the environment, however, necessitate a strategic approach to the power generation expansion planning problem. This thesis studies decision analysis methods in the strategic planning of utilities with a focus on its environmental implications.

The following sections discuss the approaches that have been employed or studied in dealing with uncertainties and multiple objectives in utility planning. Sensitivity analysis.
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scenario analysis and probabilistic simulations essentially deal with uncertainty. Portfolio analysis, the trade-off method and the AHP technique have applications in dealing with both multiple objectives and uncertainty. It will be noted that these techniques are normally used in combination.

3.2.1 Sensitivity Analysis

A popular method of dealing with uncertainty involves conducting sensitivity analysis to determine how a chosen plan will perform when one of the uncertainty variables is changed. This determines, for example, the expected percentage change in cost for each percentage point change in one of the variables.

For systems that can be sufficiently represented using linear or continuous non-linear models, such sensitivities can be readily obtained from shadow costs or gradients of the objective function. However, for systems that are as complex as the model for generation planning of electric utilities, this method would require conducting the evaluation for each new value, and entails repetitive calculations.

Variations to this have been used, including the formulation of some describing polynomial function in terms of the variable being considered (Stone and Webster, 1989). As applied in the Electric Generation Expansion Analysis System (EGEAS) Package, the describing function receives data on input variables and plan attribute values for each scenario resulting from the sensitivity analysis. A weighted least squares algorithm then treats these observations as scenarios and fits the input and attribute data to a user-specified polynomial function.
Figure 3.5. Developments in the System Planning Process
Muñoz and Lovell (1988) proposed a high-order piece-wise linear interpolation technique which estimated attribute values of certain scenarios based on results of runs using detailed models.

3.2.2 Scenario Analysis

Scenario analysis involves the construction of alternative, internally consistent futures and then identifying resource options to meet each future. A unified plan then combines the best options. Of the ten utilities studied by Hirst and Schweitzer (1988), two -- Southern California Edison and Bonneville Power Administration -- were using scenario analysis.

A study performed by the Strategic Decisions Group (1993) for EPRI developed a process for a scenario analysis approach to formulating strategies. The study identifies the uncertainties (economic, technological, environmental and regulatory factors) and the possible future scenarios, stating the objective in such terms as "developing responsive customer business strategies." While allowing us to focus on the uncertainties, this also goes to show that utility planning can no longer be based on purely monetary objectives.

3.2.3 Probabilistic Simulations

Probabilistic analysis may involve a variety of approaches. The simplest approach is to determine expected values for the uncertainty factors and to plan on this basis. The planner may also perform a series of Monte Carlo simulations to plot a probability distribution of consequences of their actions. A more sophisticated approach involves attaching probabilistic weights to different scenarios and performing stochastic programming to determine the optimal resource mix. A fourth approach involves decision analysis.
3.2.3.1 Deterministic Equivalent

The use of deterministic equivalent provides a greatly simplified probabilistic solution to the stochastic programming problem. Murphy, et al. (1982), after comparing the deterministic equivalent with more complex stochastic linear programming solutions conclude that it provides sufficient accuracy under "fairly general conditions." Like tactical planning approaches, however, the validity of this technique becomes questionable in the face of the highly uncertain utility expansion planning environment.

3.2.3.2 Monte Carlo Simulation

In Monte Carlo simulation, values of uncertain variables are generated based on their probability distributions. System simulations are then performed to determine the consequences of these variations. A map of the resulting probability distribution is then made, from which decision makers can evaluate the available alternatives.

3.2.3.3 Stochastic Programming

Stochastic programming involves assigning probabilities to a host of possible scenarios and then solving the resulting weighted objective function. This formulation can be solved in various ways. Borison, et al. (1984) used stochastic dynamic programming and decoupled time periods with Lagrange multipliers to decompose the problem into smaller linked subproblems. Dapkus and Bowe (1984) employed a similar approach in solving the generation expansion planning problem with uncertainties in demand, commercialization dates of new technologies, and possibility of loss of service of nuclear capacity.

Modiano (1987) proposed a two-stage process to deal with here-and-now and wait-and-see situations. Here-and-now decisions are identified and recourse is determined for decisions that are delayed until future uncertainties are revealed. Bienstock and Shapiro (1988) solved the Multi-Attribute Planning Under Uncertainty
stochastic programming problem using a two-stage procedure similar to Modiano's. The first stage involved use of mixed-integer programming to resolve the here-and-now problem. Results are then used to formulate second-stage wait-and-see utilization planning models. Bender's cuts are written with respect to optimal shadow prices.

Tanabe, et al. (1992) formulated the generation mix problem as a multi-objective optimization problem and solved it using dynamic programming. The multi-objective optimization problem is reduced to one of single-objective optimization using weights. The objective function is the sum of the differences between production costs under uncertainty conditions and least production cost under the base condition.

Gorenstin, et al. (1992) performed planning as a three-stage hierarchy. Stochastic optimization determines the optimal decision vector $x$ over probabilistically weighted scenarios of so called "high frequency phenomena" as thermal operating costs. For low frequency phenomena such as load growth, minimax decision making is employed to minimize the maximum regret associated with each decision over all scenarios. Trade-off analysis is then used to select robust and flexible expansion strategies.

3.2.3.4 Decision Analysis Models

Although decision analysis can be classified under probabilistic techniques, it has become a distinct science in itself. One of the more popular applications of decision analysis in utility planning is EPRl's Multiobjective Integrated Decision Analysis System (MIDAS) (Temple, Barker and Sloane, 1989; Gerber, 1990). MIDAS is a utility planning model based on a decision tree framework. It allows the user to specify objective functions based on any output variable or combination of variables. Compound objective functions can represent multiple objectives. Definition of the objective function is left to the DM.
Where influence diagrams are used, these have been mainly for understanding uncertainties and their interrelationships within the project. Such applications have been reported by (Mobasher, 1990; and Shwayri, 1993).

Figure 3.6 is a simple influence diagram rendition of the complex set of activities involved in generation planning (Rahman and de Castro, 1994a). It is, however, sufficient to show how some of the inter-related features of this process can be modeled and analyzed. Although it is possible to simply enumerate all emission reduction options under one decision block, they have been grouped according to the sequence in which they are normally made. This also helps to identify the direct impacts of each type of decision.

The first decision node (D1) covers options that directly affect plant capital requirements. It involves decisions on resource mix which would include plant mix, energy purchase options, demand side management and conservation.

In the second decision node (D2), an array of emission abatement options is considered, depending on the resource mix information available from the first. Technology options may include flue gas desulfurization (FGD) or scrubbers and clean coal technologies for $\text{SO}_2$, and low $\text{NO}_x$ combustors and selective catalytic reduction (SCR) for $\text{NO}_x$. These technologies have their corresponding costs and emission reduction efficiencies which can be treated as chance variables.

Among the possible operational actions are base dispatch, dispatch modification and the use of low-sulfur coal (D3). Base dispatch involves pure operating cost minimization. Dispatch modification will have an emission minimization objective. Low-sulfur coal results in less emissions but higher fuel costs. The decision to buy or sell emission allowances (D4) is made by considering possible emission levels (C5) and the cost of compliance (V4). During the planning
Figure 3.6. Influence Diagram for Generation Planning Framework.
stage, the only certain information available at the point of decision D4 is the set of the three earlier decisions.

In the model shown, the objective criterion is total cost (V6), although it is possible to have a different (set of) objective(s). This cost consists of investment costs (V1), cost of emission technologies (V2), operating cost (V3), and the net increase (decrease) in cost due to the purchase (sale) of emission allowances (V5). The investment cost V1 results directly from the choice of resource mix and is subject to variations in unit (C10), construction (C11), and land (C12) costs. The emission abatement cost V2 depends on which technology options are selected. Operating cost V3 is dependent on the operational policy decision (D3), fuel prices (C2) and system load (C3). In turn, system load is also conditioned on DSM and conservation programs (C1) as well as the competition offered by the direct use of fuels to serve energy requirements (e.g. gas for heating).

The cost for the alternative (V1+V2+V3) net the cost for the base option yields the cost of compliance (V4). This, together with the expected change in the level of emissions (C5), the price of emission allowances (C9) and the buy/sell decision D4 determines the additional (or reduction in) cost V5. The diagram also shows the factors that might influence allowance prices, to wit: the clearing price resulting from the operation of the free market (C6) and the possible effects of risk aversion (C7) and regulations (C8). The alternative to be selected is the one that is able to supply load/energy requirements at the lowest total cost over the planning period.

3.2.4 Portfolio Analysis (Hirst and Schweitzer, 1988)

Portfolio analysis involves specifying a set of objectives and then developing plans or resource -mix portfolios that satisfy each objective. The performance of a portfolio is then
compared with those of others through sensitivity analysis on alternative futures. This technique was used in five of the utilities studied by Hirst and Schweitzer.

3.2.5 The Trade-off Method

The trade-off method (Merrill and Wood, 1990; Burke, et al., 1988) can be used to deal with both uncertainties and multiple attributes. The method involves identifying the different options and plotting their attributes on a trade-off curve. Attribute measures form the axes of a trade-off curve. The attribute values of the different alternatives are then plotted on these axes. As shown in Figure 3.7, this curve gives a frontier of non-dominated plans (those at the knee of the plot). Options that are at the knee of the curve are considered superior and form the decision set for the particular attributes. The robustness of a plan is measured in terms of the frequency with which it appears on the trade-off curve. Uncertain factors are considered by simulating each possible scenario and evaluating how each candidate plan performs.

This has been applied in analyzing various strategies for emission reduction (Tabors and Monroe, 1991). Strategies considered included use of nuclear plants, no nuclear/no coal, dispatch modification, early retirement, carbon tax and conservation. EPRI's Electric Generation Expansion Analysis System (EGEAS) (Stone and Webster, 1989) was used to simulate each option and determine cost and emission values.

This method appears to be very powerful. However, the required volume of simulations in EGEAS is quite considerable, and there is a need for further evaluating the options appearing in the decision set.

The advantages of this approach are that it provides the decision maker information on how each of the plans will perform under given (uncertainty) conditions and allows him to make
Figure 3.7  Trade-off curve
the decision. It also ensures robustness (defined as "the measure of the over-all power system strength to withstand external impacts (Brancart, et al., 1991)") which caters to the risk aversion generally believed to characterize utility planners. Its main disadvantage is the extremely high cost of providing for robustness, being planned mainly on the basis of the possibility of occurrence of changes in conditions. It does not provide an indication of the likelihood of occurrence of these conditions.

3.2.6 The Analytic Hierarchy Process

Rahman and Frair (1984) studied the application of AHP to deal with uncertainty, ill-defined parameters, conflicting objectives and inaccuracies in measurement in power system planning. In the application, a four-layer structure was designed, the levels being focus, actors, objectives and scenarios. The following questions were then asked going down the hierarchy:

What is the relative importance of each actor in determining the focus (load demand in their study)?

To what extent does each objective affect various actors?

What will be the effect of each scenario option on the identified objectives?

For each question, relative weights are developed by pairwise comparisons of items in the next level, and using the eigenvector method to arrive at the rankings. The eigenvector method is discussed in Appendix A. The extension of the eigenvector method of calculating priority rankings to several levels of hierarchy in AHP is discussed in Appendix B.

3.3 Rationale for an Enhanced Planning Technique

In this chapter, the author has provided an overview of the more popular techniques in decision making and their applications in the planning of electric utilities.
Sensitivity and scenario analyses answer the "what if" questions without providing probability figures or confidence levels in the solution. They cater to the risk-averse behavior of the electric utility industry but, if not handled properly, can result in excessive investments. This is because the selection of probable scenarios or environments must be based on some subjective opinion of the planner. At the same time, decision analysis and probability simulations require probability estimates on chance variables that are used in the evaluation of alternative planning options. Again, these estimates normally require some intuitive judgment on the part of the planner. All of the above techniques assume the availability of the measures of uncertainty and of the experts furnishing them.

Another area of concern is the volume of computations required when uncertainties are taken into consideration. Scenario analysis, for example, entails simulation of each alternative solution for each combination of conditions. This presents a considerable burden on the planner.

A third concern involves the planning for multiple objectives and with multiple decision makers. Almost all of the multi-attribute techniques cited here assume that somehow the DMs can articulate their preferences and that they can formulate a consistent structure combining their preferences.

The next chapter will discuss how AHP and the IDA technique developed at Virginia Tech can be used to enhance decision making in generation expansion planning.
Chapter 4

An Enhanced Planning Technique

The previous chapter discussed methods used to deal with multiple objectives and uncertainty in planning. This chapter identifies some of the issues that need to be addressed to implement these techniques more effectively, and proposes an enhanced technique to address them.

4.1 Features of the Proposed Technique

The following planning needs are identified:

1. A model that would allow the representation of the increasing complexity of the planning process;

2. A method that will extract the probabilities of uncertain events from expert opinions and allow us to attach a level of confidence on expert opinion and on the probability estimates generated;
3. A method to reduce the amount of computations required to account for uncertainties; and,

4. A method that will assist the decision process in multi-attribute generation planning.

The trade-off and decision analysis methods have proven to be very powerful planning tools. The proposed method combines the features of these techniques to provide an enhanced decision-making methodology for generation expansion planning, i.e.,

1. It shows the planner how the changes in his preferences impact on the alternatives in the trade-off curve;

2. it gives an optimal solution while at the same time providing the DM with a range of choices;

3. It uses a structured procedure for generating probability estimates and extracting expert opinions;

4. It provides a model of the complex planning process; and,

5. It reduces the amount of computations needed to account for the uncertainties and the different attributes.

4.2 Framework for Generation Planning

The proposed planning method addresses the multiplicity of objectives and uncertainties of planning. It involves extracting preference rankings and discrete probability distributions of uncertain events from the experts involved. These rankings and probabilities will then be used in an influence diagram for optimal planning. A chart of this process is given in Figure 4.1. The steps are described below.
Figure 4.1. Chart of Planning Process
4.2.1 Identify Attributes, Uncertainties and Alternatives.

This step defines the value, chance and decision nodes for influence diagram or decision tree analysis. The resulting influence diagram, however, would be very large and while it may not take very long to evaluate this influence diagram, each scenario will entail an EGEAS optimization or production costing run.

Some of the attributes currently concerning the utility industry were discussed in Chapter 2. For illustration purposes, a sampling is listed here. The units used in quantifying these attributes are also indicated in order to provide a common reference.

- **Economic (Cost):**
  - Revenue requirements - $/MW-year
  - Rate impacts - cents/kWh
  - Other ratepayer costs - cents/kWh

- **Quality (Reliability):**
  - LOLP - days per year
  - Expected unserved energy (EUSE) - GWh
  - Min. reserve - MW
  - Industrial load curtailment - MW

- **Financial:**
  - Cash flow -- foreign, local, new capital - $/year
  - Construction expenditures - $/year

- **Environmental:**
  - Emissions -- amount of $SO_2$, $CO_2$ and $NO_X$ - ton/year
  - ROW requirements (land use)
  - Exposure of populations to $SO_2$, $CO_2$ and $NO_X$ - ton/capita
- Societal and political:
  
  Fuel diversity -- proportions of fuels used \((\text{Max} \% \text{ minus Min} \%) + \text{Ave} \%\)

  Effect on policy goals

  Some of the uncertainties that affect the values of the different attributes are given below (see also Chapter 2). These are the uncertainties that, in the hierarchy, fall directly below each attribute. They are in turn conditioned by other uncertainties.

  - Project cost - capital costs, annual operating cost, interest rate and escalation rate.
  - Emission level/Environmental impact. Operating policy decision, system energy use and emission reduction efficiency.
  - Financial impact - capital cost, source mix decision.
  - System reliability - forced outage rates, utility attrition, non-utility attrition, utility availability and non-utility availability.
  - Diversity - function of a source-mix decision.

  An influence diagram representation of the above system is provided in Figure 4.2. At this stage, the complexity of multi-attribute planning under uncertainty becomes evident. Each uncertainty would have about three discrete probability states, and the calculations are even more when a factor is conditioned on others.

4.2.2 Perform AHP to Calculate Preference Weights.

This step uses the analytic hierarchy process to determine the preference ranking that the DM attaches to the different attributes of the power system plan. It also allows elimination of attributes of low priority.

The DM provides pair-wise comparisons of the importance given to the different attributes in their planning decisions. These comparisons form the judgment matrix that is used for estimating priority weights for the given attributes.
Figure 4.2. Sample influence diagram for multi-attribute decision analysis.
The following is an example of how these will be used in estimating attribute weights.

Assume that only cost, reliability and emissions are considered. Say you give the following weight ratios:

- Cost vs. reliability: 1/5 (Reliability is five times more important than cost.)
- Cost vs. emissions: 1/5
- Reliability vs. emissions: 3 (Note that the ratios need not be consistent.)

The following matrix results:

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>R</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1</td>
<td>1/5</td>
<td>1/5</td>
</tr>
<tr>
<td>R</td>
<td>5</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>E</td>
<td>5</td>
<td>1/3</td>
<td>1</td>
</tr>
</tbody>
</table>

where C is cost, R is reliability and E is emissions.

Solving for the eigenvector of this matrix gives the ranking of the three attributes, thus:

- C: 0.1240
- R: 0.8943
- E: 0.4299

or C has a normalized weight of 0.0858, R has 0.6175 and E has 0.2969.

4.2.3 Perform AHP to Identify Relevant Uncertainties.

This step also uses the analytic hierarchy process, this time as a screening technique to determine which uncertainties have a considerable impact on the solution. The decision maker (DM) does pair-wise comparisons of the impacts of the different uncertainties, forming a judgment matrix. Evaluation of the eigenvector of the judgment matrix provides weight rankings. Those uncertainties that score low will be eliminated. We distinguish between the importance of
a factor and the importance of its uncertainty, i.e., the DM will decide whether the expected variations of the factor will affect the plan.

The analytic hierarchy process (AHP) is based on the eigenvector method (EVM). It allows us to model the effects of different factors affecting the uncertainty. In essence, the elements in each level of the hierarchy are given weights based on their impacts on the next higher level. The weight of each factor at the lowest level is then determined by multiplying the weights through its path to the highest level.

Consider the simple hierarchy of Figure 4.3 for the availability of system capacity. The uncertainties affecting system availability are plant attrition, plant availability, growth of load demand and growth of energy requirements (Level 2). In turn, these factors are affected by uncertainties on the possibility of new regulations and how they will affect the system, changes in economic conditions, age effects on the performance and reliability of the plants, and DSM impacts mainly on load demand and energy (Level 3).

Say that the judgment matrices and eigenvectors (weights) obtained for Levels 2 and 3 are as given in the following:

**Level 2:**

<table>
<thead>
<tr>
<th>Factor</th>
<th>At</th>
<th>Av</th>
<th>MW</th>
<th>kWh</th>
<th>( W )</th>
<th>( W_n^{**} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant Attrition (At)</td>
<td>1</td>
<td>1/3</td>
<td>1/9</td>
<td>1/7</td>
<td>W_{1,2}</td>
<td>0.0699</td>
</tr>
<tr>
<td>Plant Availability (Av)</td>
<td>3</td>
<td>1</td>
<td>1/5</td>
<td>1/3</td>
<td>W_{2,2}</td>
<td>0.1708</td>
</tr>
<tr>
<td>Growth of Demand (MW)</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>W_{3,2}</td>
<td>0.8885</td>
</tr>
<tr>
<td>Growth of Energy (kWh)</td>
<td>7</td>
<td>3</td>
<td>1/3</td>
<td>1</td>
<td>W_{4,2}</td>
<td>0.4202</td>
</tr>
</tbody>
</table>

*\( W_{i,j} \) represents the relative weight of factor \( i \) in level \( j \).

**\( W_n \) is the normalized eigenvector, i.e., \( \sum W_{i,j} = 1 \).
Figure 4.3. Sample Hierarchy for Availability of System Capacity
**Level 3:**

*For Plant Attrition*

<table>
<thead>
<tr>
<th>Factor</th>
<th>R</th>
<th>E</th>
<th>A</th>
<th>(W)</th>
<th>(W_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulations (R)</td>
<td>1</td>
<td>1/5</td>
<td>1/9</td>
<td>0.0868</td>
<td>0.0629</td>
</tr>
<tr>
<td>Economic Conditions (E)</td>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>0.3662</td>
<td>0.2655</td>
</tr>
<tr>
<td>Age Effects (A)</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td>0.9265</td>
<td>0.6716</td>
</tr>
</tbody>
</table>

*\(W_{ij}^{k}\) represents the relative impact of factor \(k\) in level \(i\) on factor \(i\) in level \(j\) (= \(i - 1\)).*

*For Plant Availability*

<table>
<thead>
<tr>
<th>Factor</th>
<th>R</th>
<th>E</th>
<th>A</th>
<th>(W)</th>
<th>(W_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulations (R)</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>0.9140</td>
<td>0.6491</td>
</tr>
<tr>
<td>Economic Conditions (E)</td>
<td>1/7</td>
<td>1</td>
<td>1/5</td>
<td>0.1013</td>
<td>0.0719</td>
</tr>
<tr>
<td>Age Effects (A)</td>
<td>1/3</td>
<td>5</td>
<td>1</td>
<td>0.3928</td>
<td>0.2790</td>
</tr>
</tbody>
</table>

*For Growth of Demand*

<table>
<thead>
<tr>
<th>Factor</th>
<th>R</th>
<th>E</th>
<th>D</th>
<th>(W)</th>
<th>(W_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulations (R)</td>
<td>1</td>
<td>1/7</td>
<td>1/5</td>
<td>0.1013</td>
<td>0.0719</td>
</tr>
<tr>
<td>Economic Conditions (E)</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td>0.9140</td>
<td>0.6491</td>
</tr>
<tr>
<td>DSM Impacts (D)</td>
<td>5</td>
<td>1/3</td>
<td>1</td>
<td>0.3928</td>
<td>0.2790</td>
</tr>
</tbody>
</table>
For Growth of Energy Requirements

<table>
<thead>
<tr>
<th>Factor</th>
<th>R</th>
<th>E</th>
<th>D</th>
<th>W</th>
<th>Wn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regulations (R)</td>
<td>1</td>
<td>1/9</td>
<td>1/5</td>
<td>0.0759</td>
<td>0.0581</td>
</tr>
<tr>
<td>Economic Conditions (E)</td>
<td>9</td>
<td>1</td>
<td>5</td>
<td>0.9599</td>
<td>0.7352</td>
</tr>
<tr>
<td>DSM Impacts (D)</td>
<td>5</td>
<td>1/5</td>
<td>1</td>
<td>0.2699</td>
<td>0.2067</td>
</tr>
</tbody>
</table>

The relative weights of the factors in level \( l \) are then calculated by using the equation:

\[
W_{k,l} = \sum_{i=1}^{l} W_{i,l-1} \times W_{k,l-1}
\]  

(4.1)

Using this equation gives the following vector of weights which might then allow us to eliminate uncertainties due to factor 3,3 (age effects) in the given example because its total impact is small compared to the rest.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_{1,3} )</td>
<td>0.1314</td>
</tr>
<tr>
<td>( W_{2,3} )</td>
<td>0.5915</td>
</tr>
<tr>
<td>( W_{3,3} )</td>
<td>0.0611</td>
</tr>
<tr>
<td>( W_{4,3} )</td>
<td>0.2160</td>
</tr>
</tbody>
</table>

4.2.4 Generate Influence Diagram.

This step involves generating a smaller, more manageable influence diagram. This diagram will include only those attributes and uncertainties selected in the previous sections.
4.2.5 Calculation of Probability Distributions of Uncertainties.

This step involves determining the discrete probability distributions of the different uncertainties based on the expert judgment of the planner.

Referring to the three-node network of Figure 4.4, consider generating the probabilities for child states c₁, ..., c₅ for a given combination of the parent node states, say p₁₁ and p₂₁. A combination of parent node states comprise an environment, and the child node states are the events whose probabilities are to be estimated. Use of the EVM in the estimation of probability involves the pairwise comparison (using judgment ratios) of the likelihoods of occurrence of the different possible states of node C, say c₁ and c₂, for a given combination of the parent node states (environment). The analysis of the judgment matrix formed with these ratios will give the relative measure of the likelihood of occurrence of each child state. In other words, the priority vector will give the probabilities of the different states of the child node.

In addition to being simple, this technique has the advantage that the probability estimates are not done individually in isolation. Instead, probabilities are estimated from a number of expert judgments. Therefore, an error in any particular judgment is compensated for by other judgment ratios in the judgment matrix.

Consider now the probability that the load growth of a utility will be at a given level. For illustration purposes say the load is affected by economic factors, customer behavior (including end-use practices and response to technology changes), and DSM impacts. These factors have their own probability distributions. The hierarchy of Figure 4.5 results.
Figure 4.4. Generation of Probabilities.
Figure 4.5. Hierarchy for calculating example load probability distribution.
Load uncertainty can be evaluated as follows:

Say the following matrices are found for the factors explaining the load:

<table>
<thead>
<tr>
<th>Factor</th>
<th>Effect</th>
<th>Prob.</th>
<th>Judg.</th>
<th>Matrix</th>
<th>Eigen Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>Base</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Economic</td>
<td>High*</td>
<td>1</td>
<td>1/5</td>
<td>1/3</td>
<td>0.1506</td>
</tr>
<tr>
<td></td>
<td>Base</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>0.9161</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>3</td>
<td>1/3</td>
<td>1</td>
<td>0.3715</td>
</tr>
<tr>
<td>Customer Behavior</td>
<td>High</td>
<td>1</td>
<td>1/7</td>
<td>1/3</td>
<td>0.1067</td>
</tr>
<tr>
<td>Technological</td>
<td>Base</td>
<td>7</td>
<td>1</td>
<td>5</td>
<td>0.9628</td>
</tr>
<tr>
<td>Advances</td>
<td>Low</td>
<td>3</td>
<td>1/5</td>
<td>1</td>
<td>0.2483</td>
</tr>
<tr>
<td>DSM Impacts</td>
<td>High</td>
<td>1</td>
<td>1/5</td>
<td>1/7</td>
<td>0.1013</td>
</tr>
<tr>
<td></td>
<td>Base</td>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>0.3928</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>0.9140</td>
</tr>
</tbody>
</table>

*That is, it will result in higher than base load.

For each combination of factor effects (say "high" economic factor, "low" customer behavior and "low" DSM impacts) we perform another pairwise comparison of likelihoods, e.g., we ask the question "How much more likely is it for the load growth to be high (say 4.5%) than base (say 3%)?" This results in a judgment matrix such as the one below for each combination.

<table>
<thead>
<tr>
<th>high</th>
<th>base</th>
<th>low</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>high</td>
<td></td>
<td></td>
<td>1/7</td>
</tr>
<tr>
<td>base</td>
<td>3</td>
<td>1</td>
<td>1/5</td>
</tr>
<tr>
<td>low</td>
<td>7</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>
This means that if economic factors result in higher load growth, customer behavior results in lower load growth and DSM effects result in lower load growth, the system load growth will have the following discrete probability distribution:

<table>
<thead>
<tr>
<th>high</th>
<th>0.0810</th>
</tr>
</thead>
<tbody>
<tr>
<td>base</td>
<td>0.1884</td>
</tr>
<tr>
<td>low</td>
<td>0.7306</td>
</tr>
</tbody>
</table>

The probability distributions developed for these uncertainties provide inputs for the ensuing decision analysis (using either decision trees or influence diagrams).

4.2.6 Calculation of Attribute Values.

Simulations for each scenario involve production costing runs. These calculations determine the values of the attributes of the scenario. These simulations use EGEAS (Stone & Webster, 1989).

The following paragraphs describe the modeling aspects of these attributes. The section begins with a discussion of the relationship between the preference weights of section 4.2.2 and the trade-off curve. Following that are descriptions of the models proposed to represent these attributes, to wit: cost, reliability, flexibility and diversity. The discussion of environmental quality is postponed for Chapter 5.

4.2.6.1 Preferences, Weights and the Trade-off Curve

In the trade-off curve of Figure 4.6, the squares represent the different expansion plans, plotted against their values in terms of attributes A and B (attribute values need not have the same scales, i.e., attribute A can be the present value of the total plan cost in dollars while
Figure 4.6. Trade-off curve and attribute weight ratios.
attribute B can be emissions in tons of SO₂). The trade-off curve comprises the non-dominated plans. A plan \( p \) is non-dominated (for minimization) if \( A_p < A_q \) when \( B_p \geq B_q \) and \( B_p < B_q \) when \( A_p \geq A_q \ \forall \ q \). The trade-off curve can be visualized in an \( n \)-dimensional space for the \( n \) attributes. Each point on the curve is a function of \( m \) attribute variables, i.e.:

\[
A V_p = f(x_1, x_2, \ldots, x_k, \ldots, x_m), \ p = 1, 2 \ldots n
\]  

(4.2)

Trade-off functions \( T_{ij}(x) \) can be drawn between the \( i \)th and \( j \)th variables, which can be calculated from the equation (Haimes, 1974):

\[
T_{ij}(x) = \frac{df_j(x)}{df_i(x)} \tag{4.3}
\]

where

\[
df_i(x) = \sum_{k=1}^{n} \frac{\partial f_i(x)}{\partial x_k} dx_k
\]

Once the solutions at the frontier of non-dominated plans have been identified, the problem remains of selecting from among them. Classical optimization using weight assignments will result in a recommended solution. This, however, does not reflect the variety of values and preferences of the different players in the decision process, nor does it account for inconsistencies in the individual DM's preferences.

The quotient index developed by (Rahman and Shrestha, 1990) provides a middle ground between an exhaustive enumeration of the solutions and a single answer. It permits the definition of an interval within which acceptable solutions will fall (a confidence interval). In effect, priority rankings (weights) among the attributes will be calculated through hierarchical analysis (Appendix B):

\[
[A] w = \lambda_{\text{max}} w \tag{4.4}
\]

where \([A]\) is the matrix formed by the pairwise comparison of the attributes and \( w \) is the vector of priority or preference rankings.
The procedure in Appendix B gives the composite priority weights and their variances. Extending this to the ratios of the attributes, it is possible to estimate each ratio \( r_i \) and its variance. Thus, given a desired level of confidence, the confidence interval can be estimated, to wit:

\[
r_i - t_{m-1,\bar{q}} \hat{\sigma}_{r_i} \leq r_i \leq r_i + t_{m-1,\bar{q}} \hat{\sigma}_{r_i}
\]

or

\[
r_i^- \leq r_i \leq r_i^+
\]

These ratios (\( r_i \)'s) can be viewed as slopes of isoprofit lines that provide the range of acceptable choices in the (inverse) production possibilities set representing the attribute trade-off curves. Appendix C discusses this in more detail.

### 4.2.6.1 Cost

Production costing simulations are performed using EGEAS (Stone and Webster, 1989). EGEAS uses the present worth of revenue requirements. These include capital investments and operating expenses. Summed over all years of both study and extension periods, these can also be transformed to a \$/MWh basis by dividing the cost through by the total energy production over the planning period.

### 4.2.6.2 Reliability

EGEAS uses four measures of reliability: reserve margin, loss-of-load probability (LOLP), relative LOLP and expected unserved energy (EUSE). Reserve margin is the percentage of the excess of generating capacity over peak load. LOLP is the amount of time that the system demand exceeds capacity. Relative LOLP is the ratio of the benchmark LOLP to the study year LOLP. Unserved energy is the area under the equivalent load duration curve remaining after all units have been loaded. The most common bases are LOLP and EUSE.
4.2.6.3 Diversity

Utilities prefer to have a diverse portfolio as a hedge against fuel price fluctuations and restrictive legislation. A possible measure of diversity is the equation:

\[
Diversity = \frac{\%_{\text{max}} - \%_{\text{min}}}{\%_{\text{ave}}}
\]

(4.7)

where \%_{\text{max}} is the highest percentage of resource share, \%_{\text{min}} is the lowest percentage of resource share; and, \%_{\text{ave}} is the average of the resource shares.

4.2.6.4 Flexibility

Brancart, et al. (1991) espouse the use of system flexibility as a criterion of planning instead of robustness. The reason is that designing a system to adapt to possible parameter changes would be much less expensive than giving it the ability to cope with all possible scenarios. Flexibility can be incorporated at two levels of planning: in the short-listing of alternative generation and transmission technologies, and in the actual evaluation of combinations of expansion options. Brancart, et al. (1991) give a good discussion of the former. The following discussion looks into the consideration of flexibility in the latter.

A possible model would quantify the flexibility of a system in terms of the amount of additional "cost" necessary for plan i to respond to scenario j conditions. It would then be possible to construct a matrix \( C_k \) of these costs for each stage k in the planning period. The expected cost of flexibility for plan i, denoted by \( C_{ik} \), for each stage k would be the internal product of the ith row and the vector of probabilities of occurrence of the j scenarios:
\[ C_{ik} = \sum_{j=1}^{J} p_j C_{jk} \]

where \( J = \text{number of scenarios} \).

The present value of all of these costs for plan \( i \) will be:

\[ C_i = \sum_{k=1}^{K} \frac{C_{ik}}{(1 + r)^{k-1}} \]

where \( r = \text{discount rate} \)

and \( K = \text{number of stages} \).

The values of \( C_{ik} \) will account for over-investments on one hand, and unserved energy and additional capital requirements on the other.

4.2.7 Influence Diagram Simulation.

Out of the list of possible alternatives, Influence Diagram analysis gives the optimal solution that accounts for the preferences/weights generated in the previous step.

Analysis of the planning model can proceed once the necessary states and corresponding probabilities are determined. In a decision tree structure, this will involve the evaluation of combinations of the different states of the chance nodes by taking a backward path in the decision tree to each state of the first decision node. In an influence diagram structure, this involves reducing the network through a series of node eliminations using the rules developed by Shachter (1986). This procedure is summarized in the following paragraphs.

4.2.7.1 Influence Diagram Solution Procedure

The evaluation of the influence diagram involves its transformation by the removal of nodes until only a decision node and a value node remain. Such transformations must conform to the rules of probability so that the diagram remains feasible, i.e., the optimal policy and the joint distribution of the diagram remain the same. When this requirement is met, the reduction is
called a value-preserving reduction. Three node-removal steps are actually involved — barren node removal, chance-node removal and decision node removal.

**Barren node removal**

A barren node is a chance or decision node that has no successors. These nodes have no effect on value and may be removed from the diagram. This is equivalent to the removal of irrelevant variables in a decision tree.

**Chance node removal**

If a chance node precedes only the value node, then the chance node can be removed using conditional expectation. As a result, the value node inherits all the conditional predecessors of node i, creating no new barren nodes. A chance node with other successors may be transformed to meet this condition by applying Bayes' rule to reverse the conditioning arcs between the node and its successors.

**Decision node removal**

A decision node may be removed if it is a conditional predecessor of the value node, and all of the other conditional predecessors of the value node are informational predecessors of the decision node (i.e., all other conditional predecessors of the value node must have been removed first). The decision node is removed by maximizing expected value. No new conditional predecessors are inherited by the value node as a result of this operation. Once all the predecessors of the value node have been removed, the process ends.

**4.2.7.2 Illustrative Example**

The following example illustrates the influence diagram solution procedure. Figure 4.7 is an influence diagram of a "Go" or "No Go" utility decision for instituting a DSM program (D1). If the decision is "Go", the next decision to be made is between the types of incentives that will be
used, i.e., between pricing (tariff) and the financing of customer DSM/energy conservation equipment (D2). The penetration level (C3) of the DSM technology among customers is conditioned on these decisions and on the cost of the system (C2) and the fuel price (C1). The net income to the utility is a function of the decisions D1 and D2, of the fuel price (C1) and the penetration level (C3).

**Decision Tree Analysis Method**

Figure 4.8 shows the equivalent decision tree diagram of the problem. This can be solved with the standard averaging out and folding back procedure (Raiffa, 1968). For the given example, this yields a net income of $3,359,180 for a “go” decision using financing as an incentive.

**Shachter’s Method**

Shachter’s evaluation method reduces the influence diagram using probability theory until only decision and value nodes remain. This normally requires reversal of arcs to meet the conditions needed for node removal. Such reversal is effected using Bayes’ Theorem (Equation 3.20). The following paragraphs show this procedure.

Again referring to Figure 4.7, the system cost node is seen as the foremost candidate for node removal. This requires reversal of the arc from C2 to C3, making the C2 node barren. When this is done, Bayes’ Theorem requires the addition of the predecessors of C3, i.e., C1 and D1, among the predecessors of C2, yielding Figure 4.9. At the same time the probability values for C3 should incorporate the effects of removing the cost node.

The original conditional probabilities for nodes C1, C2 and C3 are given in Table 4.1 and Table 4.2, respectively.
Table 4.1

Probabilities of System Cost and Fuel Prices

<table>
<thead>
<tr>
<th>State</th>
<th>System Cost</th>
<th>Fuel Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>0.2583</td>
<td>0.1047</td>
</tr>
<tr>
<td>Base</td>
<td>0.6370</td>
<td>0.6370</td>
</tr>
<tr>
<td>Low</td>
<td>0.1047</td>
<td>0.2583</td>
</tr>
</tbody>
</table>

Table 4.2

Conditional Probabilities of Penetration Level on Cost, Fuel Price and Decision

<table>
<thead>
<tr>
<th>Incentive</th>
<th>Tariff</th>
<th>Financing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel Price</td>
<td>High</td>
<td>Base</td>
</tr>
<tr>
<td>Cost</td>
<td>Penetration</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td>0.0810</td>
</tr>
<tr>
<td>Base</td>
<td></td>
<td>0.1884</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>0.7306</td>
</tr>
<tr>
<td>Base</td>
<td></td>
<td>0.1007</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>0.6738</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>0.2255</td>
</tr>
<tr>
<td>High</td>
<td></td>
<td>0.6491</td>
</tr>
<tr>
<td>Base</td>
<td></td>
<td>0.2790</td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>0.0719</td>
</tr>
</tbody>
</table>
Figure 4.7. Influence Diagram for DSM Go or No-Go decision for the utility
Figure 4.8 Decision Tree of decision problem of Figure 4.7.
Figure 4.9 Influence Diagram on reversal of C2-C3 arc.
To effect arc reversal, the conditional probabilities for system cost would normally have to be calculated. For the example, however, there is no need to do so because the cost node is now barren. The conditional probabilities for penetration level (C3) are calculated as follows:

\[
P(C3=\text{High} \mid D2=\text{Tariff}, C1=\text{High}) = P(C3=\text{High} \mid D2=\text{Tariff}, C1=\text{High}, C2 = \text{High}) + \\
P(C3=\text{High} \mid D2=\text{Tariff}, C1=\text{High}, C2 = \text{Base}) + \\
P(C3=\text{High} \mid D2=\text{Tariff}, C1=\text{High}, C2 = \text{Low}) \\
= 0.0810(0.2583) + 0.1007(0.6370) + 0.6491(0.1047) \\
= 0.1530
\]

Calculation of the rest of the probabilities yields the conditional probabilities of Table 4.3.

Table 4.3

<table>
<thead>
<tr>
<th>Fuel Price</th>
<th>Tariff</th>
<th>Financing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
<td>Base</td>
</tr>
<tr>
<td>Penetration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.1530</td>
<td>0.1484</td>
</tr>
<tr>
<td>Base</td>
<td>0.5071</td>
<td>0.4862</td>
</tr>
<tr>
<td>Low</td>
<td>0.3399</td>
<td>0.3654</td>
</tr>
<tr>
<td></td>
<td>0.2288</td>
<td>0.1774</td>
</tr>
<tr>
<td></td>
<td>0.5040</td>
<td>0.5471</td>
</tr>
<tr>
<td></td>
<td>0.2672</td>
<td>0.2755</td>
</tr>
</tbody>
</table>

The reduced influence diagram of Figure 4.10 and the decision tree of Figure 4.11 now result. Further reduction can be obtained by reversing the arc from C3 to V1. This is equivalent to folding back in the decision tree of Figure 4.11 and gives Figures 4.12 and 4.13. Elimination of the C1 node ultimately yields Figures 4.14 and 4.15.
Figure 4.10  Reduced influence diagram of figure 4.9
Figure 4.11  Decision Tree of Figure 4.10
(a) Influence diagram after reversal of C3-V1 arc

(b) Reduced influence diagram

Figure 4.12 Arc reversal and reduced influence diagram of figure 4.10
Figure 4.13  Decision Tree of Figure 4.12
(a) Influence Diagram after reversal of arc from C1

(b) Influence Diagram after removal of fuel price node (C1)

Figure 4.14 Reduced influence Diagram of Figure 4.12
Figure 4.15  Decision Tree of Figure 4.14
Chapter 5

Environment-Sensitive Planning

The quality of the environment is fast becoming an attribute of concern in utility planning. This attribute is unique for two reasons. Firstly, the uncertainties attendant to the issue of environmental impact of electricity generation, while not new, are quite complex. Emissions, being an externality, and more importantly because they are a public "bad", are less determinable and manageable than other uncertainties that the utility industry is facing. Secondly, it is not known how recent legislation and the market for emissions that it creates will perform. Uncertainties in the price of emission allowances need to be addressed, and the possible impact of additional legislation and implementing regulations must be considered.

The modeling of the environmental impact of the generation expansion plan must be considered. Indeed, it is tempting to rely on valuation of emissions based on market prices which are expected to be closely linked to the cost of control, since it is both convenient and very practical from the utility point of view. Such valuation, however, is based on two assumptions - one that the emission cap stipulated in CAAA is optimal and acceptable, and the other that emissions not included in the Act have zero cost. It is obvious that these assumptions may not
be realistic in many situations, and the players in the market place may have other options to consider. Thus, there is a need to provide a more representative model of emissions in evaluating expansion alternatives.

This chapter deals with the modeling of environmental uncertainty in the context of this new focus. The first section deals with the particular role played by electricity in the production and control of emissions. The next then delves on the impacts that these emissions have on the environment and on those that rely on such environment for their survival. Sections three and four then focus on the control of emissions at the policy level and at the utility level, and how these measures are implemented in the U.S. The last section deals with the impacts of these activities on the operation of electric utilities and their modeling in utility planning.

5.1 Electricity Generation and the Environment

5.1.1 The Global Generation of Electricity

Table 5.1 gives the expected global electric energy generation based on growth experienced over the last decade. At the beginning of this decade, the world's electricity generation was a little more than 12 billion megawatt-hours (MWh) (Levine, 1993). During the last decade, the world's electricity generation grew by 3.6% on the average. While the growth in electrical demand in the industrialized countries was in the neighborhood of 3%, the electricity requirements of developing countries increased by 7% annually, on the average. Developing countries will require around 1 300 000 MW of new generating capacity in the next 15 years (Can Independent Power ..., 1989) to serve their growing economies and populations. The world currently spends around $100 billion per year on new generation capacity (Yeager, 1992), with the developing countries accounting for some $50 to $60 billion. To meet the growing demand, developing countries will have to raise this figure to $125 billion per year (Can Independent Power ..., 1989). The investments required for the developed world, however, are still Environment-Sensitive Planning
substantial. If current trends continue, the countries of the Organization for Economic Cooperation and Development (OECD) will need to add about 400,000 MW of new generating capacity in the next 15 years.

Table 5.1
World Electric Energy Projections

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>OECD Countries</td>
<td>7,247</td>
<td>3.0</td>
<td>7,656</td>
<td>8,475</td>
<td>9,382</td>
</tr>
<tr>
<td>No. America</td>
<td>3,721</td>
<td>2.8</td>
<td>3,907</td>
<td>4,278</td>
<td>4,684</td>
</tr>
<tr>
<td>Europe</td>
<td>2,449</td>
<td>2.9</td>
<td>2,618</td>
<td>2,915</td>
<td>3,246</td>
</tr>
<tr>
<td>Pacific*</td>
<td>1,077</td>
<td>4.3</td>
<td>1,134</td>
<td>1,277</td>
<td>1,438</td>
</tr>
<tr>
<td>Non-OECD Countries</td>
<td>4,833</td>
<td>4.6</td>
<td>5,847</td>
<td>7,545</td>
<td>9,752</td>
</tr>
<tr>
<td>Africa</td>
<td>330</td>
<td>4.7</td>
<td>396</td>
<td>497</td>
<td>624</td>
</tr>
<tr>
<td>Latin America</td>
<td>632</td>
<td>5.4</td>
<td>779</td>
<td>1,011</td>
<td>1,312</td>
</tr>
<tr>
<td>Asia**</td>
<td>542</td>
<td>8.9</td>
<td>762</td>
<td>1,116</td>
<td>1,784</td>
</tr>
<tr>
<td>China</td>
<td>680</td>
<td>8.2</td>
<td>870</td>
<td>1,200</td>
<td>1,510</td>
</tr>
<tr>
<td>India</td>
<td>309</td>
<td>9.0</td>
<td>436</td>
<td>670</td>
<td>1,030</td>
</tr>
<tr>
<td>Europe</td>
<td>429</td>
<td>1.1</td>
<td>447</td>
<td>471</td>
<td>496</td>
</tr>
<tr>
<td>Former USSR</td>
<td>1,682</td>
<td>2.4</td>
<td>1,849</td>
<td>2,083</td>
<td>2,347</td>
</tr>
<tr>
<td>Middle East</td>
<td>229</td>
<td>7.7</td>
<td>308</td>
<td>447</td>
<td>649</td>
</tr>
<tr>
<td>World</td>
<td>12,080</td>
<td>3.6</td>
<td>13,503</td>
<td>16,020</td>
<td>19,134</td>
</tr>
</tbody>
</table>

*Japan, Australia and New Zealand.
**Excluding China and India.

The estimates in Table 5.1 show a projected increase in the global electricity production from 12,080 billion kWh in 1991 to 19,134 billion kWh in 2005. More than 60% of the world's electricity is generated by burning fossil-fuels (Table 5.2). These combustion processes produce carbon dioxide (CO₂) which are major contributors to global warming. Coal combustion, which accounts for 60% of total fossil generation, also emits sulfur dioxide (SO₂) and nitrous oxides (NOx) which produce acid rain and, in the case of the latter, are also possibly involved in the depletion of the ozone layer. These will be discussed in more detail in section 5.2. This section deals with the particular role that electricity has in the energy balance and in emission reduction.
Table 5.2

Percentages of Electricity Generation by Fuel Type for Selected Countries (1991)*

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>Million MWh</th>
<th>Coal</th>
<th>Oil</th>
<th>Gas</th>
<th>Nuclear</th>
<th>Hydro/Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>12,080</td>
<td>38.4</td>
<td>11.3</td>
<td>13.5</td>
<td>17.6</td>
<td>19.2</td>
</tr>
<tr>
<td>OECD</td>
<td>7,247</td>
<td>40.3</td>
<td>8.6</td>
<td>10.6</td>
<td>23.7</td>
<td>16.8</td>
</tr>
<tr>
<td>Australia</td>
<td>157</td>
<td>76.9</td>
<td>2.4</td>
<td>10.4</td>
<td>0.0</td>
<td>10.3</td>
</tr>
<tr>
<td>Canada</td>
<td>508</td>
<td>18.0</td>
<td>2.6</td>
<td>2.0</td>
<td>16.7</td>
<td>60.7</td>
</tr>
<tr>
<td>France</td>
<td>455</td>
<td>8.9</td>
<td>3.1</td>
<td>1.4</td>
<td>72.9</td>
<td>13.5</td>
</tr>
<tr>
<td>Germany</td>
<td>539</td>
<td>58.1</td>
<td>2.7</td>
<td>8.4</td>
<td>27.3</td>
<td>3.4</td>
</tr>
<tr>
<td>Italy</td>
<td>222</td>
<td>13.3</td>
<td>47.0</td>
<td>17.7</td>
<td>0.0</td>
<td>22.0</td>
</tr>
<tr>
<td>Japan</td>
<td>888</td>
<td>14.5</td>
<td>30.1</td>
<td>19.3</td>
<td>24.0</td>
<td>12.1</td>
</tr>
<tr>
<td>Norway</td>
<td>111</td>
<td>0.3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>99.6</td>
</tr>
<tr>
<td>Spain</td>
<td>156</td>
<td>38.1</td>
<td>6.5</td>
<td>1.5</td>
<td>35.7</td>
<td>18.2</td>
</tr>
<tr>
<td>Sweden</td>
<td>148</td>
<td>2.6</td>
<td>1.4</td>
<td>0.7</td>
<td>52.2</td>
<td>43.1</td>
</tr>
<tr>
<td>U K</td>
<td>322</td>
<td>65.1</td>
<td>9.3</td>
<td>1.8</td>
<td>21.9</td>
<td>1.9</td>
</tr>
<tr>
<td>U S</td>
<td>3,213</td>
<td>54.6</td>
<td>3.9</td>
<td>11.9</td>
<td>20.2</td>
<td>9.4</td>
</tr>
<tr>
<td>Non-OECD</td>
<td>4,833</td>
<td>35.7</td>
<td>15.4</td>
<td>17.8</td>
<td>8.4</td>
<td>22.7</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>8</td>
<td>0.0</td>
<td>19.7</td>
<td>70.1</td>
<td>0.0</td>
<td>10.1</td>
</tr>
<tr>
<td>China</td>
<td>680</td>
<td>73.7</td>
<td>7.5</td>
<td>0.4</td>
<td>0.0</td>
<td>18.4</td>
</tr>
<tr>
<td>India</td>
<td>309</td>
<td>71.3</td>
<td>3.9</td>
<td>1.3</td>
<td>1.7</td>
<td>21.8</td>
</tr>
<tr>
<td>Indonesia</td>
<td>39</td>
<td>31.1</td>
<td>48.4</td>
<td>3.5</td>
<td>0.0</td>
<td>17.0</td>
</tr>
<tr>
<td>Nepal</td>
<td>1</td>
<td>0.0</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>97.0</td>
</tr>
<tr>
<td>Philippines</td>
<td>27</td>
<td>7.3</td>
<td>51.8</td>
<td>0.0</td>
<td>0.0</td>
<td>40.9</td>
</tr>
<tr>
<td>Poland***</td>
<td>135</td>
<td>95.9</td>
<td>1.1</td>
<td>0.4</td>
<td>0.0</td>
<td>2.5</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>66</td>
<td>0.0</td>
<td>62.1</td>
<td>37.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Singapore</td>
<td>17</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>South Africa</td>
<td>168</td>
<td>92.3</td>
<td>0.0</td>
<td>0.0</td>
<td>5.4</td>
<td>2.3</td>
</tr>
<tr>
<td>Former USSR**</td>
<td>1,682</td>
<td>24.3</td>
<td>13.9</td>
<td>33.4</td>
<td>12.6</td>
<td>15.8</td>
</tr>
</tbody>
</table>

*Calculated from data on electricity production from fossil fuels from OECD and UN reports (IEA, 1993a; IEA, 1992; IEA, 1993b; Economic Commission for Europe, 1993).

**Data for the former USSR and Eastern Europe were based on incomplete official data.

The continued growth in electrical demand raises concerns about the ability of the environment to sustain this development without harm to itself. Roughly 63% of the world's electricity is obtained by burning fossil-fuels, 60% of which is coal. In other words, about 38% of...
all electricity is generated by coal. Coal and other fossil-fired plants emit carbon dioxide, sulfur dioxide and nitrous oxides which are known contributors to either global warming or acid precipitation, or the depletion of the ozone layer. Fossil plants also emit toxic chemicals aside from heat and ash. In spite of this fact, and also because of it, electricity is an important factor in the supply of clean energy. The following paragraphs illuminate this (Yamaji, 1991).

5.1.2 The Role of Electricity in the Environment

5.1.2.1 The Role of Electricity in Supplying Clean Energy

Electricity has a large share in the energy system. It consumes far more primary fuels than any other single industry. Because of this, implementing emission control measures in the industry will result in considerable reductions in overall emissions.

Centralized use of fossil fuels can take advantage of economies of scale, both in terms of efficiency and in the use of emission control technologies. It is also worth noting that although there are generation and transmission losses, electrification, particularly in industrial processes, usually contributes to overall efficiency improvements.

Electricity likewise allows the economical use of non-fossil energy sources. Many non-conventional sources of energy, such as hydro, geothermal, wind power, tidal power, wave power and ocean thermal energy conversion are site-specific, and need the electrical transmission system to make them available to consumers. Even nuclear and solar power, due to safety and space considerations, respectively, are subject to site constraints.

5.1.2.2 Efficiency Improvements in Electricity Supply

In terms of supply, conventional thermal efficiencies have stabilized at around 35%-40% (electrical energy produced out of total energy in the fuel). However, centralized electricity generation permits the use of larger, more efficient plants due to economies of scale. Also, new
technologies are coming with higher efficiencies. Combined cycle plants generate electricity with more than 40\% efficiency. Ceramic blade gas turbines can deliver power at 50\% efficiency. Molten Carbonate and Solid Oxide Fuel Cells (MCFC and SOFC) have close to 60\% efficiency.

There is also the possibility of direct energy conversion with magnetohydrodynamic generation in the future. In addition, electricity is still one of the most efficient, if not the most efficient, means of transporting energy.

Electricity storage systems allow the efficient operation of base load plants. They permit the operation of thermal plants near rated capacity by acting as a load in the system when the demand is low, and generating during the peak periods.

Cogeneration systems also allow for higher conversion efficiencies by producing both heat and power at the same time. The existence of a strong electrical network ensures the optimum use of this capacity.

5.1.2.3 Efficiency Improvements in Electricity End Use

Another vehicle for cleaner energy through electricity use is the improvement of end-use efficiencies. Among the more promising end uses are lighting, electric household appliances, heat pumps, motors and industrial electric furnaces.

The conventional fluorescent lamp consumes less than one-third the energy used by an equivalent incandescent lamp and lasts five times longer. With the introduction of rare earth fluorescent, low temperature compact fluorescent lamps and high-frequency electronic ballasts, efficiencies 50\% more than those of conventional fluorescent lamps have been attained.

Efficiency improvements in electric appliances such as refrigerators, televisions and air conditioners have also been achieved. Efficiency improvements of 45\% have been reported for
color TV sets, 60% for air conditioners and 66% for refrigerators and freezers over 1973 figures in Japan.

Use of heat pumps for hot water supply and space heating results in much less energy consumption than resistive heaters, and have been claimed in some cases to be more economical than gas heaters (Guha, 1994). With their introduction to the industry sector, they are becoming more effective in reducing the overall consumption of energy for heating purposes.

Improvements in motor control technology are resulting in increased efficiencies of motor operation even at lower loads. Use of variable speed drives instead of throttling to control fluid flow has also been very effective. The technology also permits the use of electricity in the transport sector.

There have been reductions in the specific energy consumption of electric arc furnaces. Use of microwave and far infrared rays is also promising. Household use of the microwave oven has reduced electricity consumption for cooking and there is already talk of microwave clothes dryers.

The next section discusses the effects of electricity generation on the environment in terms of the greenhouse and acid rain emissions of power plants.

5.2 Impacts on the Environment

5.2.1 Emissions from the fossil generation of electricity

The generating plant exhaust stream consists mainly of gases derived from the major elements of the fossil fuel. These include water vapor (H₂O), carbon dioxide (CO₂), sulfur dioxide (SO₂) and some of the nitric oxide (NO). However, the remaining nitric oxide is produced by oxidation of nitrogen molecules in the air used in the burners and not from nitrogen in the fuel. The other exhaust gases include small quantities of hydrogen chloride (HCl),
nitrogen dioxide (NO₂), nitrous oxide N₂O, carbon monoxide (CO) and sulfur trioxide (SO₃). Table 5.3 shows the concentrations of these constituents. The table shows that the major components of the flue gas aside from air and water vapor are carbon dioxide, sulfur dioxide and the nitrogen oxides. From here on, we shall focus on these emissions and their impacts on the environment.

Table 5.3

Chemical composition of stack emissions
from a typical modern coal-fired power station (2000 MW)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Air (oxygen depleted)</td>
<td>~80%</td>
</tr>
<tr>
<td>H₂O</td>
<td>~4.5%</td>
</tr>
<tr>
<td>CO₂</td>
<td>~12%</td>
</tr>
<tr>
<td>CO</td>
<td>40 (max. 1000) p.p.m.</td>
</tr>
<tr>
<td>SO₂</td>
<td>1000-1700 p.p.m.</td>
</tr>
<tr>
<td>SO₃</td>
<td>1-5 p.p.m.</td>
</tr>
<tr>
<td>NO</td>
<td>400-600 p.p.m.</td>
</tr>
<tr>
<td>NO₂</td>
<td>~20 p.p.m.</td>
</tr>
<tr>
<td>N₂O</td>
<td>~40 p.p.m.</td>
</tr>
<tr>
<td>HCl</td>
<td>250 p.p.m.</td>
</tr>
<tr>
<td>HF</td>
<td>&lt;20 p.p.m.</td>
</tr>
<tr>
<td>Particulate material</td>
<td>&lt;115 mg m⁻³</td>
</tr>
<tr>
<td>Hg (gaseous)</td>
<td>3 p.p.b.</td>
</tr>
</tbody>
</table>

Source: Roberts, et al., 1990

CO₂ and SO₂ Emissions

Table 5.3 shows that practically all of the carbon and sulfur emissions are in the form of CO₂ and SO₂. Carbon monoxide emissions are very small and come only as a result of slight inefficiencies in the combustion process. Sulfur trioxide (SO₃) emissions are clearly much less than sulfur dioxide emissions.
Carbon dioxide and sulfur dioxide are obtained from the elements present in the fossil fuel. The amount of CO$_2$ and SO$_2$ emissions can therefore be calculated directly from the fuel’s carbon and sulfur contents.

The following example illustrates the calculation for carbon dioxide emissions:

Atomic wt. of carbon = 12
Atomic wt. of oxygen = 16

C + O$_2$ → CO$_2$

Molecular weight of CO$_2$ = 12 + 2 × 16 = 44. Thus, complete combustion of one ton of carbon produces 3 2/3 tons of CO$_2$. For one ton of coal having 70% carbon content, the amount of CO$_2$ emissions would be (0.7 × 3.67 =) 2.57 tons.

A typical 400 MW coal plant uses more than 800 000 MT of coal per year. If CO$_2$ recovery equipment (these are not yet required in the CAAA) have 90% removal efficiency, the fraction released would be 0.10. Thus the carbon dioxide emissions will be:

Ton CO$_2$ emissions = 800 000 x 2.57 x 0.1 = 216 000.

If the same plant above has a 90% efficient scrubber, and the coal has 3% sulfur (atomic weight = 32) content, the annual SO$_2$ emissions would be:

S + O$_2$ → SO$_2$

Ton SO$_2$ emissions = 800 000 x 0.03 x 0.1 = 4 800.

**Nitrogen Oxide Emissions** (Shannon, 1982)

Nitrogen oxide emissions come from two sources:

a) Nitrogen found in the coal molecule (fuel-bound NO$_X$)

b) Nitrogen in the air (N$_2$) oxidized during the combustion process (thermal NO$_X$)
The amount of fuel-bound N₂ converted to NOₓ during combustion varies between 15 and 20% of the nitrogen in the coal. It depends on the characteristics of the coal, the firing systems, furnace conditions, flame patterns and temperatures, burning time and furnace reducing or oxidizing conditions. The fuel-bound component of NOₓ emissions can be calculated using a similar method to that for SO₂, this time using the atomic weight of 14 for nitrogen:

\[ \text{N}_2 + 2\text{O}_2 \rightarrow 2\text{NO}_2 \]

The amount of thermal NOx is dependent on combustion time-temperature factors, furnace combustion conditions - reducing or oxidizing conditions and type of burner and combustion air distribution.

Table 5.4 gives average emissions characteristics of thermal plants throughout the U.S. This table is based on studies sponsored by EPRI (EPRI CSD, 1989).

**Table 5.4**

**Emission Characteristics of Power Plants in the United States (EPRI CSD, 1989)**

<table>
<thead>
<tr>
<th>Plant Type</th>
<th>VOCs (grams/kWh)</th>
<th>CO (grams/kWh)</th>
<th>NOₓ (grams/kWh)</th>
<th>SO₂ (grams/kWh)</th>
<th>CO₂ (grams/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas**</td>
<td>0.025</td>
<td>0.20</td>
<td>2.32</td>
<td>0.004</td>
<td>490</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oil**</td>
<td>0.050</td>
<td>0.19</td>
<td>2.02</td>
<td>5.080</td>
<td>781</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coal</td>
<td>0.010</td>
<td>0.11</td>
<td>3.54</td>
<td>9.260</td>
<td>1090</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.00*</td>
<td>2.00*</td>
<td>1030*</td>
</tr>
</tbody>
</table>

*Post-1995
**Assumes a mix of 10% combustion turbines and 90% steam turbines.
Table 5.5 gives estimates of the emissions of carbon dioxide, sulfur dioxide and nitrous oxides world-wide in 1991. The calculations were based on U.S. plant performance data and are presumed to be a conservative representation of world conditions.

Table 5.5
Carbon Dioxide, Sulfur Dioxide and Nitrous Oxide Emissions from Fossil-Fuel Generation of Electricity for Selected Countries (1991)*

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>Million MWh</th>
<th>Carbon (10^6 MT)</th>
<th>SO₂ (000 MT)</th>
<th>NOₓ (000 MT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>12 080</td>
<td>1 890</td>
<td>47 655</td>
<td>21 857</td>
</tr>
<tr>
<td>OECD</td>
<td>7 247</td>
<td>1 103</td>
<td>27 854</td>
<td>12 251</td>
</tr>
<tr>
<td>Australia</td>
<td>157</td>
<td>39</td>
<td>1 136</td>
<td>473</td>
</tr>
<tr>
<td>Canada</td>
<td>508</td>
<td>31</td>
<td>912</td>
<td>373</td>
</tr>
<tr>
<td>France</td>
<td>455</td>
<td>16</td>
<td>449</td>
<td>188</td>
</tr>
<tr>
<td>Germany</td>
<td>559</td>
<td>102</td>
<td>2 976</td>
<td>1 244</td>
</tr>
<tr>
<td>Italy</td>
<td>222</td>
<td>36</td>
<td>904</td>
<td>407</td>
</tr>
<tr>
<td>Japan</td>
<td>888</td>
<td>118</td>
<td>227</td>
<td>272</td>
</tr>
<tr>
<td>Norway</td>
<td>111</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Spain</td>
<td>156</td>
<td>20</td>
<td>602</td>
<td>236</td>
</tr>
<tr>
<td>Sweden</td>
<td>148</td>
<td>2</td>
<td>46</td>
<td>20</td>
</tr>
<tr>
<td>U.K.</td>
<td>322</td>
<td>70</td>
<td>2 096</td>
<td>817</td>
</tr>
<tr>
<td>U.S.</td>
<td>3 213</td>
<td>599</td>
<td>16 881</td>
<td>7 348</td>
</tr>
<tr>
<td>Non-OECD</td>
<td>4 833</td>
<td>787</td>
<td>19 801</td>
<td>9 606</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>China</td>
<td>680</td>
<td>160</td>
<td>4 903</td>
<td>1 885</td>
</tr>
<tr>
<td>India</td>
<td>309</td>
<td>69</td>
<td>2 103</td>
<td>814</td>
</tr>
<tr>
<td>Indonesia</td>
<td>39</td>
<td>8</td>
<td>206</td>
<td>84</td>
</tr>
<tr>
<td>Nepal</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Philippines</td>
<td>27</td>
<td>4</td>
<td>88</td>
<td>35</td>
</tr>
<tr>
<td>Poland</td>
<td>135</td>
<td>39</td>
<td>1 204</td>
<td>462</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>66</td>
<td>12</td>
<td>208</td>
<td>141</td>
</tr>
<tr>
<td>Singapore</td>
<td>17</td>
<td>4</td>
<td>84</td>
<td>34</td>
</tr>
<tr>
<td>South Africa</td>
<td>168</td>
<td>46</td>
<td>1 439</td>
<td>550</td>
</tr>
<tr>
<td>Former USSR</td>
<td>1 682</td>
<td>246</td>
<td>4 968</td>
<td>3 219</td>
</tr>
</tbody>
</table>

*Calculated from data on electricity production from fossil fuels from OECD and UN reports (IEA, 1993a; IEA, 1992; IEA, 1993b; Economic Commission for Europe, 1993). CO₂, SO₂ and NOₓ emissions per kWh used to multiply coal, oil and gas-fired generation in each country were based on U.S. experience (EPRI CSD, 1989). Japan data was based on TEPCO report (EPD, 1992). MT represents metric ton.
Table 5.6 presents the projected CO₂, SO₂ and NOₓ emissions from the generation of electricity in a sampling of OECD and non-OECD countries.

### Table 5.6

**Carbon Dioxide, Sulfur Dioxide and Nitrous Oxide Emissions from Fossil-Fuel Generation of Electricity (Projections for 1995 and 2000)**

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>1995</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Carbon 10⁶ MT</td>
<td>SO₂ 000 MT</td>
</tr>
<tr>
<td>World</td>
<td>2041</td>
<td>48742</td>
</tr>
<tr>
<td>OECD</td>
<td>1084</td>
<td>24357</td>
</tr>
<tr>
<td>Australia</td>
<td>47</td>
<td>1378</td>
</tr>
<tr>
<td>Canada</td>
<td>32</td>
<td>902</td>
</tr>
<tr>
<td>France</td>
<td>13</td>
<td>388</td>
</tr>
<tr>
<td>Germany</td>
<td>97</td>
<td>2749</td>
</tr>
<tr>
<td>Italy</td>
<td>48</td>
<td>1088</td>
</tr>
<tr>
<td>Japan</td>
<td>117</td>
<td>226</td>
</tr>
<tr>
<td>Norway</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Spain</td>
<td>25</td>
<td>724</td>
</tr>
<tr>
<td>Sweden</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>U K</td>
<td>62</td>
<td>1687</td>
</tr>
<tr>
<td>U.S.</td>
<td>566</td>
<td>13250</td>
</tr>
<tr>
<td>Non-OECD</td>
<td>957</td>
<td>24385</td>
</tr>
<tr>
<td>Africa</td>
<td>85</td>
<td>2474</td>
</tr>
<tr>
<td>Latin America</td>
<td>46</td>
<td>900</td>
</tr>
<tr>
<td>Asia</td>
<td>111</td>
<td>2775</td>
</tr>
<tr>
<td>China</td>
<td>205</td>
<td>6299</td>
</tr>
<tr>
<td>India</td>
<td>97</td>
<td>2965</td>
</tr>
<tr>
<td>Europe</td>
<td>89</td>
<td>2593</td>
</tr>
<tr>
<td>Former USSR</td>
<td>271</td>
<td>5463</td>
</tr>
</tbody>
</table>

5.2.2 Environmental Impacts of Plant Emissions

The environmental issues related to power systems may be classified into local issues covering air/water quality and waste management effects, regional issues of mainly acidic deposition, and global issues which essentially deal with greenhouse gases (Taylor and Fox, 1991). Another classification deals with the more direct effects of these emissions, to wit: pollutants affecting human health, radiatively and chemically active trace gases that cause visibility degradation or affect the ozone layer, and what are known as air toxics - mercury, arsenic, chlorine, etc. Among these emissions, greenhouse and acid rain gases have the greatest impact on the planning and operation of electric utilities.

5.2.2.1 CO₂ Emissions

It is estimated that the earth would have a temperature of -18°C were it not for what are known as the greenhouse gases (Sundararaman, 1991). Carbon dioxide, water vapor and ozone allow higher frequency solar radiation to pass to the earth but absorb the terrestrial infrared radiation. The mechanisms are different but the similarity of the effect has resulted in the use of the term greenhouse -- where heat is retained by preventing convective flows out of the structure (Roberts, et al., 1990). The terrestrial biosphere and the oceans serve as sinks and sources for carbon dioxide, each exchanging with the atmosphere some 100 GtC per year.

Anthropogenic CO₂ emissions from energy use in 1988 were estimated at 6.3 GtC, and growing at the rate of 2.5% per year (OECD, 1991). About 1.7 GtC were contributed by power generation (Rahman and de Castro, 1994). Half of the CO₂ emitted appears to remain in the atmosphere and causes the rising trend in air concentrations of the gas (Roberts, et al., 1990).

Carbon dioxide is only one of several greenhouse gases produced by human activity (anthropogenic emissions). Also included in this category are methane (CH₄), nitrous oxide (N₂O), ozone (O₃), and the chlorofluorocarbons (CFCs). All of these have a greater warming
effect than CO$_2$ on a molecule per molecule basis (Sundararaman, 1991). Calculations based on concentration, radiative effectiveness and lifetime, however, show that CO$_2$ accounted for 66% of greenhouse gas contributions to global warming in the U.S. between 1880 and 1980 (Kane, et al., 1991), and 55% globally between 1980 and 1990 (Sundararaman, 1991).

While models predict that the increase in greenhouse gas concentrations should already have caused global warming, there is some doubt as to whether the experienced trend of slightly less than one degree Fahrenheit ($^\circ$F) can be attributed to them (Kane, et al., 1991). The models differ in representation, particularly in the effects on cloud cover and the ocean surface, as well as in the assumptions and measurement methods used. As a result, there is much variation in the estimates of predicted temperature changes resulting from the expected doubling of CO$_2$ concentrations in the next century from as low as 0.2 $^\circ$C (0.4 $^\circ$F) (Roberts, et al., 1990) to as high as 9.4 $^\circ$C (16.9 $^\circ$F) (Kane, et al., 1991). A commonly accepted figure is 1.5 to 4.5 $^\circ$C (Douglas, 1992; Elsom, 1987).

Assuming that the expected increase in CO$_2$ concentrations will result in global warming, the next question is what effects global warming will have. Among the possibilities are worldwide changes in crop productivity, forest ecosystem migration, a rise in the sea level and the extinction of some endangered species (Douglas, 1992; Elsom, 1987).

A direct effect of global warming on the utility industry is the change in the demand for electricity (Roberts, et al., 1990). Once the uncertainties of temperature changes are resolved, however, these would be much easier to quantify. A more difficult problem is the assessment of repercussions on the utility's strategic position of the internalization of the externalities of the previous paragraph.
5.2.2.2 SO₂ Emissions

Sulfur dioxide is a colorless gas produced mainly from the combustion of fossil fuels. It can react catalytically with such oxidants as ozone, hydrogen peroxide and organic free radicals to produce sulfur trioxide (which hydrates quickly to sulfuric acid), sulfuric acid and sulfates:

\[ \text{OH} + \text{SO}_2 \rightarrow \text{HSO}_3 \]
\[ \text{HSO}_3 + \text{O}_3 \rightarrow \text{HO}_2 + \text{SO}_3 \]
\[ \text{SO}_3 + \text{H}_2\text{O} \rightarrow \text{H}_2\text{SO}_4 \]

Fog, suspended particulate matter, and sulfur dioxide form smog which is known to have health effects particularly on the elderly, the young and those with respiratory ailments. There are also effects on the vegetation, on structural materials and on the atmosphere. The following paragraphs drawn from Elsom (1987) describe these effects.

The best-known example of the health effects of SO₂ happened in London in 1952 when 4700 deaths occurred above the expected value due to respiratory failure. The largest single contributor was bronchitis, although death from diseases involving the impairment of respiratory functions also rose. The number of deaths due to heart disease increased, possibly due to the strain on the heart caused by the said respiratory problems. Sulfates suspended in the emissions are suspect for increased asthma attacks, aggravation of heart and lung disease and a lowering of resistance to respiratory diseases.

At low added levels of SO₂, it has been seen to enhance plant growth by the addition of soil nutrients. At higher levels, however, SO₂ causes bleaching of plant chlorophyll and lowers soil pH values, resulting in reduced growth and yield. Impacts are more pronounced on plants such as lichen which contain relatively little chlorophyll. Such information has been used to map sulfur dioxide levels by experimental transplantation of lichens and observing their fate.

Sulfur dioxide also leads to corrosion of building stone. It converts the calcium carbonate in limestone, sandstone, roofing slate and monar into soluble calcium sulfate.
(gypsum). The material increases in volume, resulting in scaling, blistering and disintegration. The loose material is then washed away by rain. Sulfur dioxide also affects fabrics (especially man-made textiles such as nylon), leather, paper, electrical contacts, paints and medieval stained glass. It also accelerates the corrosion rates of metals such as iron, steel, zinc, copper and nickel.

Another effect of SO₂ emissions is the reduction in visibility due to light absorption and scattering by sulfates. These suspended particulate matter also enhances condensation and freezing, leading to the formation of cloud and fog, increased precipitation and reduced sunshine levels.

5.2.2.3 NOₓ Emissions

The most important oxides of nitrogen are nitric oxide and nitrogen dioxide since other oxides are not known to be biologically significant. Anthropogenic nitrogen oxides are produced during combustion when the temperature is higher than about 1000°C. Its principal sources are the combustion of fossil fuels in stationary sources and in motor vehicles. Like sulfur dioxide, nitrogen oxide emissions have impacts on health, on vegetation and on the atmosphere. In addition, they are believed to act as catalysts in the depletion of the ozone layer. A more detailed discussion of this is given in Elsom (1987).

Aside from promoting photochemical pollution, nitrogen oxides have health effects of their own. High concentrations of NOₓ (600-900 μg/m³) have been found to result in increased susceptibility to respiratory infections, increased airway resistance and decreased sensitivity to bronchoconstrictors.

Oxides of nitrogen account for 30% of acid rain precipitation in the U.S. (next to sulfur compounds which account for 65%). A term used to refer to precipitation having a pH value lower than 5.6, acid rain is known to result in the depletion of fish stocks, a reduction in forest
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productivity, human health problems, increased material corrosion and erosion, and reduced visibility.

5.2.3 Implications for Electric Utilities

Although many of the effects of emissions on the environment have long been recognized, the institution of measures for abatement has been a long and tedious process. One reason for this is that emissions are externalities and, therefore, do not directly affect the profitability of its producer. This is exacerbated by the fact that it is a public "bad" which is more difficult to quantify.

However, there are now increasing legal and societal pressures on the electric utility industry to explicitly account for the impact of power generation on the environment. The players in the utility industry now include, in addition to governments and funding agencies, private power developers and producers, private investors and an environmentally aware public. As a result, issues of profitability and emissions limiting are now getting greater emphasis. The utility planner is challenged to have an understanding of these various dimensions of the decision. In the following paragraphs, I shall discuss these forces that impact on the electric utility industry.

5.3 Environmental Policy Options

The policy instruments available to the government for implementing environmental policy can be classified into two major groups -- command and control approaches and economic incentive systems. Earlier legislation leaned towards the former, but more recent ones have taken advantage of the market orientation of the latter (Pearce and Turner, 1990; Project 88, 1991).
5.3.1 Command and Control

A command and control approach to pollution abatement involves the setting of standards and direct regulation of polluters. This conventional regulatory mechanism either specifies the technology that must be used (technology-based) or sets a cap on the emission rate that all sources must meet (a uniform performance standard). The command and control approach has included the setting of ambient air and water quality standards, objectives and targets; and the imposition of emission and discharge limits and/or products or process standards through a licensing and monitoring system. Compliance is made mandatory for polluters and non-compliance results in sanctions on the polluters.

5.3.1.1 Uniform Performance Standard

Uniform standards that have been used include:

a) limiting the maximum rate of discharge from a pollution source
b) specification of the degree of pollution control required, such as percentage removal of particles from the emission
c) limitation of the density of pollution discharged or emitted
d) bans on discharges based on pollution concentration or damage costs
e) discharge limits based on the use of specified inputs to or outputs from the production process.

5.3.1.2 Technology Based Pollution Control Approaches

The 1970 Clean Air Act was based on achieving air quality pollution standards through strict formulation of technology standards. National Ambient Air Quality Standards (NAAQS) were to be implemented by states under state implementation plans (SIPs). Ambient standards for ozone and other criteria pollutants were set together with New Source Performance Standards (NSPS).
Between 1970 and 1976 SIPs fell behind schedule, and EPA started to formulate its offset policy. This allowed new and modified sources in 'non-attainment areas' when Lowest Available Emission Rate Technologies (LAERTs) were applied and when any additional emissions were offset.

The amendments of 1977 allowed the extension of deadlines for achieving NAAQSs and the formulation of new technology standards. Existing sources in non-attainment areas were allowed to use Reasonably Available Control Technology (RACT) which considered technological and economic feasibility.

Specifying a uniform performance standard instead of a particular technology allows more flexibility for the firms to decide how they will meet the goal, e.g., a limit on the amount of pollutant that can be emitted per product output. Both of these approaches, however, tend to impose relatively high social costs. For example, the cost to control certain pollutants may vary by a factor of 100 or more because of the differences in location and technology used for the different plants. If the government desired to allocate the pollution control burden effectively, it would have to require all sources to control at the same marginal cost -- something that would require detailed information on the operating cost of each individual source.

5.3.2 Economic Incentive Systems

In order to allocate the control burden more effectively, the U.S. government is now taking advantage of economic-incentive approaches. These policy options use market forces to find the most cost-effective manner of pollution control. Economic-incentive approaches can be grouped into four major categories: pollution charges; subsidies; deposit-refund systems; and market creation. Table 5.7 describes these approaches.
<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effluent Charges</td>
<td>Paid on discharges into the environment and are based on the quantity and/or quality of the effluent</td>
</tr>
<tr>
<td>Incentive effluent charges</td>
<td>Revenue collected via the charge is not returned to the polluter</td>
</tr>
<tr>
<td>Distributive effluent charges</td>
<td>Revenue collected via the charge is returned to the polluter, in the form of subsidies for new pollution control equipment</td>
</tr>
<tr>
<td>User charges</td>
<td>Payments for the cost of collective or public treatment of effluents</td>
</tr>
<tr>
<td>Product charges/tax</td>
<td>Additions to the price of products, which are polluting or are difficult to dispose of, the former have a revenue-raising feature</td>
</tr>
<tr>
<td>differentiation</td>
<td></td>
</tr>
<tr>
<td>Administrative charges</td>
<td>Control and authorization fees</td>
</tr>
<tr>
<td><strong>Subsidies</strong></td>
<td></td>
</tr>
<tr>
<td>Grants</td>
<td>Non-repayable forms of financial assistance, contingent on the adoption of pollution abatement measures</td>
</tr>
<tr>
<td>Soft loans</td>
<td>Loans linked to abatement measures and carrying below-market rates of interest</td>
</tr>
<tr>
<td>Tax allowances</td>
<td>Allows accelerated depreciation, tax or exemptions or rebates if certain pollution abatement measures are adopted</td>
</tr>
<tr>
<td>Elimination of subsidies</td>
<td>Removal of subsidies that promote economically inefficient and environmentally unsound development</td>
</tr>
<tr>
<td><strong>Deposit-refund system</strong></td>
<td>Systems in which surcharges are laid on the price of potentially polluting, a refund of the surcharge is given on the return of the product or its residuals</td>
</tr>
<tr>
<td><strong>Market creation</strong></td>
<td>Artificial markets in which actors can buy and sell 'rights' for actual or potential pollution</td>
</tr>
<tr>
<td>Emissions trading (bubbles, offsets, netting and banking)</td>
<td>Within a plant, within a firm or among different firms (e.g., CAAA, 1990).</td>
</tr>
<tr>
<td><strong>Market intervention</strong></td>
<td>Price intervention to stabilize markets, typically secondary materials (recycled) markets</td>
</tr>
<tr>
<td><strong>Liability insurance</strong></td>
<td>Polluter liability leading to insurance market</td>
</tr>
<tr>
<td><strong>Removal of barriers</strong></td>
<td>Allow more competition among firms and permit least-cost bidding to promote economic efficiency (e.g., PURPA and EPA).</td>
</tr>
</tbody>
</table>

5.3.3 Legislation Affecting the US Utility Industry

The most recent legislation affecting the US electric utility industry are the Clean Air Act Amendments (CAA) of 1990 and the Energy Policy Act (EPA) of 1992. Of these two, the CAAA directly addressed emissions and set policies for limiting them, particularly acid rain
emissions. The EPA, on the other hand, set efficiency targets which are expected to have indirect impacts on greenhouse gas emissions.

5.3.3.1 The Clean Air Act Amendments of 1990 (Pytte, 1990)

Among the provisions of the Clean Air Act Amendments of 1990 (CAA-90), Title IV (Acid Deposition) has the greatest impacts on the utilities. This provision requires that sulfur dioxide emissions be cut 10 million tons below the 1980 levels to 8.9 million tons. This is to be accomplished in two phases.

The first phase began January 1, 1995 and affected the 111 dirtiest power plants. At that time, the said plants would have had to reduce their SO$_2$ emissions to 2.5 lb per million Btu (lb/MMBtu). The Environmental Protection Agency (EPA) will issue allowances, each permitting one ton of SO$_2$ emissions. Facilities that cut their emissions further than the 2.5 lb rate can then sell or apply their unused allowances to other facilities that cannot meet their limit. Title IV also allows extra allowances for utilities using conservation and renewable energy resources and for most of the affected sources in the Midwest (Illinois, Indiana and Ohio) for each year from 1995 to 1999. A two-year deadline extension is given to plants that commit to installing flue gas desulfurization (FGD) systems capable of eliminating 90 percent or more of their SO$_2$ emissions. EPA will allocate for these units allowances approximately equivalent to their uncontrolled annual emissions during the extension period. In addition, qualified units using FGD also receive one bonus allowance in 1997, 1998 and 1999 for each ton of reduction below 1.2 lb/MMBtu.

Phase II, which takes effect January 1, 2000, sets an emissions limit for utilities of 1.2 lb/MMBtu. Bonus allowances are to be given to states where utilities emit less than 0.8 lb/MMBtu. Another 50,000 allowances will be given in Phase II to plants in 10 states (Illinois, Indiana, Ohio, Georgia, Alabama, Missouri, Pennsylvania, West Virginia, Kentucky and Tennessee, with certain plant exceptions) that meet Phase I limits. Plants reducing SO$_2$ emissions by 90% will receive allowances on a two-for-one basis.
5.3.3.2 The Energy Policy Act of 1992 (Idelson, 1992)

The Energy Policy Act of 1992 was legislated to promote more competition in the electric utility industry, provide tax relief to oil and gas drillers, encourage energy conservation and efficiency, advance renewable energy and the use of alternative fuels on cars, facilitate the construction of nuclear power plants and promote energy-related research and development through the infusion of funds.

While not attacking the issue of greenhouse gases directly, it creates an office on climate protection and requires an administrative study on the methods and costs of curbing greenhouse gas emissions. It also requires the energy secretary to develop a least cost energy strategy that promotes energy efficiency and seeks to limit the emission of carbon dioxide and other greenhouse gases.

The provisions of the Act that have a greater effect on the utilities is the creation of a category of exempt wholesale power producers. This change allows utilities to operate independent wholesale plants outside of their own service territories and encourages the operation of generating plants by independent producers. The provision also allows wholesale electricity generators to request that the Federal Energy Regulatory Commission order a utility to transmit their power.

A range of standards and incentives on energy efficiency, renewable and alternate energy sources and on energy and coal research are also expected to have impacts in the intermediate and the far future.

5.3.3.3 Industry’s Response to Environmental Legislation

The CAAA of 1990 resulted in a flurry of activity in the electric utility industry. Utilities and energy companies updated their current planning options and methodologies to find the optimal means of complying with the act. The utility responses included the development and
implementation of a range of emission simulation and production cost software, and the
development and use of decision analysis programs and procedures (Buttorff and Latti, 1991;
1992). Other studies centered on the possible global impacts of legislation in terms of total
energy production and generating capacity distribution, economic effects and the projected SO2
emissions (Lock, 1991; Stallard and Ferguson, 1991; Yates, 1991; Desai, 1991; Molburg and
Hanson, 1992).

It may seem that with the provisions of the CAAA and its implementing regulations the
uncertainties before the utility planner are simplified to those involved in the calculation of
market prices of the allowances and of the costs of options for emission abatement. There are
indications, however, that more and more regulators are imposing on their utilities to internalize
emission externalities in their planning. There is focus on the greenhouse gases, specially CO2,
which have not yet been addressed by legislation. Others also emphasize the advantages of
valuation of externalities rather than basing the response in terms only of the cost of control and
market prices of allowances (Kane, et al., 1991; Makovich, 1991; Kosobud, et al., 1991; Holstein
and Brands, 1992; Horst and Blake, 1992).

5.3.4 Rationale for Incorporating Cost of Externalities in Planning

An externality can be defined as the effect of an agent's actions on another's
environment other than by their effect on prices (Varian, 1984). It can be dealt with by the
inclusion of a social price, putting a price on the potential income without the externality, or the
assignment of property rights to one of the parties. Externalities can be integrated in utility
planning through the inclusion of cost of control, valuation of damages, and a regulatory
approach which sets emissions limits (Violette and Peterson, 1990). The impacts of the
emissions can be estimated through direct, indirect and contingent valuation techniques. These
can be internalized in resource planning through any of several methods depending on the
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intended use and the availability of information. These methods include qualitative approaches such as those which simply list or categorize the extent of the impact of potential externalities, rule-based approaches which adjust the cost of options meeting given criteria, rating or weighting applied to resource options for each potential externality, and monetization approaches which assign dollar values to externalities for each resource option (Temple, Barker and Sloan, 1991).

The Clean Air Act Amendments (CAAAs) of 1990, by providing for open trading in emissions allowances, gives utilities the means to optimize operations in the presence of emissions caps, while at the same time allowing market forces to do it efficiently. However, it works on a pre-set emissions limit. Thus, what it optimizes is the cost of reducing emissions up to the limit. Cost of control, while much simpler and easier to implement and, therefore, more popular, does not reflect actual social costs. True valuation of environmental externalities can only be obtained from actual environmental damage assessment, although the task is formidable and has only been attempted on a limited basis.

The Clean Air Act also does not address greenhouse gas emissions, which is expected to play a significant role in future energy resource decisions. Already, much of the developed world is committed to CO2 emissions limits. And while there are concerns regarding the impacts of such limits on the U.S. economy (Douglas, 1992), such requirements are likely to become a reality, if not within the current 15- to 20-year utility planning horizons, within the 30- to 40-year lifetimes of capacity resource alternatives.

Expected environmental impacts of emissions and the limitations of available legislation manifest the compelling social need for furthering efforts to incorporate these externalities in utility planning. The question is whether it would benefit utilities to account for the impact of all emissions, including those that are not covered by current regulations or those that are below the limits that they impose. The arguments against it are the added cost, the appropriateness of such an approach (as against further strengthening of environmental regulations), the inequitable
burden on electricity versus other (more polluting) energy sources, and the uncertainties regarding the actual impacts on the environment (Rabl, 1994).

Nevertheless, decision makers in the utility industry are finding it to be increasingly more prudent to incorporate such externalities in their planning. The number of utility commissions requiring environmental externality adders in evaluating future capacity additions continues to grow (Horst and Blake, 1992). From two states in 1986, the number of states incorporating environmental considerations in their integrated resource planning (IRP) requirements for utilities has grown to twenty-two in 1992, with four other states considering similar action (Rabl, 1994; Ottenger, 1991). Utility regulators consider the inclusion of environmental factors in resource planning a moral obligation which is economically sensible and which provides "a strategic opportunity to promote broader change..." (Connors, 1993). Future international agreements and federal and state laws and regulations are likely to impose stricter environmental laws over the life of planned capacity additions.

Another reason for incorporating environmental costs is the utility's mandate to serve the public interest, which includes environmental protection. This is further reinforced by the fact that customer surveys show a preference for environmentally friendly goods and services even if they have to pay for such benefits (Horst and Blake, 1992). This in the least entails a redefinition of the term customer, to include the general public, and quality of service, to include environmental benefits. It makes good sense for the utility to develop a technological advantage for pollution control in order to meet customers' expectations and position the utility strategically in the future energy marketplace.

5.3.5 The Cost of Emissions

A variety of studies have been conducted to quantify the cost of emissions. One of the better known studies was performed by the Tellus Institute for the Massachusetts Institute of Technology. Another was conducted by the Pace University Center for Environmental Legal Environment-Sensitive Planning
Studies for the New York State Energy Research and Development Authority. The former involved control cost values and was adopted by the Massachusetts Department of Public Utilities for use of Massachusetts utilities in developing resource plans. The latter uses damage cost values. Table 5.8 summarizes the results of some studies and the values used by some states.

5.4 Utility Options

A variety of options are available to the utility for planning an environmentally sustainable generation system. Supply-side options increase generating capacity while reducing emissions. Demand-side alternatives delay the need for increased capacity although not necessarily limiting the electricity services provided to the customer. The following paragraphs briefly describe these options that are available to the utility industry.

5.4.1 Supply-Side Options

One generation option involves the use of conventional technology employing emission reduction through the removal of particulates, NO\textsubscript{X} and SO\textsubscript{2}. Flyash and NO\textsubscript{X} removal use fabric filters and selective catalytic reduction (SCR) and/or combustion modifications, while SO\textsubscript{2} removal involves stack-gas scrubbers or flue-gas desulfurization systems. The technology for sulfur removal from coal before and during the combustion process is also available and remains to be another option. Other options include low-sulfur coal, plant retirements and fuel substitution (nuclear or gas). A host of new generation technologies such as integrated gasification combined cycle (IGCC) turbines, pressurized fluidized-bed combustion (PFBC) turbines and steam-injected gas turbines are also expected to play major roles in future power systems in view of their greatly reduced SO\textsubscript{2} emissions and their higher efficiencies which essentially reduce CO\textsubscript{2} emissions per kWh of electricity generated.
Table 5.8
Costs of Externalities

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MDPU</td>
<td>NYPSC</td>
<td>Nevada PSC</td>
<td>CA PUC (SDG&amp;E/SCE)</td>
</tr>
<tr>
<td>SO2</td>
<td>0.781</td>
<td>0.410</td>
<td>0.780</td>
<td>9.150</td>
</tr>
<tr>
<td>NOx</td>
<td>3.383</td>
<td>0.890</td>
<td>3.400</td>
<td>12.250</td>
</tr>
<tr>
<td>VOCs</td>
<td>2.787</td>
<td>0.590</td>
<td>8.750</td>
<td>1.650</td>
</tr>
<tr>
<td>CO</td>
<td>0.452</td>
<td>0.460</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSP</td>
<td>2.103</td>
<td>0.160</td>
<td>2.090</td>
<td>2.650</td>
</tr>
<tr>
<td>CO2</td>
<td>0.012</td>
<td>0.001</td>
<td>0.011</td>
<td>0.013</td>
</tr>
<tr>
<td>CH4</td>
<td>0.116</td>
<td>0.110</td>
<td>0.120</td>
<td>0.000</td>
</tr>
<tr>
<td>N2O</td>
<td>2.082</td>
<td>2.070</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Although the technology is already available for reducing SO₂ emissions, it puts an additional financial burden on the utility and, ultimately, the electricity consumer. Scrubbers cost around $175 to $200 per kW to install (Stallard and Ferguson, 1991) and penalize the plant efficiency. Lower sulfur coals (those with less than 1% sulfur content) can only be bought at a premium. Electricity prices of American Electric Power Co. (AEP) are expected to increase by about 5% on the average (and up to 20% for some customers) due to acid rain compliance (McManus, 1993). Low NOx burners likewise entail an additional cost.

The other available supply-side options also encounter obstacles. The much touted fusion reactor is still about 50 years to commercialization, and even the supposedly benign hydro is meeting considerable opposition from environmentalists. Solar and other renewable technologies hold considerable promise but still need to take off with large grid connection due to cost constraints.

5.4.2 Demand-Side Options

Aside from the increase of production capacity, the utility can avail of demand-side alternatives which delay the requirement for additional investments. Electric Power Research Institute (EPRI) studies show the benefits of load shifting, peak shaving and valley filling not only in the reduction of the load and in improving operating efficiencies but in emission reduction as well (EPRI CSD, 1991). American utilities plan to meet up to one-third of new capacity needs with DSM (Levine, 1993). Studies show that considerable improvements can also be achieved in the efficiencies of residential appliances such as lighting, refrigerators, air conditioners and heaters (use of heat pump). Better energy management control systems and variable-speed motors can also be used to reduce the total electric energy consumption.

Table 5.9 lists some of the options and their estimated costs. Trends in utility planning integrate both supply-side and demand-side alternatives to maximize benefits to the utility. The
Costs of efficiency improvement are evidently very competitive with traditional capacity expansion options and much more acceptable environmentally. Calculations based on plant emission rates in lbs/MBtu and plant heat rates in Btu/kWh result in the externality surcharges of Table 5.10.

**Table 5.9**
Costs of Capacity Options

<table>
<thead>
<tr>
<th>Capacity Option</th>
<th>Cost (c/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Supply Side</strong></td>
<td></td>
</tr>
<tr>
<td>Conventional (Hubbard, 1991)</td>
<td>Coal with compliance 5-7</td>
</tr>
<tr>
<td></td>
<td>Hydro 2-3</td>
</tr>
<tr>
<td></td>
<td>Gas 3-4</td>
</tr>
<tr>
<td></td>
<td>Cogeneration 3</td>
</tr>
<tr>
<td>Alternative (Yeager, 1992)</td>
<td>Photovoltaics 30-40</td>
</tr>
<tr>
<td></td>
<td>Wind 7-9</td>
</tr>
<tr>
<td></td>
<td>Biofuels 5</td>
</tr>
<tr>
<td></td>
<td>Solar Thermal 10</td>
</tr>
<tr>
<td></td>
<td>Geothermal 5-7</td>
</tr>
<tr>
<td><strong>Demand Side</strong></td>
<td></td>
</tr>
<tr>
<td>Valley Filling (EPRI CSD, 1991)</td>
<td>Refrigerator 3</td>
</tr>
<tr>
<td>Efficiency Improvement (Levine, 1993)</td>
<td>Water Heater 1-3</td>
</tr>
<tr>
<td></td>
<td>HVAC 1.2</td>
</tr>
<tr>
<td></td>
<td>Lighting 1-3</td>
</tr>
<tr>
<td></td>
<td>High-Effy Motors 1-3</td>
</tr>
</tbody>
</table>
Table 5.10
Externality Surcharges by Plant Type (cents/kWh)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Small Coal</td>
<td>7.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium Coal</td>
<td>6.4</td>
<td>1.4</td>
<td>4.3</td>
<td>2.7 - 6.7</td>
</tr>
<tr>
<td>Large Coal</td>
<td>6.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1950s Oil</td>
<td>5.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1960s Oil</td>
<td>4.7</td>
<td></td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>1970s Oil</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CC</td>
<td>2.8</td>
<td>2.2</td>
<td>1.0</td>
<td>0.36</td>
</tr>
<tr>
<td>Peakers</td>
<td>5.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal Purchases</td>
<td>5.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal IPPs (1990)</td>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal IPPs (2005)</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adv. CCs</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adv CTs</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGCC</td>
<td>2.4</td>
<td>2.5</td>
<td>0.8</td>
<td>4.5</td>
</tr>
<tr>
<td>Atm. Fluidized Bed</td>
<td></td>
<td>4.9</td>
<td>2.8</td>
<td></td>
</tr>
<tr>
<td>Biomass</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Refuse</td>
<td>5.3</td>
<td></td>
<td>2.79</td>
<td></td>
</tr>
<tr>
<td>Solar Thermal</td>
<td></td>
<td>0.5</td>
<td>0.0 - 0.4</td>
<td></td>
</tr>
<tr>
<td>Geothermal</td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>Cogenerator (coal)</td>
<td></td>
<td></td>
<td>0.32</td>
<td>2.3</td>
</tr>
<tr>
<td>Solar photovoltaics</td>
<td></td>
<td>0.03</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Wind Turbine</td>
<td></td>
<td>0.0 - 0.1</td>
<td>0.01</td>
<td>0.1</td>
</tr>
<tr>
<td>Micro-Hydro</td>
<td></td>
<td>0.01</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Nuclear Electricity</td>
<td></td>
<td>2.91</td>
<td>0.06</td>
<td>0.3</td>
</tr>
</tbody>
</table>
Chapter 6

Case Study

This section discusses the implementation of the proposed planning framework on an actual electric utility system.

6.1 Sample System

The sample system used for the study is based primarily on the Virginia Power Forecast of Load and Resources (Virginia Power -- PPD, 1992). Peak summer demand is expected to grow from 14 552 MW to 19 812 MW from 1995 to 2009. With implementation of Demand Side Programs, demand is expected to be 14 205 MW in 1995, and go up to 18 920 MW by 2009. Base forecast of annual energy requirements is from 73 499 GWh in 1995 to 99 786 GWh in 2009. When DSM effects are included, energy requirements are expected to be 73 386 GWh in 1995, rising to 100 072 GWh in 2009. DSM effects include those of load factor improvement programs which may increase energy use with little or no effect on peak demand. Table 6.1 gives the yearly forecast.

Total summer capability expected in 1995 is 17 227 MW. Of the expected 1995 generation of 73 386 GWh, nuclear plants will have a share of 28.61%, coal 39.47%, heavy fuel oil 3.54%, light fuel oil 0.01%, natural gas 3.86%, hydro 1.08%, and pumped hydro 2.14%.
Purchased energy is expected to account for 24.85% and pumping energy and non-requirement sales will take 3.38%. A 15% reserve margin is used for base case optimizations. Heat rates for new plants are assumed to be 9720 Btu/kWh for coal and 11950 Btu/kWh for combustion turbines. No unit retirements are planned. Units committed include a 205 MW combined cycle plant in 1992 and 391 MW of coal capacity each in 1995 and 1996, respectively. In addition, there are contracts with non-utility generators for an expected summer capacity of 2054 MW.

Table 6.1
Base Forecast of Virginia Power/North Carolina Power Load

<table>
<thead>
<tr>
<th>Year</th>
<th>Base Forecast</th>
<th>Base Forecast with DSM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peak Load (MW)</td>
<td>Energy (GWh)</td>
</tr>
<tr>
<td>1995</td>
<td>14552</td>
<td>73499</td>
</tr>
<tr>
<td>1996</td>
<td>15137</td>
<td>75816</td>
</tr>
<tr>
<td>1997</td>
<td>15623</td>
<td>77765</td>
</tr>
<tr>
<td>1998</td>
<td>15934</td>
<td>79875</td>
</tr>
<tr>
<td>1999</td>
<td>16189</td>
<td>81924</td>
</tr>
<tr>
<td>2000</td>
<td>16638</td>
<td>84137</td>
</tr>
<tr>
<td>2001</td>
<td>17104</td>
<td>85809</td>
</tr>
<tr>
<td>2002</td>
<td>17537</td>
<td>87714</td>
</tr>
<tr>
<td>2003</td>
<td>17943</td>
<td>89560</td>
</tr>
<tr>
<td>2004</td>
<td>18027</td>
<td>91650</td>
</tr>
<tr>
<td>2005</td>
<td>18354</td>
<td>93189</td>
</tr>
<tr>
<td>2006</td>
<td>18772</td>
<td>94917</td>
</tr>
<tr>
<td>2007</td>
<td>19194</td>
<td>96536</td>
</tr>
<tr>
<td>2008</td>
<td>19633</td>
<td>98449</td>
</tr>
<tr>
<td>2009</td>
<td>19812</td>
<td>99786</td>
</tr>
</tbody>
</table>
A price of $175 per kW is assumed for 90% removal wet FGD systems. Coal cost of $1.27 per million Btu is used for 3% sulfur content and $1.53 per million Btu for low (0.6%) sulfur content. Base case optimization runs use a discount rate of 8% and an escalation rate of 4.9%.

6.2 Attribute Selection and Calculation of Weights

Figure 6.1 shows the hierarchy developed as a filter for selecting attributes of concern to the planner and giving weights to these attributes. At the top of the hierarchy is the goal of obtaining the least "cost" plan that considers the different priorities of the players involved in planning. The second level of the hierarchy comprises the players involved in the process, i.e., the utility, the regulators, the customers and the general public. Weights are assigned to them by the DM by pairwise comparison and the eigenvector method.

At the third level of the hierarchy are the different objectives or attributes that the players consider: diversity, flexibility, robustness, cost, reliability, environmental impact, financial impact, electrification requirement and security. Different utility planners would have different priorities. A profit-oriented company may, for example, put most of the weight on the cost of generating each kWh of energy, while a service-oriented utility would put a little more weight on reliability and environmental impact. The attractiveness of this process lies in the flexibility that it affords the planner in varying the weights assigned to the factors based on the preferences of utility management and the socio-political environment in which it is operating.

Table 6.2 shows the results of AHP calculations based on pairwise comparisons of the factors made from the points of view of the different players. AHP results in a final set of weights assigned to the factors that considers the priorities of the players and the weights assigned to the players themselves. Table 6.3 to Table 6.6 show the weight assignments resulting from pairwise comparisons of the different attributes made from the points of view of the players in the decision process. Table 6.7 gives the composite priorities for the different attributes resulting from the Analytic Hierarchy Process.
Figure 6.1   Hierarchy for Attribute Selection and Calculation of Weights
### Table 6.2
Weights Calculated with Respect to the Least Cost plan

<table>
<thead>
<tr>
<th></th>
<th>Weights</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility</td>
<td>.5650</td>
<td>.4033</td>
<td>.7268</td>
</tr>
<tr>
<td>Customers</td>
<td>.1175</td>
<td>.0456</td>
<td>.1894</td>
</tr>
<tr>
<td>Regulators</td>
<td>.2622</td>
<td>.1135</td>
<td>.4109</td>
</tr>
<tr>
<td>General Public</td>
<td>.0553</td>
<td>.0210</td>
<td>.0896</td>
</tr>
</tbody>
</table>

### Table 6.3
Weights with Respect to Priorities of the Utility

<table>
<thead>
<tr>
<th></th>
<th>Weights</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>.0206</td>
<td>.0121</td>
<td>.0291</td>
</tr>
<tr>
<td>Flexibility</td>
<td>.1004</td>
<td>.0600</td>
<td>.1409</td>
</tr>
<tr>
<td>Robustness</td>
<td>.0470</td>
<td>.0277</td>
<td>.0663</td>
</tr>
<tr>
<td>Cost</td>
<td>.3597</td>
<td>.2671</td>
<td>.4523</td>
</tr>
<tr>
<td>Reliability</td>
<td>.1376</td>
<td>.0834</td>
<td>.1917</td>
</tr>
<tr>
<td>Env impct</td>
<td>.2126</td>
<td>.1348</td>
<td>.2903</td>
</tr>
<tr>
<td>Fin impct</td>
<td>.0638</td>
<td>.0378</td>
<td>.0899</td>
</tr>
<tr>
<td>Elect req</td>
<td>.0224</td>
<td>.0132</td>
<td>.0316</td>
</tr>
<tr>
<td>Security</td>
<td>.0359</td>
<td>.0211</td>
<td>.0506</td>
</tr>
</tbody>
</table>
Table 6.4
Weights with Respect to Priorities of the Customers

<table>
<thead>
<tr>
<th></th>
<th>Weights</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>.0206</td>
<td>.0121</td>
<td>.0291</td>
</tr>
<tr>
<td>Flexibility</td>
<td>.0984</td>
<td>.0586</td>
<td>.1382</td>
</tr>
<tr>
<td>Robustness</td>
<td>.0470</td>
<td>.0276</td>
<td>.0663</td>
</tr>
<tr>
<td>Cost</td>
<td>.3514</td>
<td>.2584</td>
<td>.4444</td>
</tr>
<tr>
<td>Reliability</td>
<td>.1469</td>
<td>.0893</td>
<td>.2045</td>
</tr>
<tr>
<td>Env impct</td>
<td>.2134</td>
<td>.1353</td>
<td>.2916</td>
</tr>
<tr>
<td>Fin impct</td>
<td>.0639</td>
<td>.0377</td>
<td>.0901</td>
</tr>
<tr>
<td>Elect req</td>
<td>.0225</td>
<td>.0132</td>
<td>.0317</td>
</tr>
<tr>
<td>Security</td>
<td>.0360</td>
<td>.0211</td>
<td>.0508</td>
</tr>
</tbody>
</table>

Table 6.5
Weights with Respect to Priorities of the Regulators

<table>
<thead>
<tr>
<th></th>
<th>Weights</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>.0214</td>
<td>.0131</td>
<td>.0296</td>
</tr>
<tr>
<td>Flexibility</td>
<td>.1117</td>
<td>.0698</td>
<td>.1534</td>
</tr>
<tr>
<td>Robustness</td>
<td>.0499</td>
<td>.0307</td>
<td>.0691</td>
</tr>
<tr>
<td>Cost</td>
<td>.2981</td>
<td>.2143</td>
<td>.3819</td>
</tr>
<tr>
<td>Reliability</td>
<td>.1553</td>
<td>.0992</td>
<td>.2114</td>
</tr>
<tr>
<td>Env impct</td>
<td>.2292</td>
<td>.1539</td>
<td>.3045</td>
</tr>
<tr>
<td>Fin impct</td>
<td>.0698</td>
<td>.0431</td>
<td>.0965</td>
</tr>
<tr>
<td>Elect req</td>
<td>.0251</td>
<td>.0154</td>
<td>.0348</td>
</tr>
<tr>
<td>Security</td>
<td>.0395</td>
<td>.0243</td>
<td>.0548</td>
</tr>
</tbody>
</table>
Table 6.6
Weights with Respect to Priorities of the General Public

<table>
<thead>
<tr>
<th></th>
<th>Weights</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>.0200</td>
<td>.0103</td>
<td>.0297</td>
</tr>
<tr>
<td>Flexibility</td>
<td>.0974</td>
<td>.0512</td>
<td>.1436</td>
</tr>
<tr>
<td>Robustness</td>
<td>.0468</td>
<td>.0242</td>
<td>.0694</td>
</tr>
<tr>
<td>Cost</td>
<td>.2088</td>
<td>.1185</td>
<td>.2992</td>
</tr>
<tr>
<td>Reliability</td>
<td>.1332</td>
<td>.0713</td>
<td>.1950</td>
</tr>
<tr>
<td>Env impct</td>
<td>.3659</td>
<td>.2576</td>
<td>.4743</td>
</tr>
<tr>
<td>Fin impct</td>
<td>.0636</td>
<td>.0330</td>
<td>.0941</td>
</tr>
<tr>
<td>Elect req</td>
<td>.0259</td>
<td>.0134</td>
<td>.0385</td>
</tr>
<tr>
<td>Security</td>
<td>.0384</td>
<td>.0198</td>
<td>.0569</td>
</tr>
</tbody>
</table>

Table 6.7
Composite Priorities

<table>
<thead>
<tr>
<th></th>
<th>Weights</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diversity</td>
<td>.0208</td>
<td>.0154</td>
<td>.0261</td>
</tr>
<tr>
<td>Flexibility</td>
<td>.1030</td>
<td>.0771</td>
<td>.1289</td>
</tr>
<tr>
<td>Robustness</td>
<td>.0478</td>
<td>.0355</td>
<td>.0600</td>
</tr>
<tr>
<td>Cost</td>
<td>.3342</td>
<td>.2762</td>
<td>.3923</td>
</tr>
<tr>
<td>Reliability</td>
<td>.1430</td>
<td>.1083</td>
<td>.1779</td>
</tr>
<tr>
<td>Env impct</td>
<td>.2255</td>
<td>.1761</td>
<td>.2749</td>
</tr>
<tr>
<td>Fin impct</td>
<td>.0654</td>
<td>.0487</td>
<td>.0821</td>
</tr>
<tr>
<td>Elect req</td>
<td>.0234</td>
<td>.0174</td>
<td>.0293</td>
</tr>
<tr>
<td>Security</td>
<td>.0370</td>
<td>.0275</td>
<td>.0465</td>
</tr>
</tbody>
</table>

Based on the results given in Table 6.7 the attributes of flexibility, cost, reliability and environmental impact are selected for inclusion in the influence diagram analysis. Different
decision makers will produce different judgment matrices and, thus, result in a different set of priority attributes.

6.3 Selection of Uncertainties and Probability Estimation

Among the attributes most affected by uncertainties are project costs. Project costs comprise annual levelized costs, operating and maintenance (O&M) costs, fuel costs and costs of emission allowances. These costs are affected by uncertainties in escalation rates, licensing requirements, construction delays, discount rates, load growth, impacts of DSM programs and future regulations. Figure 5.2 shows this hierarchy for identifying relevant uncertainties using AHP.

Table 6.8 shows the results of eigenvector analysis of the relative effects of the annual levelized cost, operating and maintenance costs, fuel costs and allowance costs on the project cost. Table 6.9 to Table 6.12 then give the relative effects of the different uncertainties on these components of the project cost. Table 6.13 is a tabulation of the composite effects of the uncertainties on the project cost.

<table>
<thead>
<tr>
<th>Proj Cost</th>
<th>Annl Lev'd</th>
<th>O&amp;M</th>
<th>Fuel</th>
<th>Allowance</th>
<th>Weight</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annl Lev'd</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>.5637</td>
<td>.4330</td>
<td>.6944</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>1/3</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>.2576</td>
<td>.1378</td>
<td>.3774</td>
</tr>
<tr>
<td>Fuel</td>
<td>1/5</td>
<td>1/3</td>
<td>1</td>
<td>2</td>
<td>.1095</td>
<td>.0546</td>
<td>.1644</td>
</tr>
<tr>
<td>Allowance</td>
<td>1/6</td>
<td>1/4</td>
<td>1/2</td>
<td>1</td>
<td>.0692</td>
<td>.0342</td>
<td>.1042</td>
</tr>
</tbody>
</table>
Figure 6.2 Hierarchy for Identification of Relevant Uncertainties
Table 6.9  
Effects of Uncertainties in Annual Levelized Cost

<table>
<thead>
<tr>
<th></th>
<th>Unit Esc</th>
<th>Lic</th>
<th>Constrctn</th>
<th>Disc Rate</th>
<th>Weight</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Esc</td>
<td>1</td>
<td>9</td>
<td>7</td>
<td>3</td>
<td>.5831</td>
<td>.3773</td>
<td>.7889</td>
</tr>
<tr>
<td>Lic</td>
<td>1/9</td>
<td>1</td>
<td>1/3</td>
<td>1/7</td>
<td>.0425</td>
<td>.0102</td>
<td>.0748</td>
</tr>
<tr>
<td>Constrctn</td>
<td>1/7</td>
<td>3</td>
<td>1</td>
<td>1/5</td>
<td>.0849</td>
<td>.0207</td>
<td>.1490</td>
</tr>
<tr>
<td>Disc Rate</td>
<td>1/3</td>
<td>7</td>
<td>5</td>
<td>1</td>
<td>.2895</td>
<td>.0914</td>
<td>.4876</td>
</tr>
</tbody>
</table>

Table 6.10  
Effects of Uncertainties in O&M Cost

<table>
<thead>
<tr>
<th></th>
<th>Esc Rate</th>
<th>Load Gro</th>
<th>DSM Imp</th>
<th>Fut Regn</th>
<th>Disc Rate</th>
<th>Weight</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Esc Rate</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>.4402</td>
<td>.3597</td>
<td>.5206</td>
</tr>
<tr>
<td>Load Gro</td>
<td>1/2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>.2587</td>
<td>.1882</td>
<td>.3292</td>
</tr>
<tr>
<td>DSM Imp</td>
<td>1/3</td>
<td>1/2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>.1595</td>
<td>.1123</td>
<td>.2067</td>
</tr>
<tr>
<td>Fut Regn</td>
<td>1/7</td>
<td>1/5</td>
<td>1/4</td>
<td>1</td>
<td>1/3</td>
<td>.0457</td>
<td>.0316</td>
<td>.0598</td>
</tr>
<tr>
<td>Disc Rate</td>
<td>1/5</td>
<td>1/3</td>
<td>1/2</td>
<td>3</td>
<td>1</td>
<td>.0959</td>
<td>.0667</td>
<td>.1251</td>
</tr>
</tbody>
</table>

Table 6.11  
Effects of Uncertainties in Fuel Expenses

<table>
<thead>
<tr>
<th></th>
<th>Esc Rate</th>
<th>Load Gro</th>
<th>DSM Imp</th>
<th>Fut Regn</th>
<th>Disc Rate</th>
<th>Weight</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Esc Rate</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>.4402</td>
<td>.3597</td>
<td>.5206</td>
</tr>
<tr>
<td>Load Gro</td>
<td>1/2</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>.2587</td>
<td>.1882</td>
<td>.3292</td>
</tr>
<tr>
<td>DSM Imp</td>
<td>1/3</td>
<td>1/2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>.1595</td>
<td>.1123</td>
<td>.2067</td>
</tr>
<tr>
<td>Fut Regn</td>
<td>1/7</td>
<td>1/5</td>
<td>1/4</td>
<td>1</td>
<td>1/3</td>
<td>.0457</td>
<td>.0316</td>
<td>.0598</td>
</tr>
<tr>
<td>Disc Rate</td>
<td>1/5</td>
<td>1/3</td>
<td>1/2</td>
<td>3</td>
<td>1</td>
<td>.0959</td>
<td>.0667</td>
<td>.1251</td>
</tr>
</tbody>
</table>
Table 6.12
Effects of Uncertainties in Allowance Costs

<table>
<thead>
<tr>
<th>Esc Rate</th>
<th>Load Gro</th>
<th>DSM Imp</th>
<th>Fut Regn</th>
<th>Disc Rate</th>
<th>Weight</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Esc Rate</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1/3</td>
<td>5</td>
<td>.2161</td>
<td>.2694</td>
</tr>
<tr>
<td>Load Gro</td>
<td>1/2</td>
<td>1</td>
<td>2</td>
<td>1/5</td>
<td>3</td>
<td>.1235</td>
<td>.1554</td>
</tr>
<tr>
<td>DSM Imp</td>
<td>1/3</td>
<td>1/2</td>
<td>1</td>
<td>1/7</td>
<td>2</td>
<td>.0743</td>
<td>.0938</td>
</tr>
<tr>
<td>Fut Regn</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>9</td>
<td>.5412</td>
<td>.6037</td>
</tr>
<tr>
<td>Disc Rate</td>
<td>1/5</td>
<td>1/3</td>
<td>1/2</td>
<td>1/9</td>
<td>1</td>
<td>.0449</td>
<td>.0567</td>
</tr>
</tbody>
</table>

Table 6.13
Composite Weights of Uncertainties

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Weight</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Esc Rate</td>
<td>.5052</td>
<td>.6017</td>
<td></td>
</tr>
<tr>
<td>Licensing</td>
<td>.0240</td>
<td>.0387</td>
<td></td>
</tr>
<tr>
<td>Constr Delays</td>
<td>.0479</td>
<td>.0772</td>
<td></td>
</tr>
<tr>
<td>Load Growth</td>
<td>.1036</td>
<td>.1218</td>
<td></td>
</tr>
<tr>
<td>DSM Impact</td>
<td>.0637</td>
<td>.0760</td>
<td></td>
</tr>
<tr>
<td>Future Regn</td>
<td>.1085</td>
<td>.0596</td>
<td></td>
</tr>
<tr>
<td>Disc Rate</td>
<td>.2015</td>
<td>.2924</td>
<td></td>
</tr>
</tbody>
</table>

From Table 6.13, the escalation rate, load growth, DSM impacts, effects of future regulation and discount rate are selected for inclusion in the influence diagram analysis. A similar procedure can be performed to determine the uncertainties relevant to environmental impacts, flexibility and reliability. In this sample system, only the uncertainties related to load growth and DSM impacts, inasmuch as they affect the emissions and the reliability of the
generation system, and of the discount and escalation rates, inasmuch as they affect the value attached by the different players on these attributes, are considered.

6.4 Identification of Candidate Strategies and System Simulations

The analysis of the system considered three main policy approaches: approach to emissions, approach to DSM and approach to reliability. Emissions policy considered a base allowance purchase policy versus the use of scrubbers and fuel switching. DSM policy options are between go and no-go decisions, with different possibilities for DSM impacts. Approaches to reliability include choices between high, base case and low capacity reserve margins. In all, these three approaches combined resulted in (2x2x3=) 12 possible strategies.

Table 6.14 gives the results of base case simulations of the 12 strategy alternatives. The results of simulations give actual project costs in millions of dollars, the numbers and capacities of gas-fired and coal-fired units, and the expected unserved energy in kWh during the planning period. Since the base energy requirements change with different conditions of load and DSM impacts and with the reliability strategy, the values of the different attributes are normalized by dividing them with the total energy requirements. The equivalent cost of the coal-to-gas ratio is the ratio of coal to gas capacities normalized to reflect an average cost that is equal to the average base case cost of the different alternatives. The customer cost per kWh of EUSE is a conservative $0.50. Multiplied by the total EUSE and divided by total kWh generation, this gives EUSE in dollars per kWh of energy produced. It is worth noting at this point that the social costs of emissions and of unreliable service are considerably higher than the cost of generating electricity.

Each candidate strategy was simulated using different conditions of escalation rate, discount rate, DSM impact, load growth and future regulation. Each uncertainty was given three probable states. States for escalation rate were 3.9%, 4.9% and 5.9%, respectively. Discount rates used were 8%, 10% and 12%. DSM impact was given low, base and high levels. A base
forecast of 2.5% was used for load growth. Low-end forecast and high-end forecast are 1.5% and 3.5%, respectively. Future regulatory environments of strict, base case and lax requirements were considered, which would affect the cost of compliance.

In all, a total of \((12 \times 3^5 = 2916\) simulations were conducted, representing possible scenario combinations of strategies and uncertainties. These simulations were performed using the Electric Generation Expansion Analysis System (EGEAS) Package.

### Table 6.14

#### Base Case Simulation Results for Alternatives

<table>
<thead>
<tr>
<th>OPTION</th>
<th>Cost of Energy $ per kWh</th>
<th>EUSE %</th>
<th>Emissions per GWh of Energy Produced</th>
<th>Env Impact $ per kWh</th>
<th>Cost of EUSE $/kWh gen</th>
<th>Equiv CGR Cost $/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBZ3</td>
<td>0.0356</td>
<td>0.1026</td>
<td>3.3803</td>
<td>0.632</td>
<td>0.0245</td>
<td>0.0513</td>
</tr>
<tr>
<td>VDB3</td>
<td>0.0338</td>
<td>0.1263</td>
<td>3.3716</td>
<td>0.6013</td>
<td>0.0245</td>
<td>0.0632</td>
</tr>
<tr>
<td>VBZ4</td>
<td>0.0349</td>
<td>0.1707</td>
<td>3.3083</td>
<td>0.6009</td>
<td>0.0242</td>
<td>0.0854</td>
</tr>
<tr>
<td>VDB4</td>
<td>0.0331</td>
<td>0.2034</td>
<td>3.3154</td>
<td>0.5997</td>
<td>0.0242</td>
<td>0.1017</td>
</tr>
<tr>
<td>VBZ5</td>
<td>0.0334</td>
<td>0.2861</td>
<td>3.321</td>
<td>0.5987</td>
<td>0.0242</td>
<td>0.1430</td>
</tr>
<tr>
<td>VDB5</td>
<td>0.0327</td>
<td>0.2957</td>
<td>3.3097</td>
<td>0.5980</td>
<td>0.0242</td>
<td>0.1478</td>
</tr>
<tr>
<td>NBZ3</td>
<td>0.0375</td>
<td>0.1026</td>
<td>1.4868</td>
<td>0.5022</td>
<td>0.0217</td>
<td>0.0513</td>
</tr>
<tr>
<td>NDB3</td>
<td>0.0354</td>
<td>0.1243</td>
<td>1.5155</td>
<td>0.6014</td>
<td>0.0218</td>
<td>0.0622</td>
</tr>
<tr>
<td>NBZ4</td>
<td>0.0367</td>
<td>0.1549</td>
<td>1.4988</td>
<td>0.6011</td>
<td>0.0217</td>
<td>0.0774</td>
</tr>
<tr>
<td>NDB4</td>
<td>0.0348</td>
<td>0.2001</td>
<td>1.5251</td>
<td>0.5998</td>
<td>0.0218</td>
<td>0.1000</td>
</tr>
<tr>
<td>NBZ5</td>
<td>0.0354</td>
<td>0.2335</td>
<td>1.5172</td>
<td>0.5985</td>
<td>0.0217</td>
<td>0.1468</td>
</tr>
<tr>
<td>NDB5</td>
<td>0.0345</td>
<td>0.2637</td>
<td>1.5272</td>
<td>0.5985</td>
<td>0.0218</td>
<td>0.1318</td>
</tr>
</tbody>
</table>

### 6.5 Influence Diagram Analysis

#### 6.5.1 Attribute Weights

Combining the strategies, hierarchies and assumptions made in section 6.2 thru section 6.4 results in the influence diagram of Figure 6.3. This diagram is reduced considerably from...
Figure 6.3  Influence diagram for expansion planning of sample electric utility.
that of Figure 4.2 which would have been considerably more involved. Figure 6.4 shows the simplified decision tree of the process.

Calculations for weights of the different attributes were shown in section 6.2. This discussion focuses on the units used to measure these attributes and how they relate to the actual cost of energy production.

As discussed in section 6.2, "COST" as given here includes the annual levelized cost of investments, fuel costs, operating and maintenance costs, as well as the cost of allowances. It is measured here in dollars per kilowatt-hour ($/kWh). Environmental impacts are measured in terms of dollars per ton of emission of SO2, NOx and CO2, as estimated in various studies on environmental externalities. Reliability (actually the lack of it) is measured in terms of expected unserved energy (EUSE) and the cost attached to it by the consumer. A rather indirect measure of flexibility is used here -- the ratio of coal to gas capacity -- in view of the ease with which gas plans can be changed and the possibility of conversion of gas plants to other types such as combined cycle plants.

It would be very convenient to add actual social costs of environmental impacts of emissions and of the inability to serve the energy requirements. This, however, may result in an extreme bias in generation planning away from the profit objective. On the other hand, as experience has shown, utility decision makers do incorporate these factors in their planning process and their failure to account for them will eventually result in some increase in cost which may not be directly quantifiable at the moment.

The weights of these factors can be estimated using the opinions of experts on how much value can be attached to them in relation to actual cost. AHP can be used to allow the planner to compare these factors against cost and against each other. This in effect assigns them some monetary value viewed from the utility perspective but considering social effects.
Figure 6.4  Decision Tree for expansion planning of sample electric utility.
6.5.2 Probability Calculations of Uncertainties

The probabilities of the different uncertainty states were determined using EVM and pairwise comparisons on the likelihoods of these states. This process yields Tables 6.15 to 6.19. Each table shows the three possible states of the uncertainty, the judgment matrix and the probability of each state. Again here, the pairwise comparison ratios are provided by the decision maker and will depend on his experience.

Table 6.15

Escalation Rate Probabilities

<table>
<thead>
<tr>
<th>Esc Rate</th>
<th>Low (3.9)</th>
<th>Base (4.9)</th>
<th>High (5.9)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (3.9)</td>
<td>1</td>
<td>1/3</td>
<td>3</td>
<td>0.2583</td>
</tr>
<tr>
<td>Base (4.9)</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0.6370</td>
</tr>
<tr>
<td>High (5.9)</td>
<td>1/3</td>
<td>1/5</td>
<td>1</td>
<td>0.1047</td>
</tr>
</tbody>
</table>

Table 6.16

Discount Rate Probabilities

<table>
<thead>
<tr>
<th>Disc Rate</th>
<th>Low (8)</th>
<th>Base (10)</th>
<th>High (12)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (8)</td>
<td>1</td>
<td>1/3</td>
<td>1/2</td>
<td>0.1634</td>
</tr>
<tr>
<td>Base (10)</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0.5396</td>
</tr>
<tr>
<td>High (12)</td>
<td>2</td>
<td>1/2</td>
<td>1</td>
<td>0.2970</td>
</tr>
</tbody>
</table>
### Table 6.17

Load Growth Probabilities

<table>
<thead>
<tr>
<th>Load Gwth</th>
<th>Low (1.5)</th>
<th>Base (2.5)</th>
<th>High (3.5)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low (1.5)</td>
<td>1</td>
<td>1/3</td>
<td>3</td>
<td>0.2583</td>
</tr>
<tr>
<td>Base (2.5)</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0.6370</td>
</tr>
<tr>
<td>High (3.5)</td>
<td>1/3</td>
<td>1/5</td>
<td>1</td>
<td>0.1047</td>
</tr>
</tbody>
</table>

### Table 6.18

Future Regulation Probabilities

<table>
<thead>
<tr>
<th>Future Reg</th>
<th>Lax</th>
<th>Base Case</th>
<th>Strict</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lax</td>
<td>1</td>
<td>1/3</td>
<td>1/7</td>
<td>0.0879</td>
</tr>
<tr>
<td>Bse Cse</td>
<td>3</td>
<td>1</td>
<td>1/3</td>
<td>0.2426</td>
</tr>
<tr>
<td>Strict</td>
<td>7</td>
<td>3</td>
<td>1</td>
<td>0.6694</td>
</tr>
</tbody>
</table>

### Table 6.19

DSM Impact Probabilities

<table>
<thead>
<tr>
<th>DSM Impct</th>
<th>Low</th>
<th>Base Case</th>
<th>High</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>1</td>
<td>1/5</td>
<td>1/3</td>
<td>0.1047</td>
</tr>
<tr>
<td>Bse Cse</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>0.6370</td>
</tr>
<tr>
<td>High</td>
<td>3</td>
<td>1/3</td>
<td>1</td>
<td>0.2583</td>
</tr>
</tbody>
</table>
6.5.3 Influence Diagram Simulations

Solution of the influence diagram was performed using Decision Programming Language (DPL) (Call and Miller, 1990). Four cases were run to evaluate the effects of the different attributes on the optimal plan: involving cost only; cost and environmental impact; cost, environmental impact and expected unserved energy (EUSE), and cost, environmental impact EUSE and coal-to-gas ratio. To be able to account for the priorities given to the other attributes, their values are multiplied by their relative weights as determined during the AHP simulations. A discussion of the results of evaluating the influence diagram under these conditions follows.

6.6 Optimization Results

Case I: Cost Only

Figure 6.5 shows the policy summary for the planning problem involving only the cost of generating a kilowatthour of electric energy. Figure 6.6 shows the cumulative probability distribution of production cost for the selected alternative. The expected costs for each of the twelve alternatives are provided in Table 6.20.

The base case cost study expectedly results in the plan with the least cost. This plan also has a low reserve capacity and does not provide for additional emission abatement equipment.

Case II: Cost and Environmental Impact

In this case, the cost of environmental impacts of emissions is added to the objective function, given the relative weight determined through AHP. Figure 6.7 shows the policy summary for the case. The new expected "Total Costs" for the twelve alternatives are given in Table 6.21. Figure 6.8 gives the cumulative probability distribution for the optimal plan.
Figure 6.5  Policy summary for expansion planning of sample electric utility with a production cost minimization objective.
Figure 6.6
Cumulative Distribution: Production Cost
Figure 6.7 Policy summary for expansion planning of sample electric utility for least cost of production and environmental externalities.
Figure 6.8  Cumulative Distribution: Cost and Environmental Impact
Table 6.20

Costs Per kWh of Strategy Alternatives:
Base Case Cost Objective

<table>
<thead>
<tr>
<th>Strategy Alternative</th>
<th>$/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBZ3</td>
<td>0.0315</td>
</tr>
<tr>
<td>VBZ4</td>
<td>0.0306</td>
</tr>
<tr>
<td>VBZ5</td>
<td>0.0296</td>
</tr>
<tr>
<td>NBZ3</td>
<td>0.0328</td>
</tr>
<tr>
<td>NBZ4</td>
<td>0.0318</td>
</tr>
<tr>
<td>NBZ5</td>
<td>0.0310</td>
</tr>
<tr>
<td>VDB3</td>
<td>0.0297</td>
</tr>
<tr>
<td>VDB4</td>
<td>0.0292</td>
</tr>
<tr>
<td><strong>VDB5</strong></td>
<td><strong>0.0287</strong></td>
</tr>
<tr>
<td>NDB3</td>
<td>0.0309</td>
</tr>
<tr>
<td>NDB4</td>
<td>0.0303</td>
</tr>
<tr>
<td>NDB5</td>
<td>0.0299</td>
</tr>
</tbody>
</table>

Legend:
BZ Base Case No DSM
DB With DSM Option
V Allowance Purchase Option
N Emission Control
3 Low EUSE Limit
4 Base EUSE Limit
5 High EUSE Limit

When these costs of environmental impacts are included, the plans tend toward those that employ emission abatement. It may be noted that when environmental externalities are factored in, there is a shift in cost of about 30% based on available estimates.

**Case III: Cost, Environmental Impact and Reliability**

The resulting policy summary for this case is given in Figure 6.9. Table 6.22 gives the equivalent cost per kilowatthour for each alternative. The cumulative distribution of the expected...
Figure 6.9  Policy summary for expansion planning of sample electric utility for least cost of production, environmental externalities and reliability.
value for the chosen alternative is given in Figure 6.10. Adding reliability as a factor attribute again shifts the strategy, this time towards the high-reserve-margin low-EUSE alternatives.

### Table 6.21

**Costs Per kWh of Strategy Alternatives:**

Cost and Environmental Impacts

<table>
<thead>
<tr>
<th>Strategy Alternative</th>
<th>$/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBZ3</td>
<td>0.0457</td>
</tr>
<tr>
<td>VBZ4</td>
<td>0.0443</td>
</tr>
<tr>
<td>VBZ5</td>
<td>0.0434</td>
</tr>
<tr>
<td>NBZ3</td>
<td>0.0452</td>
</tr>
<tr>
<td>NBZ4</td>
<td>0.0442</td>
</tr>
<tr>
<td>NBZ5</td>
<td>0.0434</td>
</tr>
<tr>
<td>VDB3</td>
<td>0.0439</td>
</tr>
<tr>
<td>VDB4</td>
<td>0.0429</td>
</tr>
<tr>
<td>VDB5</td>
<td>0.0424</td>
</tr>
<tr>
<td>NDB3</td>
<td>0.0433</td>
</tr>
<tr>
<td>NDB4</td>
<td>0.0428</td>
</tr>
<tr>
<td><strong>NDB5</strong></td>
<td><strong>0.0423</strong></td>
</tr>
</tbody>
</table>

Legend:

- **BZ** Base Case No DSM
- **DB** With DSM Option
- **V** Allowance Purchase Option
- **N** Emission Control
- **3** Low EUSE Limit
- **4** Base EUSE Limit
- **5** High EUSE Limit

---

**Case IV: Cost, Environmental Quality, Reliability and Flexibility**

The final case studied includes all of the selected attributes. For the given weight assignment and measure used for flexibility, no changes from the previous plan are observed. The policy summary for this case is given in Figure 6.11. Equivalent costs are given in Table 6.23 and the cumulative distribution of the expected value is given in Figure 6.12.
Figure 6.11  Policy summary for expansion planning of sample electric utility for least cost of production, environmental externalities, reliability and flexibility.
Figure 6.12  Cumulative Distribution: Cost, Environmental Impact, Reliability and Flexibility
Table 6.22

Costs Per kWh of Strategy Alternatives:
Cost, Environmental Impacts and Reliability

<table>
<thead>
<tr>
<th>Strategy Alternative</th>
<th>$/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBZ3</td>
<td>0.0643</td>
</tr>
<tr>
<td>VBZ4</td>
<td>0.0751</td>
</tr>
<tr>
<td>VBZ5</td>
<td>0.0933</td>
</tr>
<tr>
<td>NBZ3</td>
<td>0.0641</td>
</tr>
<tr>
<td>NBZ4</td>
<td>0.0738</td>
</tr>
<tr>
<td>NBZ5</td>
<td>0.0934</td>
</tr>
<tr>
<td>VDB3</td>
<td>0.0684</td>
</tr>
<tr>
<td>VDB4</td>
<td>0.0799</td>
</tr>
<tr>
<td>VDB5</td>
<td>0.0949</td>
</tr>
<tr>
<td>NDB3</td>
<td>0.0670</td>
</tr>
<tr>
<td>NDB4</td>
<td>0.0787</td>
</tr>
<tr>
<td>NDB5</td>
<td>0.0915</td>
</tr>
</tbody>
</table>

Legend:
BZ  Base Case No DSM
DB  With DSM Option
V   Allowance Purchase Option
N   Emission Control
3   Low EUSE Limit
4   Base EUSE Limit
5   High EUSE Limit

This section has illustrated the application of AHP in selecting and giving weights to different attributes used in planning, as well as in identifying relevant uncertainties and providing estimates of their discrete probability distributions. The weights and probabilities obtained are then used in the influence diagram for selecting from among several planning alternatives.

One concern with the Influence Diagram (and Decision Tree) type of analysis is that it is seen to focus on one final solution and is not very attractive for risk analysis. This is one reason for the popularity of the trade-off method, which essentially provides a production possibilities
frontier for the decision maker. The next section discusses the extension of AHP and confidence-interval-based analysis to this technique.

Table 6.23
Costs Per kWh of Strategy Alternatives:
Cost, Environmental Impacts, Reliability and Flexibility

<table>
<thead>
<tr>
<th>Strategy Alternative</th>
<th>$/kWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBZ3</td>
<td>0.0649</td>
</tr>
<tr>
<td>VBZ4</td>
<td>0.0758</td>
</tr>
<tr>
<td>VBZ5</td>
<td>0.0938</td>
</tr>
<tr>
<td>NVBZ3</td>
<td>0.0647</td>
</tr>
<tr>
<td>NBZ4</td>
<td>0.0743</td>
</tr>
<tr>
<td>NVBZ5</td>
<td>0.0939</td>
</tr>
<tr>
<td>VDB3</td>
<td>0.0690</td>
</tr>
<tr>
<td>VDB4</td>
<td>0.0805</td>
</tr>
<tr>
<td>VDB5</td>
<td>0.0954</td>
</tr>
<tr>
<td>NDB3</td>
<td>0.0675</td>
</tr>
<tr>
<td>NDB4</td>
<td>0.0790</td>
</tr>
<tr>
<td>NDB5</td>
<td>0.0919</td>
</tr>
</tbody>
</table>

Legend:
BZ Base Case No DSM
DB With DSM Option
V Allowance Purchase Option
N Emission Control
3 Low EUSE Limit
4 Base EUSE Limit
5 High EUSE Limit

6.7 Analysis of Trade-Offs

The trade-off curve presents the planner with the set of non-dominated plans when multiple attributes are considered. It does not, however, suggest a course of action based on the planner's priorities. By generating attribute weight ratios and their variances, minimum and
maximum weight ratios can be defined. Optimal plans corresponding to the minimum and maximum weight ratios can then be generated. Non-dominated plans between these points on the trade-off curve then form the set of acceptable choices.

Figures 6.13 to 6.18 show the trade-off curves among the four attributes in the sample system. Table 6.24 gives the table of composite ratios and their minimum and maximum values for a 95% confidence interval.

**Table 6.24**

**Table of Composite Ratios**

<table>
<thead>
<tr>
<th>Attribute 1</th>
<th>vs. Attribute 2</th>
<th>Minimum</th>
<th>Ratio</th>
<th>σ</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>Env Impact</td>
<td>0.6839</td>
<td>1.4820</td>
<td>0.3932</td>
<td>2.2801</td>
</tr>
<tr>
<td>Cost</td>
<td>EUSE</td>
<td>1.0225</td>
<td>2.3358</td>
<td>0.6469</td>
<td>3.6491</td>
</tr>
<tr>
<td>Cost</td>
<td>CGR</td>
<td>1.3979</td>
<td>3.2461</td>
<td>0.9105</td>
<td>5.0944</td>
</tr>
<tr>
<td>Env Impact</td>
<td>EUSE</td>
<td>0.6422</td>
<td>1.5761</td>
<td>0.4600</td>
<td>2.5100</td>
</tr>
<tr>
<td>Env Impact</td>
<td>CGR</td>
<td>0.8777</td>
<td>2.1904</td>
<td>0.6466</td>
<td>3.5030</td>
</tr>
<tr>
<td>EUSE</td>
<td>CGR</td>
<td>0.5271</td>
<td>1.3897</td>
<td>0.4249</td>
<td>2.2523</td>
</tr>
</tbody>
</table>

Table 6.25 lists the non-dominated plans for all of the six cases. Table 6.25 also identifies the plans remaining after use of a 95% confidence interval on the weight ratios of the different attribute values.

This example has shown how the utility decision-maker can narrow down his/her choices to those that are non-dominated and those that are within a certain range of the priority weights (or weight ratios) assigned to the different attributes.
Figure 6.15  Trade-off set of cost vs. coal-to-gas ratio
Figure 6.17  Trade-off set of environmental impact vs. coal-to-gas ratio
Table 6.25
Non-Dominated Plans for Different Attribute Pairs

<table>
<thead>
<tr>
<th>Option</th>
<th>Cost vs. Env Impact</th>
<th>Cost vs. EUSE</th>
<th>Cost vs. CGR</th>
<th>Env Impact vs. EUSE</th>
<th>Env Impact vs. CGR</th>
<th>EUSE vs. CGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBZ3</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>VDB3</td>
<td></td>
<td>**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VBZ4</td>
<td></td>
<td></td>
<td>*</td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>VDB4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>VBZ5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VDB5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NBZ3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>NDB3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NBZ4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDB4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NBZ5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDB5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Legend:
- Non-Dominated Plan
** Non-Dominated Plan within Range of Priority Ratios
Chapter 7

Conclusion and Recommendations

7.1 An Enhanced Framework for Multi-Attribute Generation Expansion Planning under Uncertainty

Complexities introduced by multiple players, conflicting objectives, variety of alternatives and uncertainty of the future necessitate a strategic approach to generation expansion planning. Among the techniques for strategic planning, the most popular are the probabilistic decision analysis and the trade-off methods because of their ability to address the multiplicity of objectives and to handle uncertainties. Probabilistic decision making through influence diagram analyses suggest an optimal plan by the assignment of probabilities to uncertain events that might affect it. In the case of generation planning, these uncertainties are quite numerous and result in rather large models. Weights are assigned to the different attributes to provide a common basis for evaluation. The advantages of decision analysis are its foundation on the rules of probability and, when using influence diagram analysis, the ability to represent the
dynamics of the decision process. At the end of the process, this method suggests a plan whose expected value is the highest (or expected cost is lowest) among those of the candidate plans. It also permits sensitivity analysis of the optimal plan and allows the DM to determine the value of perfect information. Its disadvantages are the amount of computations, the requirement for probability information and its inability to examine distinct possibilities of scenario occurrences.

The trade-off method, on the other hand, analyzes different scenarios and performs dominance tests to identify plans to include in the trade-off curve. By simulating a variety of uncertainties it can identify plans that meet the requirements of the different conditions. After selecting this "robust" plan, the technique hedges against scenarios that the plan does not meet by planning for additional generators or more flexible expansion technologies. The advantages of the trade-off technique are its applicability to systems where attribute metrics are not well-defined and where probability information is not readily available. However, it does not present the DM with an optimal plan based on a quantification of its preferences, and tends toward higher cost plans in the search for robustness.

This thesis has presented a framework for multi-attribute generation expansion planning under uncertainty. It has put into perspective the trade-off technique and the method of weights used for multi-attribute decision making as elements of the economic theory of the firm and then applied this unified concept in a hybrid approach that combines features of probabilistic decision making and scenario/trade-off analysis.

The technique uses influence diagrams to solve the strategic planning problem, assigning preference weights to the different attributes. Attribute weights and scenario probabilities are generated using hierarchical analysis. The same weights are used to eliminate attributes of low priority and uncertainties of low significance in order to streamline the decision analysis process.
The trade-off technique is used for risk analysis, identifying the impacts of each plan on the different attributes used to measure its value. An extension of the confidence-interval-based analysis to optimization results allows the planner to examine non-dominated plans that fall within his range of priority ratios.

A special focus of the study is the current concern on environmental impacts of electricity generation. This issue has been so significant that it resulted in a series of legislations to control emissions of acid rain precursors (SO₂ and NOₓ) and other pollutants. Regulators have also been active in this respect, requiring electric utilities to internalize environmental externalities. The potential for new legislation on currently uncontrolled effluents like CO₂ likewise remains. Environmental impacts are thus included in the decision analysis model as an attribute as well as a source of uncertainty.

The technique was applied to the Virginia Power/North Carolina Power electric utility system. With a projected 2009 load of 100,000 GWh, the utility currently generates around 73,500 GWh with a mixture of coal, nuclear, purchased energy, oil, gas and hydro generation. Expansion alternatives considered were base coal with allowance purchase, coal with FGD, gas, DSM and power purchases. Screening of attributes resulted in the inclusion of cost, environmental impact, reliability and flexibility objectives. Uncertainties were in load growth, DSM impacts, effect of future regulation, and discount and escalation rates. Base decision analysis for the particular case favors a base case no DSM option with emission controls and a low unserved energy (EUSE) constraint. Trade-offs analysis identifies DSM with high EUSE, DSM with medium EUSE and NON-DSM with low EUSE constraints, all with allowance purchase, as other contending options.

The case study has shown the usefulness of the technique in allowing the decision maker to incorporate objectives other than cost in planning the system, assign probability distributions to uncertainties and generate the optimum plan based on the given information. By
allowing the identification of other plans that satisfy planning priorities within the DM's range of preferences, it provides for more informed decision making in generation expansion planning.

7.2 Recommendations for Further Investigation

7.2.1 Calculation of Variance of Ratios of Composite Priorities

Gauss's approximation formula was used in order to arrive at an estimate of the variance of the composite priority ratios. This approximation method is good if the distributions of the random variables are concentrated around the means of the random variables, and the function for which the mean and variance are to be estimated is approximately linear near these means. Another assumption is that the random variables are independent, which is not necessarily the case. Further investigation can be directed at identifying an appropriate formula for calculating the variance of the ratios of the composite priorities.

7.2.2 Identification of Acceptable Alternatives

Analysis of the trade-off curves for near-optimal alternatives was based on the evaluation of the various options for the different attribute pairs. It is also possible to identify alternatives based on the efficient "surface" that can be formed when considering three or more attributes at the same time, particularly in well-behaved, convex trade-off functions. Further investigation of the technique can address the definition of the boundaries of this surface which will allow a more comprehensive enumeration of the acceptable alternatives.

7.2.3 Representation of Attributes

The attributes used in the case study were measured using the standard book definitions of cost and reliability, published estimates of external costs of emissions of CO₂, SO₂ and NOₓ, and some simplified metric for flexibility. The main intent in the investigation was to facilitate the illustration of the technique. The actual utility planning environment, however, would require
better representation of the actual costs involved, and more accurate valuation of the other attributes. As an example, total system cost is often not visible (Blanchard, 1990), and its individual components are often not completely addressed. This can be taken into account by looking at all possible operation, support and retirement costs or by being conscious of such invisible costs in the assignment of weights.

Similar attention can be given to the other attributes as well. The valuation of environmental externalities has been discussed earlier and results of studies in this respect have been summarized by Busch (1993), Hoistien (1992), Trisko (1993) Fritsche (1991) and Ottinger (1991). Sanghvi, et al. (1991) and Woo, et al. (1991) have studied the valuation of the reliability of electric service. The flexibility issue has been addressed by Brancart, et al. (1991) and Tanabe, et al. (1992). The future investigator can draw from these references and from an abundance of further literature on these as well as on the other attributes cited in this work.

7.2.4 Applications

The framework developed was implemented using data published by Virginia Power/North Carolina Power and some information on the industry from literature and from some contacts with planners. Most of the priority data, however, were supplied from personal knowledge and experience, and might not reflect actual industry conditions. Further investigation can be directed at the quantification of attribute priorities and the significance attached to the uncertainties.

7.2.5 Generalizing the Procedure for Model Reduction

In reducing the numbers of attributes and uncertainties to consider, arbitrary values were set by this investigator as cut-off points on the generated weights. In actual implementation, these numbers will be driven by user's choice and will not necessarily result in the same
numbers arrived at in the given case study. Further investigation can address the issue of size reduction and determining the relevance of attributes and uncertainties.

An alternative procedure can, in fact, be used to arrive at relevant uncertainties, as mentioned section 3.1.3. Given the probabilities of the states of the original chance variables, decision analysis can determine the sensitivity of the outcome to these variables and reduce their size early in the analysis. The investigator, therefore, has the choice between generating these probability estimates and running sensitivity analysis on one hand, and determining the relevant uncertainties by pairwise comparison on the other. Whatever incremental benefit the former method allows should be evaluated against the additional complexity that it entails.

7.2.6 Comparison with Other Methods

The strategic planning framework developed here applied Saaty's eigenvector method and analytic hierarchy process for selecting attributes and uncertainties. The variances of the ratios of composite priorities used for determining the interval for examining candidate plans is then estimated from the variances of composite priorities calculated using the method developed by Shrestha. Other methods for calculating weights and uncertainties, and the corresponding variances of the ratios of composite priorities can be investigated.
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The Analytic Hierarchy Process is based on the Eigen Vector Method (EVM). This method was developed by Saaty (1980) to determine the relative ranking of factors relevant to some objective (criterion). The EVM method operates by using pairwise comparison judgment to consider factors which are not effectively quantified. Factors subject to uncertainty, conflicting objectives and inexactness in measurement may be considered with the judgmental process. The purpose is to obtain the priority vector, which will represent the relative likelihoods of the scenarios to occur.

If we denote the expert input comparing $i^{th}$ factor with respect to $j^{th}$ factor by $a_{ij}$, then the relative importance of $j^{th}$ factor with respect to $i^{th}$ factor is represented as $1/a_{ij}$. The $(n\times n)$ matrix obtained by arranging these pairwise comparison ratios is called the reciprocal judgment matrix $[A]$ which can be written as the following.
\[
A = \begin{bmatrix}
1 & a_{12} & \cdots & a_{1n} \\
\frac{1}{a_{12}} & 1 & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{a_{1n}} & \frac{1}{a_{2n}} & \cdots & 1
\end{bmatrix}
\] (A.1)

The reciprocal matrix is said to be consistent if \(a_{ij} a_{jk} = a_{ik}\) for all \(i, j, k = 1, \ldots, n\).

The priority vector which gives the ranking of the relevant factors is obtained by normalizing the principal eigenvector \(W\) of \(A\) which is computed using the eigenvalue problem:

\[
[A]W = \lambda_{\text{max}} W
\]

where \(\lambda_{\text{max}}\) is the principal or largest real eigenvalue of \([A]\). Normalization is obtained by imposing the constraint \(\sum w_i = 1\) on the elements of \(W\).

If all the priorities \(p_i\)'s are known, then the pairwise comparison judgment ratios become \(a_{ij} = \frac{p_i}{p_j}\) and the above eigenvalue problem reduces to the following set of equations:

\[
\begin{bmatrix}
p_1/p_1 & p_1/p_2 & \cdots & p_1/p_n \\
p_2/p_1 & p_2/p_2 & \cdots & p_2/p_n \\
\vdots & \vdots & \ddots & \vdots \\
p_n/p_1 & p_n/p_2 & \cdots & p_n/p_n
\end{bmatrix}\begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_n
\end{bmatrix} = \begin{bmatrix}
p_1 \\
p_2 \\
\vdots \\
p_n
\end{bmatrix}
\] (A.2)

The solution of these equations yield the eigenvector, which is the priority vector.

The scale of numbers \(1/9, 1/8, \ldots, 1, 2, \ldots, 9\) is used in making pairwise comparisons to quantify qualitative judgments. Saaty suggests the scales of comparison in Table A.1.
<table>
<thead>
<tr>
<th>$a_{ij}$</th>
<th>Definition</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal</td>
<td>Attribute $i$ is as important as attribute $j$</td>
</tr>
<tr>
<td>3</td>
<td>Weak Importance</td>
<td>Attribute $i$ is slightly more important than attribute $j$</td>
</tr>
<tr>
<td>5</td>
<td>Strong Importance</td>
<td>Attribute $i$ is strongly more important than attribute $j$</td>
</tr>
<tr>
<td>7</td>
<td>Very Strong Importance</td>
<td>Attribute $i$ is very strongly more important than attribute $j$</td>
</tr>
<tr>
<td>9</td>
<td>Absolute Importance</td>
<td>Attribute $i$ is dominantly important than attribute $j$</td>
</tr>
</tbody>
</table>

The intermediate numbers 2, 4, 6, and 8 are used when further refinement and resolution are needed.
The analytic hierarchy process provides a structure defining the dynamics of a system of interest. The problem is broken up into layers, each layer influencing the entities in the level immediately above it. Beginning, then, from the second level of the hierarchy, each entity is given a weight by pairwise comparison of the factors in that level with respect to every factor in the upper level. This procedure uses the eigen vector method to calculate the individual and overall influence of factors on the goal.

The priorities in the n-level hierarchy in Figure B.1 can be calculated using the following matrix equation:

\[
\begin{bmatrix}
    p^{1,1}_{1,n} \\
    p^{1,1}_{2,n} \\
    \vdots \\
    p^{1,1}_{m_i,n}
\end{bmatrix} =
\begin{bmatrix}
    p^{1,n-1}_{1,n} & p^{2,n-1}_{1,n} & \cdots & p^{m_i,n-1}_{1,n} \\
    p^{1,n-1}_{2,n} & p^{2,n-1}_{2,n} & \cdots & p^{m_i,n-1}_{2,n} \\
    \vdots & \vdots & \ddots & \vdots \\
    p^{1,n-1}_{m_i,n} & p^{2,n-1}_{m_i,n} & \cdots & p^{m_i,n-1}_{m_i,n}
\end{bmatrix}
\begin{bmatrix}
    p^{1,2}_{1,3} & p^{1,2}_{2,3} & \cdots & p^{1,2}_{m_i,3} \\
    p^{2,2}_{1,3} & p^{2,2}_{2,3} & \cdots & p^{2,2}_{m_i,3} \\
    \vdots & \vdots & \ddots & \vdots \\
    p^{m_i,2}_{1,3} & p^{m_i,2}_{2,3} & \cdots & p^{m_i,2}_{m_i,3}
\end{bmatrix}
\begin{bmatrix}
    p^{1,1}_{1,2} \\
    p^{1,1}_{2,2} \\
    \vdots \\
    p^{1,1}_{m_i,2}
\end{bmatrix}
\]

(B.1)

where, \( m_i \) is the number of elements at level \( i \)

\( p^{k,l}_{i,j} \) is the priority of element \( i \) at level \( j \) with respect to element \( k \) at level \( l \).
Figure B.1    Typical Hierarchical Structure
For a three-level hierarchy, equation (B.1) reduces to the following:

\[
\begin{bmatrix}
    p_{1,3}^{1,1} \\
    p_{2,3}^{1,1} \\
    p_{3,3}^{1,1}
\end{bmatrix}
= \begin{bmatrix}
    p_{1,3}^{1,2} & p_{1,3}^{2,2} & p_{1,3}^{3,2} \\
    p_{2,3}^{1,2} & p_{2,3}^{2,2} & p_{2,3}^{3,2} \\
    p_{3,3}^{1,2} & p_{3,3}^{2,2} & p_{3,3}^{3,2}
\end{bmatrix}
\begin{bmatrix}
    p_{1,2}^{1,1} \\
    p_{2,2}^{1,1} \\
    p_{3,2}^{1,1}
\end{bmatrix}
\]  

(B.2)

The priority weights at any level have been shown to have the variance (Shrestha, 1990):

\[
\hat{\sigma}_w = \frac{n^2 - 1}{n^2} \left[ \sum_{j=1}^{n} w_j^2 - w_i^2 \right] \hat{\sigma}^2 \quad \text{(B.3)}
\]

and the variances of the composite priorities can be calculated by evaluating the variances of the products of random variables, giving the following:

\[
\begin{bmatrix}
    (\sigma_{1,1,3}^{1,1})^2 \\
    (\sigma_{1,2,3}^{1,1})^2 \\
    (\sigma_{3,3,3}^{1,1})^2
\end{bmatrix}
= \begin{bmatrix}
    (p_{1,3}^{1,2})^2 & (p_{1,3}^{2,2})^2 & (p_{1,3}^{3,2})^2 \\
    (p_{2,3}^{1,2})^2 & (p_{2,3}^{2,2})^2 & (p_{2,3}^{3,2})^2 \\
    (p_{3,3}^{1,2})^2 & (p_{3,3}^{2,2})^2 & (p_{3,3}^{3,2})^2
\end{bmatrix}
\begin{bmatrix}
    (\sigma_{1,2}^{1,1})^2 \\
    (\sigma_{2,2}^{1,1})^2 \\
    (\sigma_{3,2}^{1,1})^2
\end{bmatrix}
\]

\[
\begin{bmatrix}
    (n^2 - 1) \left[ \sum_{j=1}^{n} w_j^2 - w_i^2 \right] \hat{\sigma}^2
\end{bmatrix}
\]

\[
\begin{bmatrix}
    (\sigma_{1,1,3}^{1,2})^2 \\
    (\sigma_{1,2,3}^{1,2})^2 \\
    (\sigma_{3,3,3}^{1,2})^2
\end{bmatrix}
\]

\[
\begin{bmatrix}
    (\sigma_{1,1,3}^{1,3})^2 \\
    (\sigma_{1,2,3}^{1,3})^2 \\
    (\sigma_{3,3,3}^{1,3})^2
\end{bmatrix}
\]

\[
\begin{bmatrix}
    (\sigma_{1,1,3}^{1,1})^2 & (\sigma_{1,1,3}^{2,2})^2 & (\sigma_{1,1,3}^{3,2})^2 \\
    (\sigma_{1,2,3}^{1,1})^2 & (\sigma_{1,2,3}^{2,2})^2 & (\sigma_{1,2,3}^{3,2})^2 \\
    (\sigma_{3,3,3}^{1,1})^2 & (\sigma_{3,3,3}^{2,2})^2 & (\sigma_{3,3,3}^{3,2})^2
\end{bmatrix}
\begin{bmatrix}
    (p_{1,2}^{1,1})^2 \\
    (p_{2,2}^{1,1})^2 \\
    (p_{3,2}^{1,1})^2
\end{bmatrix}
\]

(B.4)
Appendix C

Procedure for Estimating Composite Ratio Variances

In his dissertation, Shrestha (1990) provided estimates of the variances of priority weights in the different levels of the hierarchy used in AHP. For purposes of the hybrid trade-offs and linear weights analysis, these estimates must be extended to the ratios of these composite weights. This appendix discusses the significance of these priority weights in the trade-off curve and describes a possible method for estimating their variance.

C.1 Priority Weights and the Trade-Off Curve

Assume that the non-dominated plans form a convex set defined by the continuous function:

\[ f(x_1, x_2) = 0 \]  \hspace{1cm} (C.1)

Suppose further that the preference weights \( p_1 \) and \( p_2 \) are assigned to \( x_1 \) and \( x_2 \), respectively, in a linear relationship. The function to be optimized can then be written as follows:
\[
\min \quad p_1 x_1 + p_2 x_2 \\
\text{s.t.} \quad f(x_1, x_2) = 0
\]  
(C.2)

This results in the Lagrangian function:

\[
\mathcal{L}(x_1, x_2) = p_1 x_1 + p_2 x_2 + \lambda f(x_1, x_2)
\]  
(C.3)

which has the solution:

\[
p_1 = -\lambda \frac{\partial f(x_1, x_2)}{\partial x_1}
\]  
(C.4)

\[
p_2 = -\lambda \frac{\partial f(x_1, x_2)}{\partial x_2}
\]  
(C.5)

\[
f(x_1, x_2) = 0
\]  
(C.6)

If \( x_1 \) and \( x_2 \) are changed but are to remain in the set, \( dx_1 \) and \( dx_2 \) must leave the value of \( f(x_1, x_2) \) unchanged at 0. As such, they must satisfy the equation:

\[
\frac{\partial f(x_1, x_2)}{\partial x_1} dx_1 + \frac{\partial f(x_1, x_2)}{\partial x_2} dx_2 = 0
\]  
(C.7)

This gives:

\[
\frac{dx_1}{dx_2} = (-) \frac{\frac{\partial f(x_1, x_2)}{\partial x_1}}{\frac{\partial f(x_1, x_2)}{\partial x_2}}
\]  
(C.8)

Dividing eqn. (C.4) by eqn. (C.5) and substituting into eqn. (C.8) yields:

\[
r = \frac{p_1}{p_2} = -\frac{dx_1}{dx_2}
\]  
(C.9)

Equation (C.9) shows that the optimum occurs at the point of tangency between the trade-off curve and the weighted objective function, i.e., where the slope of the trade-off curve is equal to the negative of the reciprocal of the ratio of preference weights.
C.2 Estimating the Variance of the Weight Ratios

In this thesis, the ratios of the priorities are used together with the trade-off curves to provide the optimum points on the curves. Together with variance estimates of these ratios, they provide the DM with a selection of alternatives that meet his/her priority ranking to a certain degree of confidence.

The variances of the composite ratios are estimated using Gauss's approximation formulae (Blom, 1989).

\[
\tau_{i,j,k}^{1,1} = \frac{p_{i,k}^{1,1}}{p_{j,k}^{1,1}}
\]

\[
\sigma_{i-j,k}^{1,1} = \left( \frac{\sigma_{i,k}^{1,1}}{p_{j,k}^{1,1}} \right)^2 + \frac{p_{i,k}^{1,1} \left( \sigma_{j,k}^{1,1} \right)^2}{\left( p_{j,k}^{1,1} \right)^4}
\]  \hspace{1cm} (C.10)

where \( i \) and \( j \) are entities in the composite level \( k \).

Given a desired level of confidence, the confidence interval can then be estimated, to wit:

\[
\bar{r}_i - t_{m-1,\frac{\alpha}{2}} \hat{\sigma}_r \leq r_i \leq \bar{r}_i + t_{m-1,\frac{\alpha}{2}} \hat{\sigma}_r
\]

or \( \bar{r}_i^- \leq r_i \leq \bar{r}_i^+ \) \hspace{1cm} (C.11)

These ratios (\( r \)'s) can be viewed as slopes of isoprofit lines that provide the range of acceptable choices in the (inverse) production possibilities set representing the attribute trade-off curves (please see Figure C.1).
Figure C.1. Trade-off curve and attribute weight ratios.
Vita

Arnulfo de Castro obtained his B.S. and M.S. degrees in Electrical Engineering from the University of the Philippines in 1977 and in 1983, respectively. He took graduate courses in Economics at the University of the Philippines before coming to Virginia Tech to pursue his Ph.D. in Electrical Engineering. He is an Assistant Professor of Electrical Engineering at the University of the Philippines where he has been teaching since 1983.

Arnulfo de Castro has worked for more than ten years in software development and utility consulting. His experience includes generation, transmission and distribution planning, and economic operations studies for electric utilities. He was also active in performing energy studies for government and for industry. His principal areas of interest are power system planning, energy systems, environmental aspects of electricity generation, optimization techniques and decision analysis.