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(ABSTRACT)

The forced—flow thermal gradient chemical vapor infiltration (FCVI) process for fabricating ceramic matrix composites (CMCs) was modeled and analyzed based on the finite element method (FEM).

The modeling study was focused on the fabrication of silicon carbide (SiC) matrix composites from methyltrichlorosilane (MTS) precursors because of their high strength, high modulus and excellent oxidation resistance properties at high temperatures.

Unlike other available FCVI models, which use lumped reaction schemes, both gas phase and surface reactions of the FCVI process were explicitly considered for the present FEM FCVI model.

The kinetics of SiC deposition from MTS precursor were derived by analyzing our own deposition rate data as well as reported results. The SiC deposition process was modeled using the following reactions — (1): gas phase decomposition of MTS molecules into two major intermediates, one containing silicon and the other
containing carbon; (2) : adsorption of the intermediates onto the surface sites of the growing film; (3) : reaction of the adsorbed intermediates to form silicon carbide.

The equilibrium constant for the gas phase decomposition process was divided into the forward and backward reaction constants as $2.0 \times 10^{25} \exp\left[\frac{-448.2 \text{ kJ/mol}}{RT}\right]$ and $1.1 \times 10^{32} \exp\left[\frac{-416.2 \text{ kJ/mol}}{RT}\right]$, respectively. Equilibrium constants for the surface adsorption reactions of silicon—carrying and carbon—carrying intermediates were determined to be $0.5 \times 10^{11} \exp\left[\frac{-21.6 \text{ kJ/mol}}{RT}\right]$ and $7.1 \times 10^{9} \exp\left[\frac{-33.1 \text{ kJ/mol}}{RT}\right]$, while the rate constant for the surface reaction of the intermediates was $4.6 \times 10^{5} \exp\left[\frac{-265.1 \text{ kJ/mol}}{RT}\right]$.

Effects of the deposition temperature and vapor pressure variations on the density profiles of the composite preform were studied based on this FEM FCVI model. It was found that the advantages of the commonly used ambient—pressure FCVI process (APFCVI) are likely to be limited by the equipment and the accumulation of gaseous components around the entrance sides, which could render the deposition process to be mass transport limited. A conceptual multi-step FCVI process was proposed to alleviate this problem and obtain products of good final density profiles within reasonable processing times.

This multi-step FCVI process involved deposition under ambient—pressure to improve the density profiles and shorten the processing times. This was followed by the sub ambient—pressure FCVI process (LPFCVI) process to overcome the mass transfer limitations caused by the entrance accumulation effect and possible limitations on the equipment.

A balance between processing time and final density profile can be achieved through the use of this multi-step FCVI process. Advantages of this process has been demonstrated by studying the densification process in large size specimens.
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Chapter 1 Introduction

1.1 Motivation

Many engineers have come to realize that ceramics could be the ultimate solution to the problem of materials for harsh environments. Ceramic materials can offer benefits over conventional superalloys for many industry and military applications because of their higher temperature capability, lower density and better environmental resistance compared to most conventional metals.

In many applications that do not involve high impact loads, the monolithic ceramics are already being used. However, concerns on the toughness of monolithic ceramic materials have prevented their extensive use in many of the applications where their material properties could offer the maximum benefit.

The primary goal of many ceramic materials researchers has been to alter the properties of ceramic materials through composition, design, and processing techniques in order to minimize the adverse effects of the brittle nature and to retain other desirable properties. The reinforcement of the monolithic ceramic matrix by high performance fibers, the so called ceramic matrix composites (CMCs), is by far the most effective approach to achieve this goal.

Through the composite approach, the mechanical properties of the monolithic ceramics can be enhanced. The undesirable catastrophic failure associated with the monolithic ceramics can be prevented by providing the energy–dissipation paths,
such as crack deflection, fiber pull-out, and crack impediment [1–2], through the addition of toughening fibers.

In general, CMCs are more difficult to fabricate than other types of composites simply because the temperatures and pressures required to fabricate a ceramic component are much higher than those needed for other materials. Among the processing techniques available for fabrication of the CMCs, such as hot-pressing, sol–gel, Lanxide process, etc., chemical vapor infiltration techniques (CVI) have emerged as a strong candidate because of their ability to create all major families of ceramic matrices, to produce well-defined shapes with little dimensional change, to process at low temperature, and to reduce the interactions between the fiber and the matrix [3–5]. The development of forced-flow thermal-gradient CVI (FCVI) processes makes the CVI processes even more competitive because they ensure better uniformity of the deposited matrix and can reduce the processing time significantly [6] under certain conditions.

The purpose of this study is to develop a systematic approach to the study of FCVI processes for fabrication of the CMCs. Relationships between the experimental conditions, including temperature profiles and vapor pressures, and the quality of the FCVI process, as determined by the processing time and resultant composite density profiles, are the key interests behind this modeling effort.

This processing model will be highly valuable in optimizing the FCVI process to produce high quality components and eliminate the need for expensive trial experiments.
1.2 Literature Review

The chemical vapor infiltration process is a technique for densifying the ceramic matrix within the porous medium. Therefore, a self-consistent CVI modeling should include at least three sub-models, that is, the structural element, chemical reactions, and transport sub-models. These sub-models have to be integrated together to calculate the density distribution within the composite preforms during the densification processing.

Literature review of the CVI modeling are given based on their contribution on the development of the above three sub-models.

1.2.1 The Structural Element Sub-Model

The CVI process is a simultaneous transport and chemical reaction process that occurs within the composite preforms. The structural element model, which describes the geometry of the fibrous preform, is crucial to the CVI process modeling because the subsequent modeling of the transport and chemical reaction process is based on this.

With the complexity and randomness associated with the geometry of the fibrous preform, it is extremely difficult to have a precise and full scale description of the fibrous preform. Several simplified structural element models have been proposed to describe the structure of the composite preform thus leading to a tractable analysis of the infiltration process.

The single pore model, which assumes that the void space between fibers is circular in shape, is often used to describe the geometry of a uni-directional fiber
bundle [7–10]. Starting from the single pore model, several modified models have been proposed to describe the geometry of the fibrous preform. Two typical examples are the overlap pore model [11], which considers the deposited fiber surface to be overlapped, and the so-called gap–hole–space model [12], that considers the layered, woven type preform as a combination of holes, spaces, and gaps. As a matter of fact, the holes, spaces, and gaps are pores of different sizes.

The single pore model is not suitable for the description of the woven type composite preform unless the void space within the composite preform is divided into many sections of different sizes, which is the idea behind the gap–hole–space model. However, this kind of approach to describe the woven type or braided type composite preform could become very tedious once the composite preform is made up of many tows.

Starr [13] proposed a unit–cell approach to describe the geometry of the fibrous preform. In this modeling approach, the geometry of the composite preform is represented by the repetition of a unit cell, which depends on the packing geometry of the fibrous preform. The unit–cell models are commonly used to describe 2–D woven or 3–D braided type fibrous preforms [14]. Actually, the single pore model can be considered as a special case of the unit–cell model with the unit cell being the single pore.

Recently the effective medium approach has been used to describe the geometry of the composite preforms [15–18]. In the effective medium modeling approach, the composite preform is assumed to be a complex network with unit–cells of different sizes. The percolation theory, which is often used to study the combustion problem of porous chars [19], is then applied to study the evolution of the composite preform during the CVI process.
The concept behind the effective medium approach is more realistic in estimating the structural and transport properties of the fibrous medium compared to other modeling approaches. Recently, the gas diffusivity and structural properties of medium with randomly overlapping fibers were studied by Tomadakis and Sotirchos [20–22] based on this approach. The packing of fibers was considered to be one–directional (uni–directional fiber bundle), two–directional (woven type preform), or no preferred orientation (braided type preform). The gas diffusivity coefficient and structural properties of fibrous medium were fitted into functional forms. As a result, updating of the transport and structural properties during the CVI process could be easily implemented in a modeling computer program.

Although they might over–simplify the complex fibrous structures, these simplified geometry models can at least provide a qualitative picture of the fibrous medium.

1.2.2 The Chemical Reaction Sub–Model

Chemical reactions involved in the CVI processes are quite complex and can be broadly classified as gas phase and surface reactions. Most of the proposed CVI models lumped the chemical reactions into one single overall reaction for simplicity [8–9,11–13,15]. Recently, Middleman [7] and Sheldon [23] studied the control of the gas phase reactions to optimize the densification process. Both Middleman and Sheldon have shown that theoretically the gas phase kinetics can be controlled to alleviate the premature pore blockage problem.

As for the FCVI process modeling studies, the importance of including the gas phase reactions in the modeling calculations has not yet been documented.
However, the effectiveness of the forced-flow technique on improving the densification process might be strongly dependent on the rate controlling step of the FCVI process, as suggested by the study of determination of rate controlling step of the chemical vapor deposition (CVD) processes (which is a FCVI process in a reactor configuration) by Desu et. al [24].

This important issue will be investigated in this work.

1.2.3 The Transport Sub-model

For the FCVI processes, the gaseous species are supplied via the diffusion and convection (forced-flow) mechanisms. The diffusion mechanism of the gaseous species can be further separated into Knudsen and bulk (ordinary) diffusion mechanisms [25-27]. The Knudsen diffusion is controlled by the medium geometry, such as pore size, while the bulk diffusion is controlled by the mean free path of the diffusing molecules.

Although the Knudsen flow is negligible under the ambient pressure condition, which is the commonly-used condition for the FCVI processes [28], initially, this might not be the case at the later stage of the deposition process as the porosity of the medium decreases due to the matrix deposition. The reciprocal relationship or the so-called Bosanquet formula is often used to estimate the overall diffusion constant [25] based on both the Knudsen and bulk diffusion constants.

For the computation of the convection flow (forced-flow), Darcy’s law, which predicts a linear relationship between the local pressure gradient and the local flow velocity, is often used [10,14,16].

As mentioned in the structural element sub-model, the network structure
nature of the medium has to be considered to estimate the effective transport coefficient within the porous medium.

1.3 The Present Study

The main purpose of the FCVI modeling is to understand the conformability of the deposited thin films or matrices within fibrous medium under various experimental conditions. Because of the complex structure associated with the fibrous preform, the deposition profiles of the FCVI process are not easy to obtain in general. Therefore, it is very difficult to compare the modeling calculations with the experimental results.

In chapter 2, a step coverage approach is proposed to verify the modeling calculations through deposition experiments in the sub-micro trench environment. Dimensional sizes of the trench, which is a via cut into the surface of a wafer, are similar to those of the void space within the fibrous preform. Most important of all, the step coverage profiles are much easier to obtain compared to the deposition thickness profiles of the FCVI processes within fibrous medium. Therefore, the correlation between the modeling calculations and experimental results can be established easily.

In the past, two different approaches have been proposed to model the CVD step coverage processes — (1): the modified line-of-sight models solved by the Monte Carlo simulation technique [29–34]; (2): the one-dimensional (1-D) continuum-like diffusion-reaction equations [35–37].

In the first approach, the molecular motions are described by the Boltzmann equation and the kinetic theory of gases. The Monte Carlo simulation technique is
then used to solve the Boltzmann equation. Although this approach is fundamentally sound, it suffers from expensive computational cost. In addition to this, its application is restricted to the low pressure CVD processes, and is computationally difficult to extend this model to the ambient pressure CVD processes.

For the 1-D continuum–like diffusion–reaction formulation, molecular motions are described by the cross-sectional averaged diffusion coefficient. The resulting differential equations can then be solved analytically or numerically to depict the CVD step coverage process. The continuum–like modeling approach is straightforward and can predict good results with much less computational cost, although its way of treating the molecular transport is often questioned [38–39]. Moreover, the 1-D continuum–like diffusion–reaction model is not capable of predicting the often observed phenomenon of nonuniform deposition profiles at the trench bottom under strong molecular sticking conditions.

In chapter 2, the 1-D continuum–like diffusion–reaction model is extended into a two-dimensional (2-D) model to account for the nonuniform deposition profile phenomenon. The validity of the continuum–like diffusion–reaction modeling approach is verified by comparing the modeling predictions with the published step coverage data. Transient analysis of the step coverage process, which incorporates the moving deposition front problem, is emphasized to understand the evolution of the film conformity during the trench–filling process.

In chapter 3, the role of gas phase reactions in modeling the FCVI process is studied. The traditional single overall reaction scheme approach in modeling the kinetics of the FCVI process is extended to include both gas phase and surface reactions in the kinetic model of the FCVI process. Changes in the deposition rate
profiles resulting from the application of the forced-flow under different rate controlling regimes are the main theme of this chapter.

This study focuses on the modeling of fabrication of SiC CMCs because of their properties of high strength, high modulus, and excellent oxidation resistance at high temperatures. In chapter 4, the kinetics of silicon carbide (SiC) deposited from methyltrichlorosilane (MTS) is analyzed. Both our own hot-wall CVD data as well as reported data have been analyzed with a 1-D FEM CVD reactor model to obtain the kinetic data of the SiC films deposited from MTS/H₂ precursors. This FEM CVD reactor model incorporates both homogeneous gas phase and heterogeneous surface reactions.

Based on studies from the previous chapters, in chapter 5, a 2-D FEM FCVI model has been developed to study the FCVI process. Effects of deposition temperature and vapor pressure variations on the density profiles of the composite preform have been studied.

Chapter 6 provides a summary of this study on the FCVI process.

1.4 Presentation of Results

The results of this study are presented in the form of journal publications, which appear as separate chapters (chapter 2 to 5) following the introduction chapter. Each chapter is complete within itself, that is, each chapter has its own abstract, introduction, theory, results, discussion, and summary. The overall summary of this work is given in chapter 6. The references used are listed as chapter 7.
A paper titled

"A Two-Dimensional Step Coverage Boundary Element Model with Consideration of Moving Deposition Fronts"

was published in
Journal of Electrochemical Society

Another paper titled

"Comparisons of CVD Film Conformalities Predicted by 1-D and 2-D Continuum-Like Step Coverage Models"

was submitted to
Journal of Chemical Vapor Deposition
Chapter 2 Evaluations of the Film Conformalities by using the Step Coverage Method

2.1 Abstract

A two-dimensional (2-D) continuum-like diffusion-reaction model was developed to analyze the step coverage of both rectangular trenches and cylindrical contact holes with arbitrary shape under chemical vapor deposition (CVD) process. The moving boundary problem due to the film deposition was also considered in this 2-D step coverage model. The modeling predictions of SiO₂ step coverage using SiH₄/O₂ precursors were found to be in good agreement with the reported data by Kawahara et al. (1991).

The 2-D step coverage model is an improvement over the one-dimensional (1-D) step coverage model, proposed by McConica et al. (1990). The numerical error of the 1-D model, resulting from the assumption of lumped geometry, was evaluated with the variances of the two controlling parameters, that is, Damköhler number and the trench width/depth ratio, of the step coverage problem. It was found that, for the step coverage problem with high Damköhler number and trench width/depth ratio, the numerical error was too large to be neglected.

Fortran programming codes based on the boundary element method (BEM) were developed to simulate the step coverage process. The number of degrees of freedom required to run the 2-D step coverage model was reduced significantly with
the use of the BEM technique. As a result, the computational efficiency of this 2-D step coverage model is comparable to that of the 1-D step coverage model.

2.2 Introduction

The chemical vapor deposition (CVD) processes are widely used in industry to deposit thin solid films within submicron trenches for fabricating IC chips. Although CVD films, in general, are more conformal than films obtained by physical vapor deposition (PVD) processes, conformity of the deposition process may be lost as the trench mouth closes during the deposition process, resulting in creation of voids inside the trench. This problem is known as the step coverage problem, and is becoming a big concern with the increasing degree of miniaturization in integrated circuits.

Efforts have been devoted to modeling the step coverage problem to predict the deposition profiles under various circumstances, which may present clues to prevent the occurrence of poor step coverage.

The step coverage models can be divided into two categories: the Monte Carlo simulation of the Boltzmann equation within the trench geometry [29–34], and the 1-D continuum–like diffusion–reaction models [35–37].

The Monte Carlo simulation is a powerful tool used to solve the Boltzmann equation, which describes the molecular collisions within the submicron geometry. Although this approach is well suited to the step coverage problem, especially as the mean free path of the molecules is comparable to the characteristic dimensions of the trenches [32], the Monte Carlo simulation approaches suffer from expensive computational cost.
McConica et al. [35] used a one-dimensional (1-D) continuum-like diffusion-reaction model, originally proposed by E.W. Thiele in 1939 [40], to study the step coverage of CVD tungsten in a cylindrical contact hole. Qualitative agreements between the model's predictions and experimental results were found.

Based on the 1-D step coverage model, the deposition thickness over the trench bottom was always uniform. However, from the reported experimental results and Monte Carlo simulations of the step coverage problem [29,41], it was found that, over the trench bottom, the film thickness around the middle is always larger than near the side walls. This transverse thickness nonuniformity over the trench bottom increases with the increase of the sticking coefficient of the reactive species. Under these conditions, the 1-D step coverage model is not acceptable for predicting the appropriate thickness profiles.

In fact, there exists a concentration boundary layer, that is, a region in which concentration gradients are appreciable, near the substrate surfaces [26]. The deposition rate on the substrate is dependent on the local concentration value within the concentration boundary layer. Because the concentration boundary layer is only a small portion of the whole cross section, the step coverage based on the 1-D model, which lumped the whole transverse concentration profile into one single value, might be subject to some numerical errors depending on the experimental conditions. The limitations of the 1-D model were investigated by comparing the 1-D step coverage model with the 2-D step coverage model [42], which removed the lumped geometry assumption.

The 2-D step coverage model, proposed previously by Tsai et al. [42], was further extended to include the moving boundary problem resulting from the film deposition. This moving boundary problem was neglected previously for simplicity.
However, it is important to consider the moving boundary problem in the step coverage modeling, especially for step coverage processes designed to fill the entire trench, such as the chemical vapor infiltration (CVI) process.

In reference [42], the finite element method (FEM) was used to solve the 2-D step coverage model, which neglected the geometrical changes of the trench due to film deposition. However, the FEM technique is inefficient in updating the moving boundaries and remeshing the 2-D domain automatically during the trench-filling process. In this work, the boundary element method (BEM) was used to implement the 2-D step coverage model.

With the use of the BEM technique, the deposition rate profiles over the substrate surfaces can be obtained by considering integrations of the fundamental solutions and given variables along the 1-D string that encloses the 2-D domain. This reduced considerably the number of degrees of freedom of the problem, and allowed straightforward update of the domain as the boundaries moved.

Details of the BEM technique and the algorithm to update the deposition surfaces were given. Influences on the instantaneous deposition rate profiles and the final step coverage due to the moving deposition fronts were discussed.

2.3 The 2-D Step Coverage Model and Its Comparisons with the 1-D Step Coverage Model

As shown in Figure 2.1, the domain of the 2-D step coverage model consists of two portions: the area A, where diffusion of the gas species is controlled primarily by the trench dimensions; and the area B, where diffusion of the gas species is governed by the mean free path of the molecules [42]. It is interesting to note that
only the area A was considered in the 1–D step coverage model [35].

In order to compare the 1–D and 2–D step coverage models on the same basis, the deposition rates along the boundary 5 were assumed to be the same as that at the top of the boundary 3 in the following calculations. This assumption was supported by the previous study [42].

Comparisons were based on the initial stage solutions, that is, solutions with no consideration of the moving boundaries during the step coverage process. Various values of the controlling parameters were tested in order to find the range over which the lumped geometry assumption is valid.

2.3.1 Theory

The CVD step coverage problem can be viewed as the diffusion process of the species within the trench volume, with surface reactions of the species occurring on surfaces of the trench. Due to the small sizes of the trenches, effects of gas phase reaction were neglected. Although the chemical reactions may involve several species, it was assumed that the process is controlled by one major species.

The governing equation of the step coverage problem is Laplace equation, \( \nabla^2 C = 0 \), where \( C \) represents the concentration of reactive species. As shown in Figure 2.1, along the boundary 1, the symmetric condition \( \partial C / \partial n = 0 \) was used. Over the trench surfaces, that is, both boundaries 2 and 3, the assumption that the rate of mass transfer is equal to the rate of the surface reaction was used. Along the trench mouth, that is, the boundary 4, concentrations of the major species were specified, whose value \( C_0 \) can be determined from the deposition rate along the boundary 5.
Figure 2.1 Illustrations of the Domain and Associated Boundaries
Considered in the Step Coverage Modeling
With the following group of dimensionless parameters,

\textbf{Equation (2.1)}

\[ X^* = \frac{X}{L_a}, \quad Y^* = \frac{Y}{L_b}, \quad D_{am} = \text{Damkohler number} = \frac{kL_b}{D_k} \]

\[ C^* = \frac{C}{C_0} = \text{Dimensionless concentration} \]

\[ \lambda = \frac{L_a}{L_b} = \text{Half of the trench width/depth ratio} \]

the governing equation and boundary conditions of the 2–D step coverage model can be written as:

\textbf{ Governing Equation}

\[ \frac{\partial^2 C}{\partial X^2} + \lambda \frac{\partial^2 C}{\partial Y^2} = 0 \] \hspace{1cm} (2.2)

\textbf{Boundary Conditions}

Along boundary 1: \[ \frac{\partial C}{\partial X} = 0 \] \hspace{1cm} (2.3a)

Along boundary 2: \[ \frac{\partial C}{\partial Y} + D_{am} C = 0 \] \hspace{1cm} (2.3b)

Along boundary 3: \[ \frac{\partial C}{\partial X} + \lambda D_{am} C = 0 \] \hspace{1cm} (2.3c)

Along boundary 4: \[ C = 1 \] \hspace{1cm} (2.3d)

Note that the asterisk, *, had been dropped here for clarity. Also, \( D_k \) (cm²/sec) is the Knudsen diffusion constant of the process, \( k \) (cm/sec) is the rate constant of the surface reaction, and \( C_0 \) is the species concentration (mol/cm³) along the trench mouth.

The finite element formulations of the 2–D step coverage model can be written as [43]:
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\[ \sum_{j=1}^{n} K_{ij}^{(e)} C_j^{(e)} = F_i^{(e)} \]  \hspace{1cm} (2.4a)

with:

\[ K_{ij}^{(e)} = \int_{\Omega_e} \left( \frac{\partial N_i}{\partial X} \frac{\partial N_j}{\partial X} + \lambda \frac{\partial^2 N_i}{\partial Y^2} \frac{\partial N_j}{\partial Y} \right) dX dY + \int_{b_2} \left( \lambda^2 D_{am} N_i N_j \right) dS + \int_{b_3} \left( \lambda D_{am} N_i N_j \right) dS \]

\[ F_i^{(e)} = 0 \]  \hspace{1cm} (2.4b)

The function \( N_i(X,Y) \) is the corresponding interpolation function of the finite element model. In this study, four-node linear rectangular elements were used. Fortran programming codes "FEM2D", included in the appendix of the reference [43], were modified to solve the finite element formulations above.

If the species concentration can be considered constant across the transverse direction \( X \), the 2-D step coverage model can be lumped into the 1-D step coverage model as:

\[ \text{Governing Equation} \]

\[ -\left( \frac{\partial^2 C}{\partial Y^2} \right) + \frac{D_{am} C}{\lambda} = 0 \]  \hspace{1cm} (2.5)

\[ \text{Boundary Conditions} \]

At \( Y = 0 \), \( \frac{\partial C}{\partial Y} + D_{zm} C = 0 \)  \hspace{1cm} (2.6a)

At \( Y = 1 \), \( C = 1 \)  \hspace{1cm} (2.6b)

As shown in equations (2.1–2.6), both 1-D and 2-D step coverage models are fully characterized by two controlling parameters, that is, the Damkohler number
\( D_{am} \) and the geometrical factor \( \lambda \), which is half of the trench width/depth ratio.

In the following, the 1-D and 2-D models were compared through the parametric study of these two controlling parameters. Solutions of the 1-D model were obtained from the exact solutions of Laplace equation with the associated boundary conditions. On the other hand, the 2-D model were solved numerically by using the finite element method.

In the FEM analysis of the 2-D step coverage model, the domain was originally divided into a 5 by 5 mesh, then the mesh number in X and/or Y directions was doubled until differences of the solutions between two consecutive steps were less than 3% of the previous solutions.

2.3.2 Results and Discussion

Figure 2.2a illustrated the transverse concentration profiles at axial positions of 0.9, 0.4 and 0.0 with \( D_{am} = 0.1 \) and trench width/depth ratio = 1.0. Under these conditions, the species concentration is almost uniform across the transverse direction, and the 1-D solutions are good approximations to the 2-D solutions. The corresponding deposition thickness profiles based on both 1-D and 2-D models are shown in Figure 2.3a. It is interesting to note that the film thickness is almost uniform across the trench bottom under these conditions.

Transverse profiles of the species concentration with \( D_{am} = 5.0 \) and trench width/depth ratio = 1.0 at axial positions of 0.9, 0.4 and 0.0 are shown in Figure 2.2b. The transverse concentration profiles are not uniform due to significant consumptions of the reactive species on the substrate surfaces. For example, at the axial position 0.9, the concentration level was dropped from 0.85 in the middle to
0.54 at the substrate surface. At the trench bottom, the concentration value varied from 0.08 at the middle to 0.03 at the corners. The corresponding deposition thickness profiles based on both 1-D and 2-D step coverage models are shown in Figure 2.3b. Appreciable deviations were existed between the 1-D and 2-D modeling predictions, as shown in Figures (2.2a–2.3b).

With the increase of Damkohler number from 0.1 to 5.0, the deposition thickness profile across the trench bottom based on the 2-D model started to exhibit nonuniform phenomenon. Similar results were also documented by others using the Monte Carlo simulations [29] and the Clauwing–like integral equation approach [38–39]. Because of the nature of lumped geometry, the 1-D step coverage model is not capable of predicting this kind of phenomenon.

A systematic study was done to find the range of the two controlling parameters over which the lumped geometry assumption of the 1-D model is valid. The results were listed in Figure 2.4.

Values of the Damkohler number ranged from 0.01 to 20, while values of the trench width/depth ratio were varied from 0.02 to 1.0. Cases with trench width/depth ratio higher than one were not included because the formulas used to calculate the Knudsen diffusion constant, such as equation (2.14), was based on assumption of trench width/depth ratio being less than one.

In Figure 2.4, values of the numerical error, that is, $\epsilon_1$ and $\epsilon_2$, were defined as:

\[
(\epsilon_1\%, \epsilon_2\%) = \left| \frac{U_1-U_2}{U_2} \right| \times 100\% \text{ at } \frac{Y}{L_b} = 0.9, 0.4 \quad (2.7)
\]

with $U_1 = 1$-D solution, and $U_2 = 2$-D solution
Figure 2.2 Dimensionless Transverse Concentration Profiles at $y/L_b = 0.0, 0.4, 0.9$

(a) $D_{aa} = 0.1$ and Trench Width/Depth Ratio = 1.0
(b) $D_{am} = 5.0$ and Trench Width/Depth Ratio = 1.0

Figure 2.2 Dimensionless Transverse Concentration Profiles at $y/L_b = 0.0, 0.4, 0.9$
(a) $D_{am} = 0.1$ and Trench Width/Depth Ratio = 1.0

Figure 2.3 Trench Deposition Thickness Profiles
(b) $D_{am} = 5.0$ and Trench Width/Depth Ratio = 1.0

Figure 2.3 Trench Deposition Thickness Profiles
Figure 2.4 Values of the Numerical Error ($\epsilon_1$, $\epsilon_2$) of the 1-D Continuum–Like Step Coverage Model Resulting from the Lumped Geometry
As shown in Figure 2.4, the lumped geometry assumption is valid if the Damkohler number is less than 0.1. Values of the numerical error due to the lumped geometry assumption increase with increasing Damkohler number and trench width/depth ratio. For the step coverage process with Damkohler number equal to 20 and trench width/depth ratio equal to 1, the numerical error $\epsilon_1$ could be as large as 113.25%, as shown in Figures 2.4 and 2.5. Under these circumstances, the 1-D step coverage model is not appropriate for studying the step coverage process.

In general, the species concentration along the transverse direction at any particular axial position is almost uniform until very close to the substrate surfaces, where the species concentration drops due to the surface reaction. Values of the concentration gradient in the concentration boundary layer are dependent on the Damkohler number.

For a process with a small Damkohler number, the concentration gradient in the concentration boundary layer is small because only a small amount of species are being consumed on the surfaces. As a result, the lumped concentration value based on the 1-D model can provide good estimations to the concentration near the surface. However, for the step coverage processes with high Damkohler number, the 1-D model may not provide good approximations to the 2-D model due to the large concentration gradient existed in the concentration boundary layer.

Deviations between the 1-D and 2-D models may be further aggravated with increasing trench width/depth ratio. This is due to the fact that the concentration profile with sharp gradient in the concentration boundary layer, whose size is becoming smaller as compared to that of the cross section, cannot be described accurately with the average values of the whole concentration profile based on the
1-D model.

Although the 2-D model is more general than the 1-D model, the number of degrees of freedom required to solve the 2-D model is much higher than that of the 1-D model if the domain type numerical techniques, such as the finite element and finite difference methods, are used. As a result, the computational cost of the 2-D model is much more expensive than that of the 1-D model.

Moreover, for the 1-D step coverage model, it is very easy to update the moving boundaries because there are only two boundary points associated with the lumped geometry and they are not part of the irregular deposition front inside the trench.

For the 2-D step coverage model that used domain type numerical techniques to analyze the deposition thickness profiles, algorithms to update the moving boundaries and remesh the domain automatically during the trench-filling process might become very difficult because of the irregularly changing 2-D geometry resulting from the film deposition.

In the following, the boundary element method (BEM), which can reduce the dimensions of the problem domain by one, was used to calculate the deposition rate profiles and update the substrate surfaces due to deposition. Since only those points that enclose the 2-D domain have to be considered in the BEM formulation, the computational efficiency of the 2-D model is much improved, and updating algorithm is much simplified.
Figure 2.5 Axial Concentration Profiles along the Trench Side-Wall with

\[ D_{an} = 20.0 \] and Trench Width/Depth Ratio = 1.0
2.4 The 2-D Step Coverage Model with Consideration of the Moving Deposition Fronts

During the deposition process, dimensions of the trench are continuously changing. Small amounts of reactive species can reach deep inside the trench due to the closing of the trench mouth. As a result, CVD thin films with good step coverage initially might end up with poor step coverage. Therefore, it is very important to consider the changing geometry of the trench in order to correctly predict the final step coverage.

In the following, the BEM formulation of the 2-D step coverage model and the algorithm to update the changing boundaries were introduced. The BEM step coverage model was then used to study the step coverage of SiO$_2$ deposited from SiH$_4$/O$_2$ precursors.

2.4.1 Theory

2.4.1a Boundary Element Formulation of the Step Coverage Process

The boundary element method is an alternative technique which offers important advantages over the domain type solutions, such as the finite element method and the finite difference method. One of the most interesting features of the BEM technique is the considerable reduction of the number of degrees of freedom required to run the problem [44,45].

For the BEM technique, only the 1-D string that encloses the 2-D domain, shown in Figure 2.1 as 1–2–3–4 segment, has to be considered in the formulation. It
is obvious that the BEM technique is well suited to the 2-D step coverage model since only concentrations at the substrate points, which are parts of the 1-D boundary string, are interested. This desirable feature of the BEM technique also makes the boundary update scheme much easier as compared with those of the finite element and finite difference techniques. The basic concept of the BEM formulation is introduced as follows.

With the use of the weighted residual method [45], the following expression can be deduced from Laplace equation, \( \nabla^2 U = 0 \), on a domain \( \Omega \):

\[
\int_{\Omega} U(\nabla^2 U^*) d\Omega = -\int_{\Gamma_2} Q U^* d\Gamma - \int_{\Gamma_1} Q U^* d\Gamma + \int_{\Gamma_2} U Q^* d\Gamma + \int_{\Gamma_1} U Q^* d\Gamma \quad (2.8)
\]

In the above expression, \( U^* \) is the weighting function that has continuous first derivatives within the domain \( \Omega \), \( Q \) is the normal derivatives of \( U \), that is, \( \partial U / \partial n \), and \( Q^* \) is equal to \( \partial U^* / \partial n \). The corresponding boundary conditions of the problem can be either of the essential type boundary conditions, that is, \( U = U_0 \), along the portion of boundary \( \Gamma_1 \), or the natural type boundary conditions, that is, \( Q = Q_0 \), over the portion of boundary \( \Gamma_2 \).

If the weighting function \( U^* \) is chosen such that at a point \( i \) the equation \( \nabla^2 U^* + \delta_i = 0 \) is satisfied, the equation (2.8) can be written as:

\[
U^i + \int_{\Gamma_2} U Q^* d\Gamma + \int_{\Gamma_1} U Q^* d\Gamma = \int_{\Gamma_2} Q U^* d\Gamma + \int_{\Gamma_1} Q U^* d\Gamma \quad (2.9)
\]

Solutions of the equation \( \nabla^2 U^* + \delta_i = 0 \) are called the fundamental solutions, where \( \delta_i \) is the Dirac delta function.
The equation (2.9) is valid for any point in the domain. With the consideration of only the boundary points, the equation (2.9) can be simplified as:

\[ 0.5U^i + \int_{\Gamma} UQ^i d\Gamma = \int_{\Gamma} QU^i d\Gamma \]  \hspace{1cm} (2.10)

with \( \Gamma = \Gamma_1 + \Gamma_2 \).

For a smooth boundary that are divided into \( n \) segments, the equation (2.10) can be written as:

\[ 0.5U^i + \sum_{j=1}^{n} \int_{\Gamma_j} UQ^i d\Gamma = \sum_{j=1}^{n} \int_{\Gamma_j} QU^i d\Gamma \] \hspace{1cm} (2.11)

From equation (2.11), the solution at the boundary point \( i \) can be obtained by integrating the fundamental solutions and variables along the boundaries only. The boundary element model for the system of \( n \) boundary nodes can be expressed in the matrix form as:

\[ [H]\{U\} = [G]\{Q\} \] \hspace{1cm} (2.12a)

with:

\[ H_{ij} = \int_{\Gamma_j} U^i d\Gamma, \text{ when } i \neq j; \quad H_{ij} = 1/2 + \int_{\Gamma_j} Q^i d\Gamma, \text{ when } i = j \] \hspace{1cm} (2.12b)

\[ G_{ij} = \int_{\Gamma_j} U^i d\Gamma \] \hspace{1cm} (2.12c)
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With the specification of either the concentration, $\bar{U}$, or the flux, $\bar{Q}$, solutions at the $n$ boundary points can be obtained from equations (2.12a–2.12c). For the 2-D step coverage problem, since the boundary conditions on the substrate surfaces are of the Robin type conditions, that is, $Q_1+EU_1=0$, neither the concentration $U$ nor the flux $Q$ is specified. However, the relationship $\{Q\} = -[E]\{U\}$ can be substituted into the equation (2.12a) to provide the solvable system of equations 

$([H]+[G][E])\{U\} = \{0\}$. 

After solving the system of equations for the primary variables at the substrate boundary points, values of the flux at those points can be computed from the relationship $Q_1+EU_1=0$.

In order to perform the integrations of both equations (2.12b) and (2.12c), the fundamental solution $U^*$ must be obtained in advance from the equation $\nabla^2 U^* + \delta_i = 0$. The fundamental solution $U^*$ for both rectangular and cylindrical coordinate systems can be written as [44–45]:

$$U^* = 1/(4\pi r) \text{ for the 3-D rectangular coordinate system } (X,Y,Z)$$

$$U^* = \ln(1/r)/2\pi \text{ for the 2-D rectangular coordinate system } (X,Y)$$

$$U^* = 4K(m)/\sqrt{(a^2+b^2)} \text{ for the 2-D axisymmetric coordinate system } (R,Z)$$

with:

$K(m)$: The complete elliptic integral of the first kind

$r$: The distance between the point of application of Dirac delta function and the point considered

$a,b$: $a=R^2(\xi)+R^2(X)+\{Z(\xi)-Z(X)\}^2$, $b=2R(\xi)R(X)$, with $\xi$ be the point of application of Dirac delta function and $X$ be the point considered
The Fortran codes included in the reference [45] were modified to calculate the deposition rate profiles of the step coverage problem. Linear elements were used in the BEM model.

2.4.1b Scheme for Updating the Substrate Surfaces during the Deposition Process

With the implementation of the BEM technique in the 2–D step coverage model, we were able to calculate the deposition rate profiles on the trench surfaces by integrating the fundamental solution and variable along the string that encloses the 2–D domain. Since only the 1–D string has to be considered, the procedure of updating the deposition front of the trench is much simplified.

An approach that is similar to the string–advancing algorithm [46] was used in this study to update the trench surfaces due to the film deposition. The schematic diagram of the string moving algorithm was shown in Figure 2.6. For those non–corner points, the direction of the segment movement was assumed to be perpendicular to the current substrate surface at that point. The magnitude of the movement is proportional to the species concentration at that point. On the other hand, advancements of those corner points were determined by the intersection of the two adjoining surfaces.

2.4.2 Results and Discussion

So far, the 2–D step coverage model and its associated string–moving algorithm to update the moving boundaries has been presented. For each CVD system, the Knudsen diffusion constant, \( D_k \), and the reaction rate constant, \( k \), have to be
Figure 2.6 Illustrations of the String Advancing Algorithm Used to Update the Deposition Fronts
specified in order to calculate the deposition rate profiles.

The Knudsen diffusion constant can be determined from the following expression [47],

\[
D_k(t) \text{ (cm}^2/\text{sec}) = \frac{3638L_b(t)\sqrt{T/M}}{(1+3L_b(t)/8W(t))}
\]
\[
= \frac{3638L_b(t)\sqrt{T/M}}{(1+3L_b(t)/16L_a(t))}
\]  \hspace{1cm} (2.13)

with:

M: Molecular weight of the gas species (gm/mole)
T: Deposition temperature (°K)
W: Trench width (cm)
L_b: Trench depth (cm)

Note that for the pores with the trench width/depth ratio being much lower than one, the equation (2.13) can be reduced to the familiar equation [27]:

\[
D_k(t) = \frac{9700L_a(t)\sqrt{T/M}}{}
\] \hspace{1cm} (2.14)

The reaction rate constant, k, is dependent on the particular CVD system. For the deposition of SiO_2 from the precursors SiH_4/O_2, the rate constant k can be estimated from the following expression [33],

\[
k \text{ (cm/sec)} = 0.25S_c V_t
\] \hspace{1cm} (2.15)
where:

$S_c$ is the sticking coefficient of the reactive species, and $V_t$ is the mean thermal velocity of the reactive species given by $\sqrt{8kT/(\pi M)}$ (cm/sec).

For the deposition of SiO$_2$ from the precursor SiH$_4$/O$_2$, the overall sticking coefficient and deposition rate reported by Kawahara et al. (1991) are listed in Table 2.1 [41]:

<table>
<thead>
<tr>
<th>T(°K)</th>
<th>β</th>
<th>DR(Å/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>450</td>
<td>0.697</td>
<td>35.62</td>
</tr>
<tr>
<td>520</td>
<td>0.359</td>
<td>41.78</td>
</tr>
<tr>
<td>540</td>
<td>0.200</td>
<td>43.15</td>
</tr>
<tr>
<td>640</td>
<td>0.055</td>
<td>43.15</td>
</tr>
</tbody>
</table>

β — Sticking Coefficient
DR — Deposition Rate
For the calculation of the concentration $C_0$ (mol/cm$^3$), the following expression was used [33]:

$$\text{Deposition Rate (mol/cm}^2\text{-sec)} = 0.25S_C V_t C_0$$  \hspace{1cm} (2.16)

Density of the SiO$_2$ thin film was assumed to be 2.19 gm/cm$^3$. For the calculations of the Knudsen diffusion constant and the mean thermal velocity, the molecular weight was taken to be that of SiH$_2$, or, 30.09 gm/mole. Although other species, such as SiH$_3$, might also be responsible for the deposition of the SiO$_2$ from the SiH$_4$/O$_2$ system [29], differences between their molecular weight and that of SiH$_2$ are small.

Simulation results were compared with the experimental results reported by Kawahara et al. [41] in Figure 2.7. The step coverage is defined as $t_{\text{min}}/t_{\text{max}}$, where $t_{\text{min}}$ is the minimum film thickness on the side walls, and $t_{\text{max}}$ is the film thickness on the flat surface, that is, the boundary 5. In Figure 2.7, both initial step coverage and the step coverage when $t_{\text{max}}=0.1L_b$, which was the condition of the reported step coverage data, were presented.

In this study, the time interval was chosen such that increments of the deposition thickness at the trench mouth were less than 5% of the current trench width. With this consideration, the steady state solutions were good approximations to the transient solutions within each time interval, since the reactive species can reach the steady state very quickly. Because the time increment was allowed to be adjusted automatically according to the updating trench geometry, the balance between the computation time and accuracy can be achieved.
Figure 2.7 Comparisons of the Modeling Predictions and Experimental Results of SiO$_2$ Step Coverage Using SiH$_4$/O$_2$ Precursors
As shown in Figure 2.7, the predicted step coverage is in good agreement with the reported experimental data. In general, for the SiO₂ CVD process using SiH₄/O₂ precursors, as the deposition temperature increases, the overall sticking coefficient decreases. Because the Damkohler number decreases with respect to the temperature increase according to equations (2.13–2.15), the step coverage improves with the increase of the deposition temperature. This feature was also found by Watanabe et al. [33] and Ikegawa et al. [34].

To study the effect of the moving deposition fronts on the step coverage during the deposition process, deposition thickness profiles with the trench widths equal to 0.5μm, 1.25μm; and deposition temperatures equal to 540°K and 640°K are shown in Figures (2.8a–2.8d). The trench depth is 2.5 μm for these cases. For these two deposition temperatures, the deposition rate at the trench mouth is about the same, while the ratio of the two sticking coefficients is 3.64, as shown in Table 2.1.

Axial concentration profiles for these cases are also shown in Figures 2.9a–2.9d. Note that coordinates of the two end points of each curve in Figures 2.9a–2.9d are different due to the deposition occurred on the trench bottom and mouth during the step coverage process.

For the trench with an opening width of 0.5μm and deposition temperature of 540°K, very few reactive species can reach to the trench bottom during the whole trench-filling process. The concentration level at the trench bottom was only 15.7% of that at the trench mouth initially. After approximate an hour, this concentration percentage dropped down to 3.8%, and the step coverage was changed from 0.16 initially to 0.082.

For the same trench sizes, as the deposition temperature was increased to 640°K, the axial concentration profiles were much more uniform initially due to the
lower sticking coefficient, as shown in Figure 2.9b. The concentration level at the trench bottom was increased to 48.5% of that at the trench mouth in the beginning. This concentration percentage was decreasing during the step coverage process because of the narrowing trench width and elongating trench depth. As shown in Figure 2.9b, after 27.15 minutes, this value was changed from 48.5% to 26.1%. Thereafter, film depositions on the trench bottom became scarce. The step coverage changed from 0.49 initially to 0.28 in 51.27 minutes.

As illustrated above, the final SiO$_2$ step coverage was improved from 0.082 to 0.28 by increasing the deposition temperature from 540°K to 640°K. Another way to improve the step coverage is to enlarge the trench width. If the trench mouth width was changed from 0.5$\mu$m to 1.25$\mu$m, the final SiO$_2$ step coverage can be improved from 0.082 to 0.26 with the deposition temperature still equal to 540°K. The deposition thickness and axial concentration profiles of this case were shown in Figures 2.8c and 2.9c. In this calculation, the trench mouth closing time was 138.2 minutes as compared to 51.2 minutes of the trench with 0.5 $\mu$m trench width.

If both strategies were used, the SiO$_2$ step coverage can be improved significantly, as shown in Figure 2.8d. The axial concentration profile with the conditions of low sticking coefficient and high Knudsen diffusion constant was almost uniform initially, as shown in Figure 2.9d. At the beginning, the concentration value at the trench bottom was 76.8% of that at the trench mouth. After 94.35 minutes, this percentage was dropped to 45.1%, which is still higher than the initial concentration value with 540°K deposition temperature, as shown in Figure 2.9c. The final step coverage was 0.54, which is about two folds of the final step coverage with 540°K deposition temperature and 1.25$\mu$m trench width.
T=540°K
Trench Width=0.5μm
Trench Depth=2.5μm

(a) Trench Width = 0.5μm, Trench Depth = 2.5μm
Deosition Temperature = 540°K

Figure 2.8 Trench Deposition Thickness Profiles
(b) Trench Width = 0.5\mu m, Trench Depth = 2.5\mu m
Deposition Temperature = 640^\circ K

Figure 2.8 Trench Deposition Thickness Profiles
(c) Trench Width = 1.25\(\mu\)m, Trench Depth = 2.5\(\mu\)m
Deposition Temperature = 540°K

Figure 2.8 Trench Deposition Thickness Profiles
(d) Trench Width = 1.25\mu m, Trench Depth = 2.5\mu m

Deposition Temperature = 640°K

Figure 2.8 Trench Deposition Thickness Profiles
(a) Trench Width = 0.5\mu m, Trench Depth = 2.5\mu m

Deposition Temperature = 540^\circ K

Figure 2.9 Axial Concentration Profiles along the Trench Side–Wall
(b) Trench Width = 0.5\( \mu \text{m} \), Trench Depth = 2.5\( \mu \text{m} \)

Deposition Temperature = 640°K

Figure 2.9 Axial Concentration Profiles along the Trench Side-Wall
(c) Trench Width = 1.25\mu m, Trench Depth = 2.5\mu m
Deposition Temperature = 540^\circ K

Figure 2.9 Axial Concentration Profiles along the Trench Side–Wall
(d) Trench Width = 1.25\mu m, Trench Depth = 2.5\mu m
Deposition Temperature = 640^\circ K

Figure 2.9 Axial Concentration Profiles along the Trench Side–Wall
2.5 Summary

A 2–D continuum–like step coverage model, which includes the effect of the moving deposition fronts, was presented in this paper. The BEM technique was used to solve the 2–D step coverage problem. Since only the 1–D string that encloses the 2–D trench domain has to be considered in the BEM formulations, the number of degrees of freedom of the problem is reduced significantly, and procedures to update the moving boundaries during the step coverage process become very simple. As a result, the computational efficiency of this 2–D step coverage model is greatly enhanced and is comparable to that of the 1–D step coverage model.

Numerical results of the 2–D step coverage model were compared with the reported SiO$_2$ step coverage data using SiH$_4$/O$_2$ precursors. Agreements between the reported data by Kawahara et al. (1990) and the modeling calculations were found to be good. It was also found that considerations of the moving deposition surfaces are important in predicting the final step coverage, especially for those with high initial step coverage.

Values of the numerical error for the 1–D step coverage model, resulting from the lumped geometry assumption, was evaluated by comparing with this 2–D step coverage model. It was found that for the step coverage with the Damkohler number being lower than 0.1, the 1–D step coverage model can provide excellent approximations to the 2–D step coverage model. However, under high Damkohler number and trench width/depth ratio conditions, such as the case with 20.0 Damkohler number and 1.0 trench width/depth ratio, the numerical error might be as high as 113.25%. Under these circumstances, the use of the 1–D step coverage model is not suggested.
Moreover, due to the assumption of lumped geometry, the 1-D step coverage model is incapable of predicting the occurrence of nonuniform thickness profile over the trench bottom with increasing sticking coefficient. This phenomenon can be simulated by other techniques, such as the Monte Carlo simulation and the Clausing-like integral equation approach. The 2-D step coverage removed the lumped geometry assumption and is capable of predicting this kind of phenomenon.

It is concluded that although the 1-D step coverage model is simple and can closely approximate the 2-D model under low Damkohler number and trench width/depth ratio conditions, deviations between the 1-D and 2-D models may become too large to be neglected as both the Damkohler number and trench width/depth ratio are increasing.
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Chapter 3 The Role of Gas-Phase Reactions in Modeling of the Forced-Flow Chemical Vapor Infiltration Process

3.1 Abstract

An analytical model is presented, which includes the effects of both gas-phase and surface reactions, and the pressure changes due to the chemical reactions in the forced-flow chemical vapor infiltration (FCVI) process.

For the FCVI process controlled by the gas-phase reactions, improvements of the process by using the forced-flow are limited. However, for the FCVI process controlled by the surface reactions, the process can be improved with the use of the forced-flow technique.

For the surface reaction controlled FCVI process, the degree of improvement increases with increasing permeability of the composite preform. In other words, advantages due to the forced-flow are higher at the initial stage of the process when the porosity of the composite preform is high.
3.2 Introduction

Ceramic matrix composites (CMCs) can be fabricated by infiltrating the composite preform with gas precursors containing the elements of the matrix. The gas precursors react inside the porous composite preform to form the matrix of the composite. This fabrication method is known as the chemical vapor infiltration (CVI) technique.

Because of the cost and slow rates of deposition, the chemical vapor infiltration process was initially viewed as a useful technique only for coating fibers rather than as a means for forming the matrix. However, the CVI technique has received a lot of attention recently as a strong candidate for the fabrication of CMCs because of its versatility in creating all major families of ceramic matrices by a single, continuous deposition step; low processing temperature capability; and geometry-preservation features.

One of the critical issues associated with the CVI technique is that the matrix usually deposits more rapidly at the outer sides of the composite, and thus a large amount of trapped porosity remains inside the composite. The resultant CMCs with high porosity do not have good mechanical properties. Several techniques such as grinding of the blocked pores, imposition of a thermal gradient, and the forced-flow CVI (FCVI) process [6], have been used in order to alleviate this serious problem.

In addition to those techniques mentioned above, extensive work is being carried out in the area of the CVI process modeling [7-17,23,28] to better understand the process. The modeling results can serve as a basis for choosing experimental conditions and preform geometry so that desirable properties of the
resultant CMCs can be achieved.

A self-consistent CVI model usually consists of three sub-models, covering chemical reactions, transport processes, and preform geometry, respectively.

With the complexity and randomness associated with the geometry of the fibrous preform, it is extremely difficult to have a precise and full scale description of the fibrous preform. Several structure element models, such as the single pore model [7–10], overlap pore model [11], unit-cell model [13–14], and effective medium model [15–16] were proposed to mimic the composite preform thus leading to a tractable analysis of the infiltration process.

As for the transport process, the diffusion of the gas species is assumed to be the main transport mechanism [7–9,11,13,15]. Depending on the CVI process to be modeled, convective flow (forced-flow) was also incorporated [10,14,16–17].

Most of the traditional CVI models lumped the chemical reactions into one single overall reaction for simplicity [8–9,11–17]. Recently, Middleman [7] and Sheldon [23] investigated the importance of controlling the gas-phase kinetics in the traditional CVI process in order to optimize the densification profiles. Both Middleman and Sheldon have shown that by controlling the gas-phase kinetics, it is theoretically possible to have faster matrix deposition in the middle of the composite, and thus eliminate the premature pore blockage problem.

The gas-phase reaction was also included in the study of the chemical vapor deposition (CVD) process by Desu et al. [24] to determine the rate controlling step of the CVD processes. It was shown that deposition rate profiles were significantly different for CVD processes controlled by different reactions. For the CVD processes controlled by the gas-phase reaction, the deposition rate profiles decrease with an increase in the flow velocity. These results suggest that advantages of the
FCVI may be limited.

Most of the models that were proposed for the FCVI process [14,16–17] neglect the contribution of gas–phase reactions even though their importance has been documented for both the traditional CVI process and the CVD process as mentioned above. In this work, an analytical model, which incorporates the effects of gas–phase and surface reactions in the FCVI process, is presented. The pressure buildup due to both chemical reactions and the applied external pressure was considered. The model is nonlinear due to the viscous flow terms resulting from the pressure gradient. The finite element method (FEM) was used to solve the problem numerically. Changes of the deposition rate profiles resulting from the application of the forced flow under different rate controlling regimes are the main subjects of this study.

3.3 Mathematical Modeling of the Forced–Flow CVI Process

For the study of the FCVI process with both gas–phase and surface reactions, it is assumed that the reagent species, $SP_{1(g)}$, which is diluted in the inert gas, $DG_{5(g)}$, is decomposed into the gas–phase intermediate species, $IP_{2(g)}$, and the by–product, $BP_{3(g)}$. The intermediate species, $IP_{2(g)}$, is adsorbed onto the surface of the growing film, and react to produce the solid film, $Film_{(s)}$, and the other by–product, $BP_{4(g)}$. The whole process is described in equations (3.1–3.2):

\[
\text{Gas–Phase Decomposition} \\
SP_{1(g)} \xrightarrow{k_1} \frac{DG_{5(g)}}{IP_{2(g)} + BP_{3(g)}}
\]  

(3.1)
Surface Reaction

\[
\text{IP}_2(g) \xrightarrow{k_2} \text{Film}_s + \text{BP}_4(g)
\]

(3.2)

The equation of continuity for the gas component \(i\) can be written [26]:

\[
\nabla \cdot (N_i^{cv} + N_i^{du}) = \Sigma R_{ij}
\]

(3.3)

where \(N_i^{cv}\) and \(N_i^{du}\) are the convection and diffusion flux of the component \(i\), respectively, and \(\nabla \cdot\) is the divergence operator. \(R_{ij}\) is the reaction flux of the chemical reaction \(j\) associated with the gas species \(i\). For the above system, the value of the index \(i\) ranged from 1 to 5, and the value of the index \(j\) ranged from 1 to 2.

For simplicity, variations of the species concentration along one direction, say, the \(Z\)-direction, was assumed to be much larger than those along the other two spatial directions, that is, the \(X\) and \(Y\) directions. The precursor \(\text{SP}_1(g)\) is assumed to be highly diluted such that the Fick's law type relationship can be used to relate the diffusion flux and the concentration gradient of the species. The fluid flow within the porous medium is assumed to follow Darcy's law [14,17].

For the purposes of the discussion and presentation of the results, it is convenient to introduce the following parameters:

**Equation 3.4**

\[
Z^* = \frac{Z}{L_0} = \text{Dimensionless spatial distance}
\]

\[
T^* = \frac{T}{T_0} = \text{Dimensionless temperature}
\]

\[
D_i^* = \frac{D_i}{D_0} = \text{Dimensionless diffusion constants of the species } i
\]

with
$D_{i\ast} = D_{ik\ast} + D_{is\ast}$, where $D_{ik}$ is the Knudsen diffusion constant of the species $i$, and $D_{is}$ is the binary diffusion constant of the pair $(i,DG_5)$.

$P_{i\ast} = P_i/P_0 = $ Dimensionless pressure of the component $i$

$D_{a1} = BP_0/(\mu D_0) = $ Peclet number, with $B$ being the permeability of the fibrous medium, and $\mu$ is the viscosity of the gas mixture.

$D_{a2} = k_1L_0^2/D_0 = $ Gas-phase Damköhler number.

$D_{a3} = k_2L_0/D_0 = $ Surface Damköhler number.

$A/V = $ Surface Damköhler number.

$L_0 = $ Length of the medium in the $Z$-direction.

$\Sigma (dP_1\ast/dZ\ast) = $ Dimensionless total pressure gradient.

The governing equations of the one-dimensional (1-D) FCVI process can thus be expressed as [17,26,48]:

\begin{align}
- \frac{d}{dZ}\left( \frac{D_1 dP_1}{dZ} \right) - \frac{D_{a1}}{T} \left( \frac{dP_1}{dZ} \frac{dP_1}{dZ} \right) + \frac{D_{a2}}{T} P_1 &= 0 \quad (3.5a) \\
- \frac{d}{dZ}\left( \frac{D_2 dP_2}{dZ} \right) - \frac{D_{a1}}{T} \left( \frac{dP_1}{dZ} \frac{dP_2}{dZ} \right) - \frac{D_{a2}}{T} P_1 + \frac{D_{a3}}{T} (A L_0/V) P_2 &= 0 \quad (3.5b) \\
- \frac{d}{dZ}\left( \frac{D_3 dP_3}{dZ} \right) - \frac{D_{a1}}{T} \left( \frac{dP_1}{dZ} \frac{dP_3}{dZ} \right) - \frac{D_{a2}}{T} P_1 &= 0 \quad (3.5c) \\
- \frac{d}{dZ}\left( \frac{D_4 dP_4}{dZ} \right) - \frac{D_{a1}}{T} \left( \frac{dP_1}{dZ} \frac{dP_4}{dZ} \right) - \frac{D_{a3}}{T} (A L_0/V) P_2 &= 0 \quad (3.5d) \\
- \frac{d}{dZ}\left( \frac{D_5 dP_5}{dZ} \right) - \frac{D_{a1}}{T} \left( \frac{dP_1}{dZ} \frac{dP_5}{dZ} \right) &= 0 \quad (3.5e)
\end{align}

Note that the asterisk, $\ast$, has been dropped in equations (3.5a–3.5e) for simplicity.

The back pressure of the inert gas $DG_{5(g)}$, that is, the inert gas pressure at the position $Z=1$, is assumed to be one. The entrance pressure of the inert gas $DG_{5(g)}$, that is, the inert gas pressure at the position $Z=0$, is assigned based on
the forced-flow conditions.

The entrance pressure of the reagent species $SP_{1(g)}$ is assigned according to the dilution ratio. Values of the entrance pressure of the components $IP_{2(g)}$, $BP_{3(g)}$, and $BP_{4(g)}$ are assumed to be zero.

At the exit side ($Z^*=1$), the adiabatic condition $(dP^*/dZ^*=0)$ is used for all the gas components except for the inert gas component.

In the governing equations above, the total pressure gradient, $\Sigma(dP_i/dZ)$, may come from both the pressure changes due to the chemical reactions and the external pressure gradient (forced-flow). It is obvious from equations (3.5a–3.5e) that the deposition rate profiles depend mainly on three controlling parameters, that is, $D_{a1}$ (Peclet number), $D_{a2}$ (Gas-phase Damköhler number), and $D_{a3}$ (Surface Damköhler number).

In the following study, the dimensionless parameters $D_{i5^*}$ ($=D_{i5}/D_0$), $D_{ik^*}$ ($=D_{ik}/D_0$), and $T^*$ are assumed to be unity. The parameter $(AL_0/V)$ is characteristic of the geometry of the composite preform and is fixed for a given geometry. The FCVI model described by equations (3.5a–3.5e) above will be called as simple flux model thereafter as compared to the multi-component dusty gas model, which will be introduced shortly.

The governing equations (3.5a–3.5e) are nonlinear due to the total pressure gradient term. The finite element method (FEM) [43] was used to numerically solve the equations (3.5a–3.5e) with the associated boundary conditions. The numerical solutions were assumed to be convergent if the following criterion of convergence is satisfied for each of the gas species:
\[
\sum_{i=1}^{m} \{(\text{Solution}_i)_k - (\text{Solution}_i)_{k-1}\}^2 \leq 0.01
\] (3.6)
\[
\sum_{i=1}^{m} \{(\text{Solution}_i)_k\}^2
\]

In equation (3.6), \((\text{Solution}_i)_k\) represents the solution at node \(i\) in the \(k\)-th iteration step for a particular gas species, and \(m\) is equal to the total number of nodes.

With the assumption that the precursor is highly diluted, the Fick’s type flux relationship was used in the simple flux model above to decouple the diffusion flux of one species from the other. Interactions among fluxes of the gas species were neglected. As a result, the simple flux model may not give good approximations to the FCVI process depending on the diluted condition of the FCVI process.

Recently, the multi-component dusty gas model, originally proposed by Maxwell in 1860 [25], was used by Sotirchos [17] to study the FCVI process. With the use of the dusty gas model, for example, the relationship between the pressure gradient of the reagent species \(\text{SP}_{1\{g\}}\) and the diffusion fluxes of all the species can be written as:

\[
-\frac{1}{RT} \frac{dP}{dZ} = (\frac{\alpha_2}{D_{12}} + \frac{\alpha_3}{D_{13}} + \frac{\alpha_4}{D_{14}} + \frac{\alpha_5}{D_{15}} + 1/D_{1k})N_1
- (\frac{\alpha_1N_2}{D_{12}} + \frac{\alpha_1N_3}{D_{13}} + \frac{\alpha_1N_4}{D_{14}} + \frac{\alpha_1N_5}{D_{15}}) \] (3.7)

where:
\(\alpha_i\) = Molar fraction of the species \(i\)
\(D_{ij}\) = Binary diffusion constant of the pair \((i,j)\)
\(D_{1k}\) = Knudsen diffusion constant of the species \(i\)
R = Gas law constant
T = Temperature
N_i = Diffusion flux of the species i

As the reagent precursor SP_{1(g)} becomes more highly diluted, the molar fraction of the dilute gas α_5 approaches unity while the molar fractions of all other species approach zero. Eventually, the equation (3.7) can be reduced to the familiar Fick's type flux relationship,

\[-\frac{1}{RT} \frac{dP^1}{dZ} = (1/D_{15}+1/D_{1k})N_i\]  \hspace{1cm} (3.8)

From the expressions above, it is obvious that the simple flux model is a limiting case of the multi-component dusty gas model.

In the subsequent calculations, the dilution ratio, that is, P_1/P_5 at the position Z*=0, was assumed to be 0.01. It was found that the results obtained from both the simple flux model and the dusty gas model were almost identical when using this dilution ratio. Therefore, further studies were conducted using the simple flux model.

3.4 Results and Discussion

In the following text, the parameter ΔP is defined as the inert gas pressure difference between the entrance and the exit sides of the medium. The thickness ratio α is defined for a given deposition rate profile as the ratio between the deposition rate at the exit side and the maximum deposition rate. The optimum
profile is defined as the deposition rate profile with a constant deposition rate being equal to the maximum deposition rate of the deposition rate profile. Deposition rate profiles with higher thickness ratio $\alpha$ can result in composites with lower residual porosity. The thickness ratio $\alpha$ of the optimum profile is always unity.

Figure 3.1 shows a typical example of the deposition rate profile of the FCVI process. Values of the parameters used are: $D_{a_1}=1.0$, $D_{a_2}=20.0$, $D_{a_3}=0.02$, $AL_0/V=100.0$.

As shown in Figure 3.1, both the thickness ratio $\alpha$ and the total deposition rates increase with increasing flow velocity. The corresponding thickness ratios $\alpha$ with $\Delta P$ being equal to (0.1, 0.5, 1.0, 1.5) are (0.63, 0.70, 0.77, 0.81) respectively. With further increase in the pressure difference $\Delta P$, the deposition rate profile is expected to approach the optimum profile.

For the FCVI process illustrated in Figure 3.1, because the deposition rate profiles are descending and the deposition rates increase with the increase in the flow velocity, it can be concluded that this kind of FCVI process is controlled by the surface reaction rate [24]. For the FCVI processes that are controlled by the surface reaction, a higher pressure difference $\Delta P$ should result in ceramic matrix composites with lower residual porosity.

Although the use of the forced-flow can improve the surface reaction controlled FCVI process, the efficiency of this technique depends heavily on the permeability of the fibrous preform. This can be illustrated by comparing the deposition rate profiles of Figure 3.1 with those of Figure 3.2. For Figure 3.2, the parameters used are the same as those of Figure 3.1 with only the Peclet number being reduced from 1.0 to 0.2.
Figure 3.1 Deposition Rate Profiles of Surface Reaction Controlled FCVI Processes with $\Delta P$ being Equal to 0.1, 0.5, 1.0 and 1.5
Figure 3.2 Efficiency of the Forced-Flow Technique on Improving the Deposition Rate Profiles of Surface Reaction Controlled FCVI Processes.

The Peclet number was changed from 1.0 in Figure 3.1 to 0.2 to simulate changes of the medium permeability.
As shown in Figure 3.2, all the corresponding deposition rates are reduced because of the decrease in forced-flow with the decrease in permeability. The corresponding thickness ratios $\alpha$ with $\Delta P$ being equal to (0.1, 0.5, 1.0, 1.5) are (0.62, 0.63, 0.65, 0.67). With further decrease in the permeability of the medium, improvements in the thickness ratios $\alpha$ with the use of forced-flow are expected to disappear.

From the definition of the Peclet number, it can be said that large Peclet numbers imply composites with higher porosity, or the composites at the initial stage of the FCVI process. On the other hand, small Peclet numbers represent composites with lower porosity, or the composites at the final stage of the FCVI process.

Therefore, for the application of the forced-flow process, the control of the magnitude and duration of the forced-flow is crucial. The efficiency of the forced-flow process is higher at the initial stage than at the later stage of the process.

Another example of the FCVI process is shown in Figure 3.3. Parameters used in this case are: $D_{a1}=3.0$, $D_{a2}=0.1$, $D_{a3}=0.1$, $AL_0/V=1.0$.

As shown in Figure 3.3, the thickness ratio $\alpha$ is independent of the pressure difference $\Delta P$ since the maximum deposition rate for each deposition rate profile is always at the exit side. In contrast to the deposition rate profiles shown in Figure 3.1 and Figure 3.2, the deposition rates in this case decreased with increasing flow velocity. The ratios between the maximum deposition rates with $\Delta P$ equal to (0.1, 0.2, 0.3, 0.5) and the maximum deposition rate with $\Delta P$ being equal to 0.01 are (0.88, 0.77, 0.68, 0.62) respectively.
Figure 3.3 Deposition Rate Profiles of Gas–Phase Reaction Controlled FCVI Processes with ΔP being equal to 0.01, 0.1, 0.2, 0.3 and 0.5
The decrease in the deposition rate with increased flow velocity can be attributed to the decrease in residence time of the gas mixture, which in turn decreases the percentage of completion of the gas–phase decomposition process, as described in the equation (3.1).

For the FCVI process shown in Figure 3.1, the ascending deposition rate profiles and the decrease in deposition rates with an increase in flow velocity lead us to the conclusion that this kind of FCVI process is controlled by the gas–phase reaction [24]. For the FCVI processes controlled by the gas–phase reactions, the use of forced–flow technique is unnecessary.

In addition to using the forced–flow technique, the deposition rate profiles could be improved by reducing the deposition temperature. The deposition rate profiles in Figure 3.1 are changed by reducing the surface Damkohler number $D_{a3}$ from 0.02 to 0.004, 0.002 and 0.0004. The value of $\Delta P$ is assumed to be 0.1. The gas–phase Damkohler Number $D_{a2}$ is assumed to be constant which implies that the activation energy of the gas–phase decomposition process is small in this case.

As shown in Figure 3.4, the thickness ratio $\alpha$ can be improved by decreasing the surface Damkohler number. Values of the thickness ratio $\alpha$ for $D_{a3}$ values of (0.02, 0.004, 0.002, 0.0004) are (0.63, 0.96, 0.99, 1.00). Although improved thickness ratios are obtained by decreasing the temperature, the deposition rates also decrease resulting in longer processing times.

For the surface reaction controlled FCVI process, the forced–flow technique can be used together with the temperature decrease scheme to alleviate the long processing time problem. For example, for the above FCVI process with $D_{a3}$=0.004, the deposition rate can be increased up to 1.15 times by changing $\Delta P$ from 0.1 to 1.5.
Figure 3.4 Changes of Deposition Rate Profiles of Figure 3.1 with the Surface
Damkohler Number being Changed from 0.02 to 0.0004, 0.002 and 0.004
Similarly, the deposition rate profiles in Figure 3.3 are changed by reducing the gas–phase Damkohler number $D_{a2}$ from 0.1 to 0.05, 0.02 and 0.01. The value of $\Delta P$ is also assumed to be 0.1. The surface Damkohler number $D_{a3}$ is assumed to be constant in this case which implies that the activation energy of the surface reaction is very small.

As shown in Figure 3.5, although the shape uniformity of the deposition rate profiles can be improved by decreasing the deposition temperature, this temperature reduction seems to be unnecessary since the thickness ratio $\alpha$ remains the same for all the $D_{a2}$ values. As a result, improvements of the residual porosity resulting from the temperature reduction is limited for the gas–phase controlled FCVI process. However, the processing time is expected to be much longer with the decrease in deposition rates.

From the above studies, it can be concluded that strategies to optimize the FCVI process are fundamentally different for processes with different controlling steps. The use of forced–flow can improve the deposition rate profiles for the surface reaction controlled FCVI process. On the other hand, it may prove detrimental for the gas–phase controlled FCVI process.

Similarly, although reducing the deposition temperature improves the deposition rate profiles of the FCVI processes that are controlled by the surface reactions, the application of this technique to improve the deposition rate profiles of the gas–phase controlling FCVI process is unnecessary.
Figure 3.5 Changes of Deposition Rate Profiles of Figure 3.3 with the Gas–Phase Damköhler Number being Changed from 0.1 to 0.01, 0.02 and 0.05
3.5 Summary

The use of the forced-flow technique to improve the deposition rate profile in the forced-flow CVI process was studied with the simple flux model which incorporates both the gas-phase and surface reactions, and the pressure changes due to the applied pressure gradient as well as the chemical reactions.

For the surface reaction controlled FCVI processes, the use of forced-flow can improve the deposition rate profiles, and results in lower residual porosity, as expected. The efficiency of the forced-flow technique is a function of the permeability of the porous medium. The forced-flow technique is more effective in the early stages of the process when the permeability of the porous medium is still relatively high.

On the other hand, for the FCVI processes that are controlled by the gas-phase reactions, improvements in the deposition rate profiles by using the forced-flow are limited. Unlike the trends in the surface reaction controlled FCVI processes, the deposition rates in the gas-phase reaction controlled FCVI processes decreased with an increased forced-flow due to the decrease in the completion of the gas-phase decomposition process. Under this circumstance, uses of the forced-flow are not suggested.

For the thermal gradient FCVI processes, the controlling step of the processes may change with respect to different thermal gradient patterns. Even for the FCVI processes with a fixed thermal gradient, the thermal profile of the medium may change due to changes of the permeability and thermal conductivity of the composite medium during the deposition process.
Therefore, for the modeling of the FCVI process, including the thermal gradient, it is very important to consider explicitly the individual reactions, that is, the gas-phase and surface reactions, in order to study the optimum processing conditions, such as the temperature profile and the pressure gradient.
This paper titled

"Kinetic Study of Silicon Carbide Deposited from Methyltrichlorosilane Precursor"

was submitted to
Journal of Materials Research
Chapter 4 Kinetic Study of Silicon Carbide
Deposited from Methyltrichlorosilane Precursor

4.1 Abstract

The kinetics of silicon carbide (SiC) deposition, in a hot–wall chemical vapor
deposition (CVD) reactor, were modeled by analyzing our own deposition rate data
as well as reported results. In contrast to the previous attempts which used only
the first order lumped reaction scheme, the present model incorporates both
homogeneous gas phase and heterogeneous surface reactions.

The SiC deposition process was modeled using the following reactions — (1):
gas phase decomposition of methyltrichlorosilane (MTS) molecules into two major
intermediates one containing silicon and the other containing carbon; (2): adsorption of the intermediates onto the surface sites of the growing film; (3): reaction of the adsorbed intermediates to form silicon carbide.

The equilibrium constant for the gas phase decomposition process was divided
into the forward and backward reaction constants as 2.0E+25 \exp\left(-448.2
kJ/mol)/RT\right) and 1.1E+32 \exp\left(-416.2 kJ/mol)/RT\right], respectively. Equilibrium
constants for the surface adsorption reactions of silicon–carrying and
carbon–carrying intermediates are 0.5E+11 \exp\left(-21.6 kJ/mol)/RT\right] and 7.1E+09
\exp\left(-33.1 kJ/mol)/RT\right], while the rate constant for the surface reaction of the
intermediates is 4.6E+05 \exp\left(-265.1 kJ/mol)/RT\right].
4.2 Introduction

In addition to being a high temperature semiconductor, SiC possesses excellent mechanical properties. Due to these interesting properties, SiC is an excellent candidate for both structural and electronic applications at high temperatures [49]. Chemical vapor deposition is one of the best techniques to deposit dense SiC in high purity. Due to the absence of impurities in the grain boundaries, SiC prepared by the CVD process has significantly better properties. As a result, the CVD SiC material has been widely used in applications such as protective coatings for corrosive or abrasive environments, and as a material for semiconductor devices in aggressive environments.

Most of the SiC CVD processes involve either the Si–C–H system: such as SiH$_4$/C$_2$H$_8$ [50] and Si$_2$H$_6$/C$_2$H$_2$ precursors [51]; or Si–C–H–Cl system: such as CH$_3$SiCl$_3$/H$_2$ [52–60], SiCl$_4$/CH$_4$ [61–63] and SiHCl$_3$/C$_2$H$_8$ [64] precursors. Among the chemical systems mentioned above, the CH$_3$SiCl$_3$ (MTS)/H$_2$ system is often chosen for both economical and practical reasons [65].

Since most of the physical or chemical properties of SiC are strongly dependent on the processing conditions, a knowledge of the deposition mechanisms, including the transport phenomena and kinetic data of the chemical reactions, is highly desirable.

For example, one of the design goals of the hot-wall CVD reactor is to attain uniform deposition rate profiles over the length of the reactor. On the other hand, for the chemical vapor infiltration (CVI) process, the purpose of applications of both forced-flow and temperature gradient techniques is to obtain an ascending deposition rate profile so that the premature pore blockage problem could be
avoided. As pointed out by Desu et al. [24] for the hot-wall CVD process and Tsai et al. [66] for the forced-flow CVI process, in order to simulate the deposition rate profiles through modeling calculations, both gas phase and surface reactions of the deposition process should be explicitly considered in the analytical model.

For the SiC CVD process using the MTS/H$_2$ precursors, it is generally agreed, based on thermodynamic studies, that the MTS molecules are decomposed into gaseous intermediates containing either carbon or silicon at first [56,67]. The silicon and carbon are then independently provided to the substrate to form the SiC films. Depending on the experimental conditions, the SiC CVD process may not have a first order dependence in MTS concentration as assumed usually.

Although the importance of including gas phase reactions in the modeling calculations was documented [7,23–24,66], most studies (as summarized by Besmann et al. [56] and Schlichting [65]) concerning the kinetic data of the SiC deposited from the MTS/H$_2$ precursors simply neglected the gas phase reactions and used a lumped first order reaction to obtain the effective activation energy of the deposition process. Using this simplified model, widely different effective activation energies were reported for the SiC deposition from MTS/H$_2$ by different authors [56], which indicates the ineffectiveness of this simple model for different processing conditions.

In this work, a deposition mechanism, including both gas phase and surface reactions, was proposed for the SiC CVD process using the MTS/H$_2$ precursors. Kinetic data were obtained by analyzing our own as well as reported deposition rate data by a finite element (FEM) model, which incorporates both the proposed deposition mechanism and the transport phenomena of the gas species.
Changes of the effective activation energy and reaction order of the deposition process with respect to changes of the experimental conditions were in agreement with the FEM predictions. These changes were due to the consumption of gas species on the hot reactor walls.

4.3 Experimental Procedure

A schematic diagram of the hot-wall CVD reactor used in this study is shown in Figure 4.1. The CVD reactor used was a quartz tube with inner and outer diameters of 5.08 cm and 5.43 cm, respectively. The total length of the reactor was 50.8 cm, with the heating zone length of 30.48 cm. A uniform temperature ($\pm 5^\circ\text{C}$) zone of 6 cm long was located around the center of the reactor. Thermal profiles of this SiC CVD experiment are shown in Figure 4.2.

Single crystal Si (100) substrates were used in this study. Before the deposition of SiC thin films with the MTS/H$_2$ precursors, a thin SiC buffer layer was grown by reaction of acetylene (C$_2$H$_2$) and the Si (100) substrates. Details of the procedure to convert the Si (100) to the SiC buffer layer by C$_2$H$_2$ in a hot-wall CVD reactor can be found in reference [68].

For each run of the SiC deposition, substrates were placed around the center of the hot-wall CVD reactor after the experimental parameters stabilized at the set values. The run time of each experiment was about 3 to 5 hours depending on the deposition temperature and the MTS concentration. Weight increases of the substrate located at the reactor center were measured to calculate the deposition rate of the SiC CVD process.
Figure 4.1 A Schematic Diagram of the Hot-Wall CVD Reactor
Figure 4.2 Thermal Profiles of the Hot–Wall CVD Reactor
Deposition temperatures were varied from 1000°C to 1150°C in intervals of 50°C. The total inlet gas pressures used were 1.8 Torr, 5.0 Torr, and 8.0 Torr. The flow rate of H₂ was about 300 sccm. The ratio of H₂ and MTS concentrations was adjusted to be around 50.

4.4 Modeling Calculations

In this section, the kinetic model of SiC Deposited from MTS/H₂ precursor is introduced first. Then, a CVD FEM model, which incorporated both the kinetic model and the transport phenomena of the gas species, was formulated to calculate the SiC deposition rate along the hot-wall CVD reactor.

4.4.1 Deposition Mechanism

It is known that the MTS precursor is first decomposed into a gaseous mixture of chlorosilanes and hydrocarbons species, and then these gas species react together to form silicon carbide [56,67,69].

Therefore, the following reaction sequence was proposed for the deposition of SiC from MTS: MTS molecules in the gas phase were first assumed to be decomposed into two major intermediates one containing silicon and the other containing carbon (reaction 4.1); the intermediates were then adsorbed onto the surface sites of the growing films (reactions 4.2a and 4.2b) and later react to form silicon carbide (reaction 4.3a).

The steps involved in the deposition of SiC from MTS/H₂ precursor are as follows:
1. Gas phase decomposition of the MTS molecules

This reaction produces two intermediate species, one bearing silicon (IP_{si}) and the other bearing carbon (IP_{c}), and a gaseous by-product BP_{1}.

\[ \text{MTS}_{(g)} + \text{H}_{2(g)} \rightleftharpoons \frac{k_{1}}{k_{-1}} \text{IP}_{si(g)} + \text{IP}_{c(g)} + \text{BP}_{1(g)} \] (4.1)

\( k_{1} (\text{cm}^{3}/\text{mol} \cdot \text{sec}) \) and \( k_{-1} (\text{cm}^{6}/\text{mol}^{2} \cdot \text{sec}) \) represent the rate constants of the forward and backward reactions, respectively. Note that the equilibrium constant \( K_{g} (\text{mol}/\text{cm}^{3}) \) of the gas phase decomposition process is equal to \( k_{1}/k_{-1} \).

2. Adsorption of the intermediate species

Equilibrium constants of the adsorption processes associated with the species IP_{si} and IP_{c} are \( K_{a1} \) and \( K_{a2} (\text{cm}^{3}/\text{mol}) \), respectively.

\[ \text{IP}_{si(g)} + * \rightleftharpoons \frac{K_{a1}}{} \text{IP}_{si}^{*} \] (4.2a)

\[ \text{IP}_{c(g)} + * \rightleftharpoons \frac{K_{a2}}{} \text{IP}_{c}^{*} \] (4.2b)

where the asterisk, *, represents the vacant surface sites and IP_{si}^{*} and IP_{c}^{*} represent the adsorbed species.

3. Reaction of the adsorbed intermediates

This step results in Si_{(s)}, C_{(s)}, SiC_{(s)}, and other gaseous by-products.

\[ \text{IP}_{si}^{*} + \text{IP}_{c}^{*} \xrightleftharpoons{k_{t}} \text{SiC}_{(s)} + \text{BP}_{2(g)} \] (4.3a)

\[ \text{IP}_{si}^{*} \xrightarrow{k_{si}} \text{Si}_{(s)} + \text{BP}_{3(g)} \] (4.3b)
\[ IP_c^* \xrightarrow{k_c} C_{(s)} + BP_{4(g)} \quad (4.3c) \]

Since the SiC films of the CVD experiments used to derive the kinetic data in this study are stoichiometric, the surface reactions (4.3b, 4.3c) were neglected in the following calculations. In other words, the derived kinetic data are based on the stoichiometric film condition.

According to the Langmuir isothermal expression, the deposition rate of the silicon carbide, based on the above proposed kinetic model, can be expressed as [70],

\[
\text{Deposition Rate of SiC (mol/cm}^2\text{–sec)} = k_d[I\text{P}_{si}^*[IP_c^*] \\
= k_dK_{a1}K_{a2}[I\text{P}_{si}][IP_c]/(1+K_{a1}[I\text{P}_{si}]+K_{a2}[IP_c])^2 \quad (4.4)
\]

4.4.2 Modeling of the Hot–Wall CVD Process

The equation of continuity for gas species \( i \) of the SiC CVD process can be expressed as [26]:

\[ \nabla \cdot (\mathbf{N}_{i}^{du} + \mathbf{N}_{i}^{cv}) = \Sigma R_{ij} \quad (4.5) \]

with:

- \( \mathbf{N}_{i}^{du} \) (mol/cm\(^2\)–sec) = Diffusion flux of gaseous species \( i \)
- \( \mathbf{N}_{i}^{cv} \) (mol/cm\(^2\)–sec) = \( \mathbf{V}_p_i / RT \) = Convection flux of gaseous species \( i \), where
  - \( \mathbf{V} \) is the flow velocity; \( p_i \) is the pressure of the gaseous species \( i \); \( R \) is the gas law constant; \( T \) is the deposition temperature
\[ R_{ij} \text{ (mol/cm}^2\text{-sec) = Reaction flux of gaseous species } i \text{ associated with the chemical reaction } j \]

In this SiC CVD model, values of index \( i \) ranged from 1 to 5, that is, values of the pressure of MTS, \( H_2 \), \( IP_{si} \), \( IP_c \) and \( BP_1 \) were evaluated at each position. Both gas phase reaction and surface reaction were considered in this kinetic model.

The binary diffusion constant of the gas species was assumed to be proportional to \( T^{-1.5} \text{(K)}P(\text{atm})^{-1} \) [26]. Values of the binary diffusion constant used in the modeling calculations with 1273*K deposition temperature and 0.1 atm total pressure are given in Table 4.1 [26, 71].

### Table 4.1 Bulk Diffusion Constants of five Gaseous Components

**Used in the SiC CVD Modeling Calculations**

<table>
<thead>
<tr>
<th></th>
<th>(&lt;\text{Binary Diffusion Constants}&gt;) D_{ab} (cm²/sec) at T=1273*K, P=0.1atm (b = H₂)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTS</td>
<td>48.1 [71] (estimated from that of SiHCl₃(𝑔))</td>
</tr>
<tr>
<td>( H₂ )</td>
<td>210.0 [71]</td>
</tr>
<tr>
<td>( IP_{si} )</td>
<td>55.8 [71] (estimated from that of SiCl₂(𝑔))</td>
</tr>
<tr>
<td>( IP_c )</td>
<td>81.7 [26] (estimated from that of CH₄(𝑔))</td>
</tr>
<tr>
<td>( BP_1 )</td>
<td>84.8 [71] (estimated from that of HCl₁(𝑔))</td>
</tr>
</tbody>
</table>
The Knudsen diffusion constants were estimated from the following equation [27]:

\[ D_{ki} \text{(cm}^2/\text{sec)} = 9700 \, r(\text{cm}) \left[ T(\text{°K})/M_i(\text{g/mol}) \right]^{0.5} \]  

(4.6)

where \( r \) is the radius of the CVD reactor and \( M_i \) is the molecular weight of the gas component \( i \).

The effective diffusion constant is approximated as [25]:

\[ \frac{1}{D_{\text{eff}}} = \frac{1}{D_{\text{binary}}} + \frac{1}{D_{\text{knudsen}}} \]  

(4.7)

Estimations of the flow velocity \( V \), which is equal to \( V_0 \) in this one-dimensional flow problem, was based on the well-known Hagen–Poiseuille equation for laminar flow in straight pipes of circular cross section [72]:

\[ V_0 \text{(cm/sec)} = \frac{r^2}{8\mu} \frac{\Delta \Sigma p_i}{\Delta x} \]  

(4.8)

where \( \frac{\Delta \Sigma p_i}{\Delta x} \) is the total pressure gradient, and \( \mu \) is the viscosity of the gas mixture.

Experimental observations indicate that the Hagen–Poiseuille equation is valid for pipe flows with Reynolds number less than 2000. Values of the calculated Reynolds number are well below the criterion in this work. The flow velocity profile with 1373°K deposition temperature and 1.8 Torr total pressure is shown in Figure 4.3. The flow velocity is decreased at the exit due to the use of the adiabatic
boundary conditions. With the low pressure system used, the mass transfer is primarily attributed to the diffusion mechanism.

Equation (4.5) is nonlinear because of the chemical reaction and convection flow terms. The finite element method [43,73] was used to solve the SiC CVD model numerically. Fortran programming codes "FEM1D", included in the appendix of reference [43], were modified to analyze the CVD FEM model. The following criterion was used to ensure that solutions of each of the gas species have converged:

\[
\sum_{i=1}^{m} \frac{\{(\text{Solution}_i)_k - (\text{Solution}_i)_{k-1}\}^2}{\sum_{i=1}^{m} \{(\text{Solution}_i)_k\}^2} \leq 0.02 \quad (4.9)
\]

where \((\text{Solution}_i)_k\) represents the solution at node \(i\) in the \(k\)-th iteration step of a particular gas species, and \(m\) is equal to total number of nodes.

An under-relaxation coefficient \(\omega\) [74], ranging from 0.1 to 0.5, was chosen to help the CVD FEM model in reaching the convergence.

Forty linear elements were used in all the simulation cases. The calculated deposition rate at node 21, positioned at the reactor center, was used to compare with our own experimental results.

Thermal profiles of the hot-wall CVD reactor, as shown in Figure 4.2, were also considered in the modeling calculations. The gas mixture viscosity has a square root dependence on the deposition temperature [26]. The calculated SiC deposition rate at node 21, at 1.8 Torr total pressure and various deposition temperatures, was
Figure 4.3 The Flow Velocity Profile with Total Gas Pressure = 1.8 Torr;
Deposition Temperature = 1373°K and \( H_2/MTS = 50 \)
found to be almost identical with or without considering this viscosity-temperature dependence. In fact, with the range of temperatures used, changes of the viscosity coefficient due to considering the viscosity-temperature dependence are very small. Therefore, viscosity of the gas mixture was assumed to be constant for all the calculations to improve the computational efficiency of the CVD FEM model.

As far as the boundary conditions are concerned, at the front end of the CVD reactor, concentrations of the MTS and hydrogen species were given according to the dilution ratio, while concentrations of other species were assumed to be zero. At the exit, the adiabatic condition was used for all the gas species.

Details of the hot-wall CVD process modeling can be found in references [48,66].

4.5 Results and Discussion

4.5.1 Deposition Rates of SiC at T=1273°K to 1423°K; P=1.8, 5.0, 8.0 Torr; and H₂/MTS=50

Typical examples of cross-section SEM of SiC thin films deposited on Si(100) substrates are shown in Figure 4.4 with the following experimental conditions: deposition temperature = 1050°C, H₂/MTS = 100, total inlet gas pressure = 1.8, 5.0, 8.0 Torr.

Relatively rough SiC film surface with small defects on the Si substrate was observed for the deposition with a 8.0 Torr gas pressure, as shown in Figure 4.4c. The formation of these defects on the Si substrate are because of the Cl radicals from the MTS precursor. For the depositions with lower gas pressures (i.e., 1.8 Torr
and 5.0 Torr), the Si substrate is found to be free of defects, and the SiC film surface is much more smooth compared to the deposition with a 8.0 Torr gas pressure.

Deposition rates versus deposition temperatures at various pressures are shown in Figure 4.5. The deposition rates were measured on a specimen positioned in the center of reactor, as shown in Figure 4.2. For Figure 4.5, the value of "m" is equal to the slope of the regression line, while "r" represents the fitness of the regression line. Note that the value of "m" represents the effective activation energy for the deposition process using the lumped reaction scheme.

As the total pressure was increased from 1.8 Torr to 5.0 Torr, the effective activation energy of the deposition process was decreased to 44% of the previous value. With further increase of the total pressure to 8.0 Torr, the effective activation energy was reduced significantly, especially when the deposition temperature was higher than 1273°K. Under these conditions, the effective activation energy was almost zero.

For the study of effective order of the reaction, the deposition rates were plotted in Figure 4.6 as a function of the total pressure with deposition temperatures varied from 1273°K to 1423°K in intervals of 50°K.

Below 1423°K, the effective order of the reaction decreased with an increasing gas pressure. At 1423°K, the SiC deposition rate at the reactor center was independent of the gas pressure.

One may quickly interpret these changes, in both the effective activation energy and reaction order of the SiC deposition process, as an indication of changes in the deposition mechanism. However, one should be very careful before drawing such conclusions because precursor depletion due to the deposition on the reactor
Figure 4.4 SEM Micrographs of the SiC Thin Films on Si(100) Substrates

Growth at $T = 1050^\circ$C and $H_2/MTS = 100$
Figure 4.5 SiC Deposition Rates as a Function of Deposition Temperatures
Figure 4.6 SiC Deposition Rates as a Function of the Total Inlet Gas Pressure
walls in zone 1, as shown in Figure 4.2, might significantly change the deposition rates on the specimen at the center of the reactor depending on the experimental conditions.

Typical pressure profiles are shown in Figure 4.7 for MTS$_{(g)}$ and IP$_{Si(g)}$ components with 1373°K deposition temperature and 1.8 and 5.0 Torr total pressure. In general, as the total pressure is increased, concentrations of the intermediates are increased. As a result, the SiC deposition rate at the center of the reactor is increased.

On the other hand, when the residence time of the gas mixtures increases due to the pressure increase, more gas species, including MTS, intermediates, and by–products, are consumed on the reactor walls before they can reach the center of the reactor. This depletion process decreases local concentrations of the intermediate species at the reactor center, which results in a lower deposition rate.

The deposition temperature has a similar effect on the SiC deposition rate at the reactor center, that is, a hot–wall CVD process with higher deposition temperatures produces more intermediate species, which can result in higher deposition rates. However, higher temperatures might also lead to lower deposition rates at the reactor center because the depletion effect is more active as the temperature is increased.

For our hot–wall CVD experiments, the depletion effect is becoming more prominent as both the total pressure and deposition temperature are increased, as shown in Figure 4.5. As a result, the effective activation energy of the deposition process is decreased as the total pressure is increased. This phenomena can also be used to explain changes of effective order of the reaction, as shown in Figure 4.6. At 1423°K, the concentration increase of the intermediates due to the pressure increase
Figure 4.7 Pressure Profiles of $\text{MTS}_{(g)}$ and $\text{IP}_{\text{Si}(g)}$ Components

with $P=1.8, \ 5.0$ Torr, $T=1373^\circ$K, $H_2/\text{MTS} = 50$
is offset by the depletion effect. As a result, effective order of the reaction is deteriorated to zero.

It is obvious that changes in the deposition rate at the center of a hot–wall reactor resulting from changes in the deposition temperature and total pressure cannot be easily determined without the understanding of the concentration profiles of various species as a function of reactor geometry and experimental conditions. In other words, the depletion effect must be taken into consideration in analyzing the deposition rate data for understanding the reaction mechanism.

We have successfully incorporated the depletion effects in a CVD FEM program by coupling the transport processes with the deposition kinetics. With the help of such a program, the deposition rate changes are interpreted and a model for SiC deposition was proposed and the kinetic data were obtained.

4.5.2 Determination of the Kinetic Data

Neuschutz et al. conducted a series of SiC CVD experiments using MTS/H₂ precursors with deposition temperature ranging from 750°C to 850°C, and the total pressure being equal to 1 bar. In Neuschutz’s CVD experiments, the methane gas (CH₄) was added in order to suppress the formation of elemental silicon [59].

Methane (CH₄) is known to be the major gas species that contains the carbon molecules of the decomposed MTS gas mixture [56,69,75] in this low temperature range. Therefore the addition of the CH₄(g) (the concentration of which is about the same as that of the hydrogen) not only increases the concentration of the carbon–carrying species, but also hinders the decomposition of the MTS precursor according to equation (4.1). It was thus assumed that the degree of dissociation, α,
of the MTS molecules is lower than 10% in this low deposition temperature range.

The concentration of the carbon-carrying species, IP_{c(g)}, was assumed to be that of the methane gas. From equation (4.1), the concentration of the silicon-carrying species, IP_{si(g)}, can be expressed as,

\[ [IP_{si}] = \alpha [MTS] = [K_g[H_2]/[CH_4] [MTS] \right] \right]\] (4.10)

Note that the assumption that \( \alpha \) was less than 10% was used in the derivation of equation (4.10).

From equation (4.4), the deposition rate (mol/cm\(^2\)-sec) of the SiC can thus be written as,

\[ k_t K_{a1} K_{a2}[CH_4] [K_g[H_2]/[CH_4] [MTS]/(1 + K_{a1}[K_g[H_2]/[CH_4] [MTS] + K_{a2}[CH_4])^2 \right] \right]\] \] (4.11)

Note that with all these simplifications, the resulting expression of the SiC deposition rate is proportional to the square root of the MTS concentration, as was also indicated by Neuschutz et. al \[59\].

Three groups of parameters, that is, \( k_t K_{a1} K_{a2}[K_g] \), \( K_{a1}[K_g] \), and \( K_{a2} \), can be found in equation (4.11). Values of these parameters were determined by fitting the deposition rate data of Neuschutz et al. with equation (4.11). The density of the SiC film was assumed to be 3.17 g/cm\(^3\) in these calculations.

The temperature dependence of the three groups of parameters is listed in Table 4.2. As shown in Figure 4.8, the agreement between the modeling results and the reported data by Neuschutz et al. is very good.
Values of the rate constant of the surface reaction (4.3a) can be obtained from the division of \((k_t K_{a1} K_{a2} | K_g)\) by \((K_{a1} | K_g)\) and \(K_{a2}\). Arrhenius expressions of kinetic data were found to be,

\[
k_t \text{ (mol/cm}^2\text{-sec)} = 4.6E+05 \exp\left[(-265.1 \text{ kJ/mol})/RT\right] \tag{4.12a}
\]

\[
K_{a1} | K_g = 2.2E+07 \exp\left[(-37.7 \text{ kJ/mol})/RT\right] \tag{4.12b}
\]

\[
K_{a2} \text{ (cm}^3\text{/mol)} = 7.1E+09 \exp\left[(-33.1 \text{ kJ/mol})/RT\right] \tag{4.12c}
\]

The free energy of the equilibrium constant \((K_{a1})\) of the adsorption process (4.2b) is around 30 kJ/mol, which is reasonable for the physisorption process [70].

Table 4.2 Temperature Dependence of the Kinetic Data

\((k_t K_{a1} K_{a2} | K_g, K_{a1} | K_g, K_{a2})\) of SiC Deposited from MTS/H \textsubscript{2} Precursors.

These kinetic data were used to fit the SiC deposition rates reported by Neuschutz et al., as shown in the Figure 4.8.

| Temperature (*K) | \(k_t K_{a1} K_{a2} | K_g\) | \(K_{a1} | K_g\) | \(K_{a2}\) |
|------------------|-----------------|-----------------|-------|
| 1118             | 1.9E+08         | 3.9E+05         | 2.0E+08 |
| 1093             | 7.9E+07         | 3.5E+05         | 1.9E+08 |
| 1043             | 1.4E+07         | 2.9E+05         | 1.6E+08 |
In order to determine the equilibrium constant \( K_g \) of the gas phase decomposition process (4.1), the equilibrium constant \( K_{a1} \) of the adsorption process (4.2a) has to be determined first.

Furthermore, as pointed out by Kalidindi et al. [48], for the chemical vapor deposition process with an extended heating zone, such as the hot-wall CVD process and the CVI process, systems with the same equilibrium constant \( K_g \), which is equal to \( k_1/k_{-1} \), but different values of the forward and backward rate constants may result in dramatically different deposition rate profiles due to the depletion effect of the precursors over the heating zone. Therefore, it is important to decompose the kinetic data \( k_1 \) and \( k_{-1} \) from the equilibrium constant \( K_g \).

The three kinetic parameters, that is, \( K_{a1} \), \( k_1 \) and \( k_{-1} \), were obtained by matching the deposition rates of our own hot-wall CVD experiments with the CVD FEM model. Comparisons between the modeling predictions and the experimental results are shown in Figure 4.9. The agreement between the modeling calculations and experimental results is good except for the case of \( T=1423^\circ K \) and \( P=8.0 \) Torr, at which the modeling calculation predicted a higher depletion effect.

Estimated values of the three kinetic constants with respect to the deposition temperature are listed in Table 4.3. The Arrhenius expressions of the parameters can be written as,

\[
K_{a1} \text{ (cm}^3/\text{mol}) = 0.5E+11 \exp\left[\frac{-21.6 \text{ kJ/mol}}{RT}\right] \tag{4.13a}
\]

\[
K_g \text{ (mol/cm}^3) = 0.2E-6 \exp\left[\frac{-32.0 \text{ kJ/mol}}{RT}\right] \tag{4.13b}
\]

\[
k_1 \text{ (cm}^3/\text{mol-sec}) = 0.2E+26 \exp\left[\frac{-448.2 \text{ kJ/mol}}{RT}\right] \tag{4.13c}
\]

\[
k_{-1} \text{ (cm}^6/\text{mol}^2\text{-sec}) = 1.1E+32 \exp\left[\frac{-416.2 \text{ kJ/mol}}{RT}\right] \tag{4.13d}
\]
Figure 4.8 Comparisons between Modeling Predictions and Reported Data 
from Neuschutz's SiC CVD Experiments
Table 4.3 Temperature Dependence of the Kinetic Data (K_{a1}, k_t, k_{-1}) of SiC Deposited from MTS/H\textsubscript{2} Precursors. These kinetic data together with K_{a2} and K_t obtained in Table 4.2 were used in the CVD FEM model to calculate the SiC deposition rates, as shown in the figures 4.9 and 4.10.

<table>
<thead>
<tr>
<th>T(°K)</th>
<th>1273</th>
<th>1323</th>
<th>1373</th>
<th>1423</th>
</tr>
</thead>
<tbody>
<tr>
<td>K_{a1}(E+09)</td>
<td>6.5</td>
<td>7.0</td>
<td>7.5</td>
<td>8.0</td>
</tr>
<tr>
<td>k_{t}(E+07)</td>
<td>0.9</td>
<td>3.5</td>
<td>15.0</td>
<td>80.0</td>
</tr>
<tr>
<td>k_{-1}(E+15)</td>
<td>0.9</td>
<td>3.3</td>
<td>13.0</td>
<td>61.0</td>
</tr>
</tbody>
</table>

The free energy of the equilibrium constant (K_{a1}) of the adsorption reaction (4.2a) is smaller than that of the reaction (4.2b), and the value of K_{a1} is about two orders of magnitude higher than K_{a2}. This result implies that the surface concentration of the silicon–carrying species is much higher than that of the carbon–carrying species.

The kinetic data obtained were further used to estimate the SiC deposition rates with the H\textsubscript{2}/MTS ratio being equal to 10 and 100. For these deposition experiments, the total pressure was equal to 1.8 Torr, and the deposition temperature were varied from 1273°K to 1423°K. The correlation between the modeling results and experimental data is good, as shown in Figure 4.10.
Figure 4.9 Comparisons between Modeling Predictions and Experimental Results;
with P=1.8, 5.0 and 8.0 Torr; T={1273, 1323, 1373, 1423}°K; H₂/MTS = 50
Figure 4.10 Comparisons between Modeling Predictions and Experimental Results; 
with $P=1.8\text{Torr}; T=\{1273, 1323, 1373, 1423\}^\circ\text{K}; H_2/\text{MTS}=10, 100$
4.6 Summary

A kinetic model, including gas phase decomposition process, adsorption process of the intermediate species and surface reaction of the adsorbed intermediate species, for the SiC deposited from MTS/H₂ precursors was presented in this paper. The proposed model is a definite improvement over the previously used lumped first order reaction model.

A finite element model, which considers the kinetics and transport process of the gas species, was developed to analyze the hot-wall CVD process. Values of the obtained equilibrium constant \( K_{a1} \) of the adsorption process of silicon–carrying species was about two orders of magnitude higher than that of the carbon–carrying species. The equilibrium constant \( K_{g} \) of the gas phase decomposition process was decomposed into individual forward \( (k_1) \) and backward \( (k_{-1}) \) reaction rate constants, respectively, as \( 0.2E+26 \exp[(-448.2 \text{ kJ/mol})/RT] \) and \( 1.1E+32 \exp[(-416.2 \text{ kJ/mol})/RT] \).

Experimental data of hot-wall SiC CVD process with respect to the variance of system pressure and temperature were in good agreement with the modeling predictions. Changes of the effective activation energy and reaction order of the deposition process can be attributed to the consumption of gas species on the hot reactor walls. With the incorporations of both gas phase and surface reactions of the SiC CVD process, this kinetic model is more suitable for analyzing the deposition rate profiles in both the CVI and hot-wall CVD processes than the traditional lumped first order kinetic model.
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Chapter 5
A Finite Element Model for the Study of the Forced-Flow Thermal-Gradient Chemical Vapor Infiltration Process

5.1 Abstract

A mathematical model was developed to study the forced-flow thermal-gradient chemical vapor infiltration (FCVI) process of silicon carbide using methyltrichlorosilane and hydrogen precursors. Based on a previous study by the same authors, both gas phase and surface reactions were considered in this FCVI model to predict appropriate deposition rate profiles under forced-flow conditions. The pressure gradient, resulting from both chemical reactions and imposed hydrogen pressure gradient, was used to calculate the induced forced-flow based on Darcy’s law. With inclusion of the gas phase reaction, deposition rates near the entrance were found to increase during the FCVI process as a result of the increased residence time of the gas species. This resulted in higher residual porosity under certain processing conditions.

Effects of deposition temperature and vapor pressure variations on the density profiles of the composite preform were studied. Because advantages of the ambient-pressure FCVI process (APFCVI) are likely to be limited by the equipment, other options, such as the low pressure FCVI process (LPFCVI), were investigated to obtain desirable deposition rate profiles. These two processes were combined to optimize the FCVI process for large size specimens.
5.2 Introduction

Recently, the chemical vapor infiltration (CVI) process has emerged as a strong candidate for fabrication of ceramic matrix composites (CMCs) because of its ability to create all major families of ceramic matrices, to produce well-defined shapes with little dimensional changes, to process at low temperature, and to reduce the interactions between the fiber and the matrix [3–5]. The development of forced-flow thermal-gradient chemical vapor infiltration (FCVI) processes makes the CVI processes even more competitive because they ensure better uniformity of the deposited matrix and can reduce the processing time significantly [6] under certain conditions.

In this work, a mathematical model was developed to study the FCVI process of silicon carbide (SiC) using methyltrichlorosilane (MTS) and hydrogen (H₂) precursors. The finite element method (FEM) was used to solve the nonlinear equations of continuity governing the FCVI processes.

Most FCVI models [14,16–17] use lumped reaction kinetics to describe the chemical reactions of the FCVI processes. However, based on a previous study by the same authors [66], it was found that improvements in the deposition thickness profiles by using the forced-flow technique are fundamentally different for FCVI processes with different rate-controlling steps. For the surface reaction controlled FCVI process, the deposition rates increase with an increase in forced-flow rate. On the other hand, the deposition rate profiles of the gas phase reaction controlled FCVI process decrease with a forced-flow rate increase. Because the rate controlling step of the FCVI process might be changed with changes in the thermal profiles during the deposition process, it is very important to consider explicitly the
individual reactions in order to study the optimum processing conditions.

The kinetic model developed by the same authors [76], which considered both the gas phase and surface reactions of SiC deposited from MTS precursor, was used in this modeling work.

Relationships between the operational conditions, including thermal profiles and vapor pressures, and the quality of the FCVI process, as determined by the processing time and resultant composite density profiles, were particularly investigated.

This process model will be highly valuable in optimizing the FCVI process to produce high quality components and eliminate the need for expensive trial experiments.

5.3 Mathematical Formulations of the FCVI Process

It was assumed that the fluid flow within the fibrous preform follows Darcy's law. The heat generated by chemical reactions was neglected due to the small reaction rate. Based on these assumptions, the FCVI process can be described by the law of conservation of mass and energy as [14,17,26,66]:

\[ \nabla \cdot (N_1 \bar{d}u + N_1 c_v) = \Sigma R_{ij} \]

\[ \text{Law of conservation of mass} \]

\[ -\nabla \cdot (KVT) + \rho_e C_p (\nabla \cdot VT) = 0 \]

\[ \text{Law of conservation of energy} \]
with:

- $N_{i}^{du} \text{ (mol/cm}^2\text{-sec)} =$ Diffusion flux of gaseous species $i = -\frac{D_{i}^{eff} \nabla p_{i}}{RT}$, both Knudsen diffusion and ordinary diffusion mechanisms were considered
- $N_{i}^{cv} \text{ (mol/cm}^2\text{-sec)} =$ Convection flux of gaseous species $i = \nabla p_{i}$
  \[ = -\frac{B \rho_{i}}{\mu \nabla} \nabla \rho_{i} \]
- $R_{ij} \text{ (mol/cm}^3\text{-sec)} =$ Reaction flux of gaseous species $i$ associated with the chemical reaction $j$
- $p_{i} \text{ (atm)} =$ Vapor pressure of the gaseous species $i$
- $T \text{ (°K)} =$ Deposition temperature
- $\rho_{g} \text{ (mol/cm}^3\text{)}, \mu \text{ (atm-sec)}$ and $C_{p} \text{ (J/mol-°K)} =$ Density, viscosity and thermal capacity of the mixture gas
- $D_{i}^{\text{eff}} \text{ (cm}^2\text{/sec)} =$ Effective diffusion constant of species $i$ in the porous medium
- $K \text{ (Watt/cm-°K)} =$ Effective thermal conductivity of the porous medium
- $B \text{ (cm}^2\text{)} =$ Permeability of the porous medium
- $R =$ Gas law constant = 82.05 cm$^3$atm/mol-°K = 1.987 cal/mol-°K

A schematic diagram of the FCVI process is shown in Figure 5.1. Note that only half of the domain shown in Figure 5.1 has to be considered due to the symmetrical nature of the domain and its associated boundary conditions.

Chemical reactions considered in this study are those of the SiC chemical vapor deposition (CVD) process using MTS and $H_2$ precursors. The kinetic model proposed by Tsai et al. [76], which considered both gas phase and surface reactions, was used in this study.
Figure 5.1 A Schematic Diagram of the Forced-Flow Thermal-Gradient
Chemical Vapor Infiltration Process
In the kinetic model proposed by Tsai et al, the MTS precursor was assumed to be decomposed in the gas phase into two intermediate species, one bearing silicon (IP_{si}) and the other bearing carbon (IP_{c}). This assumption is based on the previous studies of the CVD SiC process using the MTS precursor [56,67,69]:

\[
\text{MTS}_{(g)} + H_{2(g)} \xrightleftharpoons[k_{-1}]{k_1} \text{IP}_{si(g)} + \text{IP}_{c(g)} + \text{BP}_{1(g)}
\]  

(5.3)

Intermediates, IP_{si(g)} and IP_{c(g)}, were adsorbed onto the surface sites,

\[
\text{IP}_{si(g)} + * \xrightarrow{K_a} \text{IP}_{si}^* \quad (5.4a)
\]

\[
\text{IP}_{c(g)} + * \xrightarrow{K_a} \text{IP}_{c}^* \quad (5.4b)
\]

and reacted to form the silicon carbide and other gaseous by-product BP_{2(g)}:

\[
\text{IP}_{si}^* + \text{IP}_{c}^* \xrightarrow{k_t} \text{SiC}_{(s)} + \text{BP}_{2(g)}
\]  

(5.5)

The deposition rate of SiC can be expressed as:

\[
k_t[\text{IP}_{si}^*][\text{IP}_{c}^*] \text{ (mol/cm}^2\text{–sec)} = k_tK_{a1}K_{a2}[\text{IP}_{si}][\text{IP}_{c}]/(1+K_{a1}[\text{IP}_{si}]+K_{a2}[\text{IP}_{c}])^2
\]

Kinetic data of this model are listed as follows [76]:

\[
K_{a1} \text{ (cm}^3\text{/mol)} = 0.5E+11 \exp(-21.6 \text{ kJ/mol)/RT})
\]

\[
K_{a2} \text{ (cm}^3\text{/mol)} = 7.1E+09 \exp(-33.1 \text{ kJ/mol)/RT})
\]

\[
k_t \text{ (mol/cm}^2\text{–sec)} = 4.6E+05 \exp(-265.1 \text{ kJ/mol)/RT})
\]
\[ k_1 (cm^3/mol\cdot sec) = 0.2E+26 \exp(-448.2 \, kJ/mol)/RT \]
\[ k_{-1} (cm^6/mol^2\cdot sec) = 1.1E+32 \exp(-416.2 \, kJ/mol)/RT \]

In addition to reaction kinetics, knowledge of both the structural properties (for example: the accessible porosity, permeability and reaction area per unit volume) and transport coefficients (for example: the Knudsen and ordinary diffusion coefficients) are necessary to model the FCVI process.

In this study, fibers of the preform were assumed to be randomly overlapped. Three different arrangements of fibers inside a unit cell were assumed: one-directional (uni-directional fiber bundle), two-directional (woven type preform), and no preferred orientation, as shown in Figure 5.1.

Estimations of structural properties of fibrous medium and effective diffusion coefficients were mainly based on references [20–22]; each used the Monte Carlo simulation technique to study the gaseous diffusivities in structures of overlapping fibers. Accessible porosity for fibrous preform with different packing geometries, that is, 1-D, 2-D or 3-D microstructure, were fitted to polynominal expressions to be used in the FCVI model. Other references [77–82] were used to estimate additional modeling parameters, such as permeability, effective thermal conductivity and density of the gas mixture. The information used in estimating the structural and transport properties were included in Appendix A.

The fiber length per unit volume (L) is not uniform within the fibrous medium. For example, for the 2-D woven type fibrous preform, a high L value represents the porosity inside the fiber bundles, while a low L value represents the porosity between the fiber bundles. In order to account for this non-uniform effect, a density function, \( f(L) \), was used to describe the distribution of parameter L inside the unit
cell. Accordingly, the porosity at any point can be computed as:

\[ \phi = \int_{L_1}^{L_2} \exp(-\pi LR_f^2)f(L)\,dL \]

with \( \int f(L)\,dL = 1 \), and \( R_f = \text{Fiber radius} \)

The boundary conditions of the temperature and pressure also have to be specified in order to calculate the deposition thickness profiles of the FCVI process. Temperatures were fixed at the entrance and exit sides, that is, boundary 1 and 3, of the fibrous preform. At the entrance, vapor pressures of the MTS species were given according to the dilution ratio, and vapor pressures of the intermediates and by-products were assumed to be zero. Vapor pressures of the \( \text{H}_2 \) species were assigned at both the entrance and exit sides to simulate the forced-flow process. At the exit, the adiabatic pressure conditions were used for all other gaseous species except \( \text{H}_2 \) species.

Symmetric conditions were used for both thermal and pressure calculations along the boundary 4, while the adiabatic thermal and impermeable pressure [14] conditions were used along the boundary 2. Both rectangular and cylindrical coordinates were considered in the FCVI modeling.

5.4 The Finite Element Modeling

A Fortran programming code based on the finite element method (FEM) [43] was developed to implement the FCVI process. There were six degrees of freedom at each node, that is, one degree of freedom for the deposition temperature and five
for the vapor pressures of each species. Three chemical reactions were considered in this FCVI modeling, that is, the forward and backward gas phase reactions and the surface reaction.

10×10 linear rectangular elements were used to discretize the two-dimensional (2-D) domain. Quasi-steady-state solutions of the temperatures and vapor pressures were obtained sequentially at each time step.

A finite element numerical scheme [83], which is included in Appendix B, was used to solve the conduction-convection equation. This technique can provide oscillation-free finite element solutions without introducing the extra upwinding parameter [84–86].

Because of the assumed chemical reaction scheme and the induced forced-flow, the vapor-pressure-solving module of the FCVI model is nonlinear. Direct iteration scheme was employed to solve the nonlinear problem. The following equation was used to ensure the convergence of the vapor pressures:

\[
\sum_{i=1}^{m} \frac{\{(\text{solution}_i)_k - (\text{solution}_i)_{k-1}\}^2}{\sum_{i=1}^{m} (\text{solution}_i)_k^2} \leq 0.05 \quad (5.6)
\]

where \((\text{solution}_i)_k\) represents the solution at node \(i\) in the \(k^{th}\) iteration step for a particular gaseous component, and \(m\) is equal to the total number of nodes.
5.5 Numerical Results and Discussion

SiC fibrous disks with the 3-D type fiber arrangement inside the unit cell were chosen to study the FCVI process. The disk radius is 1.26 cm and the disk thickness \( t \) ranges from 0.6 cm to 2.4 cm. The fiber radius was assumed to be 10 \( \mu \)m. Densities of the SiC matrix and Nicalon SiC fiber were assumed to be 3.17 g/cm\(^3\) and 2.55 g/cm\(^3\), respectively, in the calculation of the theoretical density of the fibrous preform.

Because of the boundary conditions used, transverse profiles of the deposition rate, temperature, and density are much more uniform compared to the corresponding axial profiles. Therefore, only the axial profiles along the disk center are shown.

For convenience, two dimensionless parameters, \( \omega_1 \) and \( \omega_2 \), are defined:

- \( \omega_1 = \text{Density parameter} = \frac{\text{Density (at } x/r=0, \ z/t=1.0)}{\text{Density (at } x/r=0, \ z/t=0.1)} \)

- \( \omega_2 = \text{Deposition rate parameter} = \frac{\text{Deposition Rate (at } x/r=0, \ z/t=1.0)}{\text{Deposition Rate (at } x/r=0, \ z/t=0.1)} \)

For the FCVI process, it is preferable to have a deposition rate profile with a deposition rate parameter \( \omega_2 \) being greater than one to prevent the premature pore blockage problem. For a uniformly densified composite preform, the density parameter \( \omega_1 \) is equal to 1.0.
5.5.1 Influence of the Forced-Flow on the Thermal Profiles

The thermal profile is crucial in determining the deposition rate profiles of the FCVI process. Determinations of the thermal profiles are based on the balance of the conduction and convection heat fluxes. Initially, the gas flow might have a significant effect on the thermal profiles. However, because the permeability decreases during the deposition process, eventually the thermal profile is determined by heat conduction only.

For the thermal profiles shown in Figure 5.2, the furnace temperature \((T_{fu})\) and temperature difference \((\Delta T)\) were assumed to be 1223°K and 50°K, respectively. The back pressure of hydrogen was taken to be 1 atm. Thermal profiles with the inlet \(H_2\) pressure ranging from 1.2 atm to 2.0 atm were illustrated.

For the fibrous preform with an initial porosity \(\phi\) of 0.49, the thermal profile is almost linear, which indicates that the heat transfer is dominated by the heat conduction mechanism. On the other hand, for the fibrous preform with an initial porosity \(\phi\) of 0.70, the forced-flow might have significant effects on the thermal profiles depending on the inlet \(H_2\) pressure.

For example, as the inlet \(H_2\) pressure was increased from 1.2 atm to 2.0 atm, the deposition temperature at axial position of 0.8 changed from 1213.0°K to 1201.7°K, a change of about 23% of the imposed temperature difference \(\Delta T\).

With an increase in the medium porosity and imposed \(H_2\) pressure gradient, thermal profiles tend toward the ideal thermal profile, as shown in Figure 5.2.
Figure 5.2 Influences of the Forced-Flow Effect on the Thermal Profiles
5.5.2 Ambient-Pressure Forced-Flow Thermal-Gradient Chemical Vapor Infiltration Process

Figures 5.3a and 5.4 show the time evolution of deposition rates and density profiles of the fibrous disk. The furnace temperature and temperature difference are equal to 1273°K and 50°K, respectively. Entrance vapor pressures of H₂ and MTS are 1.2 atm and 0.12 atm, with a 0.2 atm H₂ pressure difference between ends.

The initial porosity of the composite preform is 0.7, which is 25.6% of the theoretical density of the composite preform. The distribution of the parameter L was assumed to be bimodal, that is, values of the density function f(L) were equal to 10000 µm⁻¹ and 2000 µm⁻¹ with the parameter L being equal to [1.0e⁻⁴, 1.5e⁻⁴] µm and [25.0e⁻⁴, 27.5e⁻⁴] µm per unit volume, respectively.

As shown in Figure 5.3a, the deposition rate profile was ascending initially. The corresponding deposition rate parameter ω₂ is 1.17. Because the porosity of the fibrous preform decreases during the deposition, more and more gas species are consumed before they can reach deep inside the preform. The deposition rate profile after 150 minutes of deposition is also shown in Figure 5.3a. As can be seen from Figure 5.3a, the deposition rate profile changed from an ascending curve to a descending curve.

It is interesting to note that, because of the inclusion of the gas phase reaction in the kinetic modeling, deposition rates near the entrance were increased during the deposition process. This phenomenon can be attributed to the higher concentrations of the intermediates near the entrance resulting from longer gas residence time due to the reduced diffusion and convection fluxes. This effect may result in more serious premature pore blockage problem. On the other hand, for those FCVI
models with no consideration of gas phase reactions, deposition rates near the entrance were decreased during the densification process.

In fact, the gaseous residence time effect is of no importance for the FCVI model using the single reaction scheme. With the same entering concentration of reactant species, a more uniform deposition thickness profile with higher deposition rates can always be obtained by increasing the diffusive and/or convection fluxes of the gas species. In other words, the optimum processing condition is the condition with the highest mass transport fluxes possible. This appears to be unreasonable because if the mass transport fluxes are too high, the reactant species might not have enough time to be decomposed into intermediates and reacted on the surfaces to form the solid matrices. On the other hand, for the FCVI model using the multi-reaction scheme, the gaseous residence time effect is crucial in predicting the optimum processing conditions. The diffusive and/or convection fluxes should be chosen such that abundant intermediate species can be produced from the reactant species before they exit the samples.

The time evolution of corresponding density profiles is shown in Figure 5.4. Medium points with porosity smaller than 0.037 [20–22] were assumed to be blocked. After 195 minutes of deposition, the total density changed from 25.6% to 80.6% of the theoretical density. The density parameter $\omega_1$ was changed from 1.0 to about 0.84.

To improve the uniformity of the density profile and possibly shorten the processing time, the $H_2$ pressure at the entrance was increased to 1.8 atm with other conditions being the same as before. Deposition rate profiles at the beginning and after 60 minutes are shown in Figure 5.3b. Initially, there was an increase of about 50% in the deposition rates due to the forced-flow increase. After 60 minutes of
deposition, the composite density was increased from 25.6% to 64.4% of the theoretical density, as shown in Figure 5.4. At that time, the exit deposition rate decreased from 0.49 \( \mu \text{m/min} \) to 0.35 \( \mu \text{m/min} \).

As can be seen in Figure 5.4, with increase in the induced forced-flow by increasing the entrance \( \text{H}_2 \) pressure, the uniformity of the composite is greatly enhanced even with shorter processing time.

5.5.3 The Thickness Effect on the Densification

The effect of preform thickness on the densification was also investigated by increasing the disk thickness from 0.6 cm to 1.2 cm and 2.4 cm, respectively. Time histories of the resultant density, with the entrance \( \text{H}_2 \) pressure being equal to 1.2 atm and 1.8 atm, are shown in Figure 5.5.

For the disk with a thickness of 1.2 cm, the final density parameter \( \omega_1 \) can be improved from 0.47 to 0.57 with a shorter processing time by increasing the inlet \( \text{H}_2 \) pressure from 1.2 atm to 1.8 atm. However, this improvement decreases sharply when the disk thickness is increased to 2.4 cm, as shown in Figure 5.5. For the disk with a thickness of 2.4 cm, the improvement resulting from the increase of inlet \( \text{H}_2 \) pressure to 1.8 atm is very limited.

Before using steeper pressure gradients to improve the uniformity of the density profile of large size specimens, it is important to understand changes of the induced gas flow resulting from the imposed pressure gradient. In Figures 5.6a and 5.6b, the gas flow was computed as the product of the gaseous pressure gradient and the medium permeability and then normalized with respect to the maximum gas flow. Calculations are based on Darcy’s law, as described previously.
Figure 5.3 Deposition Rate Profiles of a Circular Disk

with Radius and Thickness being Equal to 1.26cm and 0.6cm.

Experimental Conditions are: \( T_{fu} = 1273^\circ K \), \( \Delta T = 50^\circ K \), \( H_2(\text{outlet}) = 1 \text{ atm} \)

(a) \( H_2(\text{Inlet}) = 1.2 \text{ atm} \)
(b) $H_2(\text{Inlet}) = 1.8$ atm

Figure 5.3 Deposition Rate Profiles of a Circular Disk with Radius and Thickness being Equal to 1.26 cm and 0.6 cm.

Experimental Conditions are: $T_{fu}=1273^\circ K$, $\Delta T=50^\circ K$, $H_2(\text{outlet})=1$ atm
Figure 5.4 Improvements of the Resultant Density Profiles with the Use of the Forced-Flow Technique.

Radius and Thickness of the Disk are Equal to 1.26 cm and 0.6 cm
Figure 5.5 Changes of the Resultant Density

Resulting from an Increase in the Disk Thickness
Figure 5.6  Calculated Gas flow Profiles for Various $\Delta P$ Values:

$\Delta P$s are 0.2, 0.5 and 0.8 atm
Figure 5.6 Calculated Gas flow Profiles for Various ΔP Values:

ΔPs are 0.2, 0.5 and 0.8 atm
As shown in Figure 5.6a, values of gas flow are almost doubled as the inlet H₂ pressure is increased from 1.2 atm to 1.5 atm with a 1273°K furnace temperature and 50°K temperature difference. As the inlet H₂ pressure is further increased to 1.8 atm, values of gas flow away from the entrance are increased significantly while values of gas flow near the entrance are almost invariant. This non-uniform effect of the gas flow can be attributed to the accumulation of gases near the entrance. As a result, improvements in the deposition rate profiles by increasing the inlet H₂ pressure could be reduced.

Gas flow profiles with same imposed H₂ pressure gradient but higher deposition temperatures are shown in Figure 5.6b. It can be seen that gas flow profiles are not sensitive to thermal profiles. In other words, gas flow profiles are dominated by the imposed H₂ pressure gradient, although changes resulting from chemical reactions also contribute to the induced forced-flow.

Also shown in Figures 5.6a and 5.6b are gas flow profiles with an initial porosity of 0.49 and an entrance H₂ pressure of 1.8 atm. As can be seen, with the same imposed pressure gradient, the induced gas flow is reduced significantly as the porosity of the composite is decreased. In order to maintain the same amount of gas flow to overcome the possible mass transfer limitations, the entrance H₂ pressure has to be increased during the process to compensate the decrease in the porosity.

However, with the entrance accumulation phenomenon mentioned above and possible limitations on the allowed inlet H₂ pressure to compensate for the gas flow loss due to permeability decreases, it might be necessary to reduce the deposition rates during the deposition process to prevent early pore blockage problems.

One obvious way to achieve this goal is to decrease the deposition temperature. Another alternative is to use the low pressure FCVI (LPFCVI) process. With a
possible large amount of H₂ gases accumulated near the entrance by using the APFCVI process, the deposition rate profiles near the entrance region could be improved through the use of LPFCVI processes. This can result in significantly improved deposition rate profiles, especially for the mass transfer limited FCVI processes, as shown in Figure 5.7 (with small specimen size and high deposition temperature) and Figure 5.8 (with large specimen size and low deposition temperature).

Figure 5.7 and Figure 5.8 show the deposition rate profiles with a disk thickness of 0.6 cm and 1.2 cm, respectively. In both cases, the FCVI processes are limited by the mass transfer with the entrance H₂ and MTS pressures being equal to 1.2 atm and 0.12 atm. Although the deposition rate profiles can be improved by increasing the H₂ entrance pressure to 1.8 atm, these deposition rate profiles with low deposition rate parameters ω₂ are still not desirable for the densification process.

The MTS entrance pressure was changed from 0.12 atm to 0.024 atm to reduce the high deposition rates near the entrance. Two cases were studied of the FCVI processes with low inlet MTS pressure: one with a high H₂ entrance pressure (1.2 atm) and larger H₂ pressure difference (0.2 atm); and the other with a low H₂ entrance pressure (0.24 atm) and smaller H₂ pressure difference (0.04 atm). It can be seen in both Figure 5.7 and Figure 5.8 that the deposition rate profiles were much improved through the use of the LPFCVI process under these conditions.

The LPFCVI processes suffer from their low deposition rate, that is, resultant density profiles can be improved but at the expense of longer processing times. However, this major disadvantage can be overcome by using a higher deposition temperature or combining the APFCVI process with the LPFCVI process in the deposition process, as is discussed in the following section.
Figure 5.7 Comparisons of Deposition Rate Profiles between APFCVI and LPFCVI Processes — $T_{fu}=1373\,^\circ\text{K}$, $\Delta T=100\,^\circ\text{K}$, $t=0.6\,\text{cm}$
Figure 5.8 Comparisons of Deposition Rate Profiles
between APFCVI and LPFCVI Processes — $T_{fu}=1273^\circ K$, $\Delta T=50^\circ K$, $t=1.2\text{cm}$
5.5.4 Optimization of the FCVI Process with Combinations of both APFCVI and LPFCVI Processes

As discussed previously, the APFCVI processes can significantly improve the deposition rate profiles with an appropriate choice of thermal profiles. However, the improved deposition rate profiles deteriorate rapidly as the medium permeability decreases because of the deposition of the matrix.

In order to prevent early pore blockage, especially for large size specimens, experimental conditions have to be changed during the FCVI process to adjust to these structural changes. For the LPFCVI process, the entrance accumulation effect can be avoided because of the low $H_2$ inlet pressure. Loss of the convection mass flux resulting from the pressure difference decrease could be compensated with an increase in the diffusion mass flux. As a result, the LPFCVI process can be used in the later stage of the FCVI processes to improve the overall deposition rate profiles.

With the combined use of APFCVI and LPFCVI processes, the balance between the processing time and product density profiles could be achieved, especially for the processing of large size specimens.

Various processing conditions, as listed in Table 5.1, were used to densify the disk with a thickness of 1.2 cm. Density profiles after the entrance was blocked and the time evolution of the total density are shown in Figure 5.9a and 5.9b.

With the use of only the APFCVI process, the density parameter $\omega_1$ was improved from 0.47 to 0.58 by adjusting the entrance $H_2$ pressure from 1.2 atm to 1.8 atm. The processing time was also shortened from 4.25 hours to 2.5 hours.

If the APFCVI process was followed by the LPFCVI process after 60 minutes
of processing, the resultant density profile, especially for those portions away from
the entrance, improved significantly compared to that of the APFCVI process. The
total processing time of this combined process is 9 hours.

On the other hand, although the final density profile is much more uniform, the
total processing time of the LPFCVI process alone is as long as 14 hours.

As the disk thickness was increased to 2.4 cm, a lower thermal profile had to be
used with the forced-flow technique to provide a desirable deposition rate profile.
As shown in Figure 5.10a, the APFCVI process with a 1223°K furnace temperature,
50°K temperature difference, 1.8 atm entrance H₂ pressure, and 0.8 atm H₂ pressure
difference, was used to densify the disk. The initial deposition rate parameter ω₂ of
this chosen APFCVI process was 0.63.

The FCVI processes used to densify the disk with a 2.4 cm thickness are listed
in Table 5.2. Profiles of the composite density after the entrance was blocked and
the time evolution of the total density are shown in Figures 5.10b and 5.10c. As
shown in Figure 5.10c and Table 5.2, although a high composite density could be
obtained by using the LPFCVI process alone, this process suffers from long
processing time.

On the other hand, although the processing time is much shorter than other
processes, the density profile that can be achieved by using the APFCVI process
alone is not satisfactory, as shown in Figures 5.10b and 5.10c.

With the combined use of APFCVI and LPFCVI processes, a balance between
processing time and final density profile can be achieved. For example, if the
APFCVI process is followed by the LPFCVI process after 5.5 hours of deposition,
the final density parameter ω₁ can be improved from 0.63 of the APFCVI process
alone to 0.76, with a reasonably high composite density of 0.77. The corresponding
processing time is 41.5 hours, which is about 58% of the processing time of the LPFCVI process.

5.6 Summary

A mathematical model utilizing the finite element method was proposed to study the FCVI process of silicon carbide using methyltrichlorosilane and hydrogen precursors. Density profiles of circular disks with radii of 1.26 cm and thicknesses of 0.6 cm, 1.2 cm and 2.4 cm were analyzed for various experimental conditions.

Deposition rates near the entrance were found to increase during the FCVI process as a result of the increased residence time of the vapor species. This phenomenon, which could not be predicted without the consideration of gas phase reactions, could result in unacceptable density profiles.

A conceptual multi-step FCVI process was proposed to obtain acceptable final density profiles within reasonable processing times. This multi-step FCVI process involved deposition under ambient-pressure to improve the density profiles and shorten the processing times. This was followed by the LPFCVI process to overcome the mass transfer limitations caused by the entrance accumulation effect and possible limitations on the equipment of the APFCVI process.

The balance between the processing time and final density profile could be achieved with the use of this multi-step FCVI process. Advantages of this multi-step FCVI process were demonstrated by studying the densification process in large size specimens.
Table 5.1 Parameters of the FCVI processes Used in Figures 5.9a and 5.9b

<table>
<thead>
<tr>
<th>PROCESS</th>
<th>$\omega_1$</th>
<th>TIME (HR)</th>
<th>DESCRIPTION</th>
</tr>
</thead>
</table>
| APFCVI (1)    | 0.47       | 4.25      | P=1.2, MTS=0.12, $\Delta P=0.2$  
T=1273, $\Delta T=50$ |
| APFCVI (2)    | 0.58       | 2.50      | P=1.8, MTS=0.18, $\Delta P=0.8$  
T=1273, $\Delta T=50$ |
| APFCVI +LPFCVI (1) | 0.67       | 9.00  | $\{P=1.8, MTS=0.18, \Delta P=0.8, T=1273,$  
$\Delta T=50 \ (60 \ min.)\}$ and $\{P=0.36,$  
MTS=0.072, $\Delta P=0.06, T=1323,$  
$\Delta T=100 \ (480 \ min.))\}$ |
| APFCVI +LPFCVI (2) | 0.75       | 11.50     | $\{P=1.8, MTS=0.18, \Delta P=0.8, T=1273,$  
$\Delta T=50 \ (30 \ min.)\}$ and $\{P=0.36,$  
MTS=0.072, $\Delta P=0.06, T=1323,$  
$\Delta T=100 \ (660 \ min.))\}$ |
| LPFCVI (1)    | 0.82       | 14.00     | P=0.36, MTS=0.072, $\Delta P=0.06$  
T=1323, $\Delta T=100$ |

with: $P$, MTS and $\Delta P$ in (atm); $T$ and $\Delta T$ in ($^\circ$K)
Figure 5.9a  Final Density Profiles of the Disk with Radius and Thickness

being Equal to 1.26cm and 1.2cm.

The Processing Conditions are Listed in Table 5.1
Figure 5.9b The Time Evolution of the Total Density of the Disk with Radius and Thickness being Equal to 1.26cm and 1.2cm.

The Processing Conditions are Listed in Table 5.1
Table 5.2 Parameters of the FCVI processes Used in Figures (5.10a–5.10c)

<table>
<thead>
<tr>
<th>PROCESS</th>
<th>$\omega_1$</th>
<th>TIME (HR)</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>APFCVI (1)</td>
<td>0.63</td>
<td>12.00</td>
<td>$P=1.8$, $MTS=0.18$, $\Delta P=0.8$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$T=1223$, $\Delta T=50$</td>
</tr>
<tr>
<td>APFCVI +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPFCVI (1)</td>
<td>0.70</td>
<td>34.00</td>
<td>${P=1.8$, $MTS=0.18$, $\Delta P=0.8$, $T=1223,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Delta T=50$ (420 min.) $}$ and ${P=0.36,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$MTS=0.072$, $\Delta P=0.06$, $T=1273,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Delta T=100$ (1620 min.) $}$</td>
</tr>
<tr>
<td>APFCVI +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPFCVI (2)</td>
<td>0.76</td>
<td>41.50</td>
<td>${P=1.8$, $MTS=0.18$, $\Delta P=0.8$, $T=1223,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Delta T=50$ (330 min.) $}$ and ${P=0.36,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$MTS=0.072$, $\Delta P=0.06$, $T=1273,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Delta T=100$ (2160 min.) $}$</td>
</tr>
<tr>
<td>APFCVI +</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPFCVI (3)</td>
<td>0.81</td>
<td>50.50</td>
<td>${P=1.8$, $MTS=0.18$, $\Delta P=0.8$, $T=1223,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Delta T=50$ (240 min.) $}$ and ${P=0.36,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$MTS=0.072$, $\Delta P=0.06$, $T=1273,$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Delta T=100$ (2790 min.) $}$</td>
</tr>
<tr>
<td>LPFCVI (1)</td>
<td>0.88</td>
<td>72.00</td>
<td>$P=0.36$, $MTS=0.072$, $\Delta P=0.06$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$T=1273$, $\Delta T=100$</td>
</tr>
</tbody>
</table>

-134-
Figure 5.11a Deposition Rate Profiles for the Disk
with Radius and Thickness being Equal to 1.26cm and 2.4cm
Figure 5.10b  Final Density Profiles of the Disk with Radius and Thickness being Equal to 1.26cm and 2.4cm.

The Processing Conditions are Listed in Table 5.2
Figure 5.10c  The Time Evolution of the Total Density of the Disk with
Radius and Thickness being Equal to 1.26cm and 2.4cm.

The Processing Conditions are Listed in Table 5.2
Chapter 6
Summary and Conclusions

A systematic study on the FCVI process leads to the following summary and conclusions:

(1). The step coverage test has the advantage of studying the film or matrix conformality experimentally during the deposition process because of its simple geometry and similar dimensional sizes compared to voids within the fibrous preform.

Agreements between the experimental step coverage data and the calculations based on the 2-D continuum-like step coverage model were found to be good for SiO₂ films deposited from SiH₄/H₂ precursors. This continuum-like modeling approach can be applied to study the film conformality for other CVD systems.

Evolutions of the CVD film conformality during the deposition process were also studied. The BEM technique was used to implement the 2-D continuum-like step coverage model, which incorporates the effect of the moving deposition fronts. The CVD film conformality was found to deteriorate at the later stage of the step coverage process resulting from closing of the trench opening.

This transient analysis of the step coverage process suggests that for the FCVI process the experimental conditions would have to change during the deposition process to prevent early stage pore blockage problem.
(2) The feasibility of using the forced-flow technique to improve the deposition rate profiles of the FCVI process was investigated based on the simple flux model which incorporates both the gas phase and surface reactions.

The local pressure gradient, resulting from both gaseous pressure changes due to chemical reactions and imposed inert gas pressure gradient, was used to calculate the local forced-flow based on Darcy's law.

In addition to being dependent on the permeability of the porous medium, the effectiveness of the forced-flow technique was found to be strongly dependent on the controlling step of the FCVI process.

In other words, for the surface reaction controlled FCVI processes, the use of forced-flow can improve the deposition rate profiles, and result in lower residual porosity. On the other hand, for the gas-phase reaction controlled FCVI processes, the deposition rate profiles deteriorate with an increase in the forced-flow rate.

The controlling step of the FCVI processes may shift resulting from changes of the deposition temperature profiles. Changes in the deposition temperature profiles can be caused by the imposed thermal gradient between the entrance and exit sides, and changes of the permeability and thermal conductivity of the composite medium due to the matrix depositions.

Therefore, it is very important to consider explicitly the individual reactions, that is, the gas-phase and surface reactions, in order to predict the optimal conditions of the FCVI process, such as thermal profiles and the forced-flow magnitude, through the modeling calculations.
(3). Kinetic data of silicon carbide deposition from MTS/H₂ precursors were obtained by analyzing our own deposition rate data as well as reported results. The SiC deposition process was modeled using the following reactions — (1) : gas phase decomposition of MTS molecules into two major intermediates one containing silicon and the other containing carbon; (2) : adsorption of the intermediates onto the surface sites of the growing film; (3) : reaction of the adsorbed intermediates to form silicon carbide.

A FEM model, which incorporates the kinetics and transport process of the gaseous species, was developed to analyze the hot-wall SiC CVD process. The equilibrium constant for the gas phase decomposition process was divided into the forward and backward reaction constants as 2.0E+25 exp[(-448.2 kJ/mol)/RT] and 1.1E+32 exp[(-416.2 kJ/mol)/RT], respectively. Equilibrium constants for the surface adsorption reactions of silicon-carrying and carbon-carrying intermediates are 0.5E+11 exp[(-21.6 kJ/mol)/RT] and 7.1E+09 exp[(-33.1 kJ/mol)/RT], while the rate constant for the surface reaction of the intermediates is 4.6E+05 exp[(-265.1 kJ/mol)/RT].

Experimental data on the hot-wall SiC CVD process with respect to the variance of system pressure and temperature were in good agreement with the modeling predictions. Changes in the effective activation energy and reaction order of the deposition process can be attributed to the consumption of gas species on the hot reactor walls. With the incorporation of both gas-phase and surface reactions of the SiC CVD process, this kinetic model is more suitable for analyzing the deposition rate profiles in the FCVI processes than the conventional lumped first order kinetic model.
(4). Density profiles of a circular SiC disk with radius of 1.26 cm and thicknesses of 0.6 cm, 1.2 cm and 2.4 cm were analyzed using the FEM FCVI model under various experimental conditions.

Although the final density profile of the SiC disk with a thickness of 0.6 cm can be improved tremendously with an increase in the H$_2$ inlet pressure from 1.2 atm to 1.8 atm, this improvement is diminished as the disk thickness is increased to 1.2 cm and 2.4 cm. Further increases in the inlet H$_2$ pressure to improve the density profile of large size specimens are not suggested because of the limitations associated with the equipments and the accumulation of gaseous species near the entrance side. This accumulation phenomenon may prove to be detrimental to the deposition rate profiles depending on the balance between the gaseous species transferred by the diffusion and convection mechanisms.

A conceptual multi-step FCVI process was proposed to obtain good final density profiles within reasonable processing times. The balance between the processing time and final density profile could be achieved through the use of this multi-step FCVI process. Advantages of this multi-step FCVI process were demonstrated by studying the densification process in large size specimens.
Appendix A
Estimations of the Structural and Transport Properties

A.1 Accessible Porosity

Based on the percolation theory [18–22], it was found that for media with high porosity, the accessible porosity ($\phi_a$) is nearly identical to the overall porosity ($\phi$). However, as the overall porosity decreases due to the deposition process, the accessible porosity starts to deviate from the overall porosity due to the occurrence of trapped pores. These deviations are dependent on the geometry of the porous medium.

Reported data [20–22] on accessible porosity for fibrous preform with different packing geometry, that is, 1–D, 2–D or 3–D microstructure, were fitted to polynomial expressions to be used in the FEM FCVI program:

For $\phi < \phi_p$

$\phi_a = $ Accessible Porosity $= 0$  \hspace{1cm} (A.1.1)

For $\phi_p < \phi < \phi_1$

$\phi_a (1-D,1) = -18.995 + 102.03\phi - 134.33\phi^2$ \hspace{1cm} (A.1.2.a)

$\phi_a (2-D) = -1.182 + 16.138\phi - 48.481\phi^2$ \hspace{1cm} (A.1.2.b)

$\phi_a (3-D) = -0.1626 + 5.724\phi - 34.059\phi^2$ \hspace{1cm} (A.1.2.c)
For $\phi > \phi_1$

\[
\phi_a = \phi
\]  

(A.1.3)

Values of the parameter $\phi_1$ of different fibrous structures are: $0.39$ (1-D, $\parallel$), $0.1675$ (2-D), and $0.075$ (3-D). Values of the corresponding percolation porosity $\phi_p$ are given in Table A.1.

Table A.1 Parameters Used to Estimate the Bulk and Knudsen Diffusion

<table>
<thead>
<tr>
<th>Fibrous Structures &amp; Diffusional Flow</th>
<th>Knudsen</th>
<th>Bulk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction</td>
<td>$\phi_p$</td>
<td>$\eta_{\text{min}}$</td>
</tr>
<tr>
<td>1-D Parallel ($\parallel$)</td>
<td>0</td>
<td>0.549</td>
</tr>
<tr>
<td>1-D Perpendicular ($\perp$)</td>
<td>0.33</td>
<td>1.747</td>
</tr>
<tr>
<td>2-D Parallel ($\parallel$)</td>
<td>0.11</td>
<td>1.149</td>
</tr>
<tr>
<td>2-D Perpendicular ($\perp$)</td>
<td>0.11</td>
<td>1.780</td>
</tr>
<tr>
<td>3-D All Directions</td>
<td>0.037</td>
<td>13/9</td>
</tr>
</tbody>
</table>

A.2 Permeability

Gebart [77] derived the permeability of the uni-directional fiber bundle with both quadratic and hexagonal packing geometries. The permeability expression for
flow transverse to the fibers was found to be different from the famous Kozeny–Carman form [77]. On the other hand, the permeability expression for flow along the fibers is the same as the Kozeny–Carman form:

\[
B_\perp = \frac{8R_f^2}{c_1} \frac{\phi_a^3}{(1-\phi_a)^2} \\
B_\parallel = c_2R_f^2(\sqrt[4]{\frac{V_{f_{\text{max}}}}{(1-\phi_a)} - 1})^{2.5}
\]

(A.2.1a)

(A.2.1b)

where \(R_f\) is the fiber radius (\(\mu\)m), and additional parameters are given in Table A.2.

<table>
<thead>
<tr>
<th>Fiber Arrangement</th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(V_{f_{\text{max}}} (V = 1-\phi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadratic</td>
<td>57 (\frac{16}{9\pi^2})</td>
<td>(\frac{\pi}{4})</td>
<td></td>
</tr>
<tr>
<td>Hexagonal</td>
<td>53 (\frac{16}{9\pi^2})</td>
<td>(\frac{\pi}{24})</td>
<td></td>
</tr>
</tbody>
</table>

The permeability along the fibers is about one order of magnitude larger than the permeability perpendicular to the fibers.

For fibrous preforms with 2-D or 3-D microstructure, the following empirical expression was used [78]:

\[
B (\perp, \parallel) = 0.515\phi_aR_f^2\ln(0.64/(1-\phi_a)^2)/(1-\phi_a)
\]

(A.2.2)
A.3 Reaction Area Per Unit Volume

For the medium with randomly overlapping fibers, the internal reaction area per unit volume is given as [20–22]:

\[
S_v (\mu m^{-1}) = -2\phi_a \ln \phi_a / R_f \tag{A.3.1}
\]

A.4 Thermal Conductivity

Because both vapor species and ceramic composites provide the heat conduction paths, the so-called rule-of-mixtures relationship was used to estimate the thermal conductivity of the fibrous medium with the 2–D or 3–D microstructure:

\[
K (\text{watt/cm}^-^\circ \text{K}) = K_f(1-\phi) + K_g \phi \tag{A.4.1}
\]

where \( K_f \) and \( K_g \) are the thermal conductivity of the vapor species and ceramic composite respectively.

Equation (A.4.1) is also applied to the thermal conduction flow along the fibers of the 1–D fiber bundles. For the condition of thermal conduction flow perpendicular to the fibers of the 1–D fiber bundles, the Lewis and Nielsen semi-theoretical expression [80] was used:

\[
K_\perp = K_g (\frac{1+0.5b(1-\phi)}{1-b\Psi(1-\phi)}) \tag{A.4.2}
\]
with \( b = (K_f/K_g - 1)/(K_f/K_g + 0.5) \); \( \Psi = 1 + 0.268(1 - \phi) \)

A.5 Effective Diffusion Coefficients inside the Porous Medium

Estimations of the diffusion coefficients, including both Knudsen and ordinary diffusion coefficients, are given in equation (A.5.4). The overall effective diffusion constant can be computed based on the Bosanquet formula [25]:

\[
D_{\text{eff}}^{-1} = D_{ik}(\text{eff})^{-1} + D_{ij}(\text{eff})^{-1} \tag{A.5.1}
\]

The ordinary or bulk diffusion constant for binary gaseous mixtures (i and j), which depends on the mean free path of the diffusing molecules, can be expressed as [26]:

\[
\text{Equation (A.5.2)} \\
D_{ij} \ (\text{cm}^2/\text{sec}) = 0.0018583 \left\{ T^3(\text{K}) (M_i^{-1} + M_j^{-1}) / (p(\text{atm})\sigma_{ij}^2\Omega_{ij}) \right\}
\]

where \( M_i \) (gm/mol) is the molecular weight of the gas component i, \( \sigma_{ij} \) (Å) is the Lennard–Jones parameter, and \( \Omega_{ij} \) is a dimensionless function of the temperature and the intermolecular potential field.

On the other hand, the Knudsen diffusion constant of the species i, which depends on the medium geometry, can be estimated from [27]:

\[
D_{ik} \ (\text{cm}^2/\text{sec}) = 0.97 R_{\text{eq}}(\mu m) \left\{ T^\ast(\text{K}) / M_i \right\} \tag{A.5.3}
\]
where $R_{eq}$ is the equivalent pore radius of the medium, which is equal to $-R_f/\ln\phi_a$ for randomly overlapping fibrous structures.

For the fluid transport phenomena within the porous medium, the network structure of the porous medium has to be considered in order to predict the effective mass diffusivity of the gases inside the fibrous medium.

Based on the Monte Carlo simulation study of the gas diffusivities in structures of randomly overlapping fibers [20–22], the effective diffusion coefficient within the porous medium can be expressed as:

$$D_{ik}(\text{eff}) = \phi_a D_{ik}/\eta_{ik}, \ D_{ij}(\text{eff}) = \phi_a D_{ij}/\eta_{ij} \quad (A.5.4)$$

where $\eta$ is the tortuosity factor of the porous medium, which can be obtained from the following expression:

$$\eta = \eta_{\text{min}} \left\{ (1-\phi_p)/(\phi-\phi_p) \right\}^\alpha \quad (A.5.5)$$

Estimations of the tortuosity factor of the fibrous medium with different microstructure are listed in Table A.1.

It should be noted that values of $\alpha$ in Table A.1 for ordinary diffusion in the 3-D structure or parallel to the fiber mat of the 2-D structure are valid when values of $\phi$ are larger than 0.4. For the low porosity regime, the following equation should be used:

$$\eta = \eta_{\text{min}} \left\{ (0.4-\phi_p)/(\phi-\phi_p) \right\}^\alpha \quad (A.5.6)$$
where the parameter $\alpha$ is equal to 0.872 and 0.965 for the 2-D and 3-D structures, respectively. The parameter $\eta_{\text{min}}$ can be computed from equation (A.5.5) and Table A.1.
Appendix B
Solving the Conduction–Convection Equation

The application of FEM in solving the conduction–convection equation, as shown in equation (B.1), has been the subject of intensive studies for the past [83–86]. It was found that the convection term may introduce undesirable numerical oscillations, which does not exist in the pure conduction equation.

\[-K \frac{d^2T}{dx^2} + U \frac{dT}{dx} = 0\]  \hspace{1cm} (B.1)

Basically, there are two approaches to obtain stable finite element solutions of the conduction–convection equation with high values of convection term, that is, the upwinding finite element method (UWFEM) [84] and the conventional Galerkin–based finite element method with refined meshes (GFEM) [86].

Another technique which is based on the canonical form of the conduction–convection equation was developed by Guymon et al. [83]. This technique, written here as the canonical finite element method (CFEM), however, has not received a lot of attention in comparison to the other two techniques mentioned above.

The UWFEM technique is based on the Petrov–Galerkin finite element method. Unlike the Galerkin finite element method, in which the shape and weighting functions are identical, shape functions and weighting functions are
chosen differently in the Petrov–Galerkin finite element method.

For example, the shape functions, \( \Psi_1 \) and \( \Psi_2 \), of the 1–D linear element can be expressed as [43,84]:

\[
\Psi_1(\xi) = 0.5(1-\xi) , \quad \Psi_2(\xi) = 0.5(1+\xi)
\]

The corresponding weighting functions, \( \psi_1 \) and \( \psi_2 \), of the Petrov–Galerkin finite element method are given as [84]:

\[
\psi_1(\xi) = \Psi_1(\xi) - \alpha F(\xi) , \quad \psi_2(\xi) = \Psi_2(\xi) + \alpha F(\xi)
\]

where the function \( F(\xi) \) is the modifying function, which is equal to \( 0.75(1-\xi)(1+\xi) \), and \( \alpha \), called the upwinding parameter, is a problem–dependent coefficient.

The canonical finite element method is based on the canonical form of equation (B.1):

\[
-K \frac{d}{dx} (H \frac{dT}{dx}) = 0 , \text{ with } H = \exp\{-f(U/K)dx\}
\]  

(B.2)

Numerical results of the conduction–convection equation based on these three finite element methods are presented in Tables B.1a–B.1c. For the conduction–convection equation with a low peclet number, all the three methods provide good results, as shown in Table B.1a, with the use of just 10 linear elements.

As the peclet number is increased to 50, the number of elements have to be increased from 10 to 40 for the GFEM model in order to suppress the undesirable
oscillations, as shown in Table B.1b.

For the UWFEM model using a $\alpha$ value of 0.2, numerical results at positions after 0.6 start to oscillate although solutions at positions ranging from 0.0 to 0.6 are very close to the corresponding exact solutions. Although these oscillation phenomena can be suppressed by increasing the $\alpha$ value, numerical results might also be over–damped, as illustrated in Table B.1c for the $\alpha$ parameter equal to 0.38 and 1.0. The peclét number is equal to 25.0 in this case.

On the other hand, as shown in Table B.1b, even with the peclét number as high as 50, the CFEM can still provide excellent results with coarse meshes.
Table B.1  Numerical Results of the Conduction–Convection Equation

\[- \frac{d^2T}{dx^2} + (\text{Peclet Number}) \frac{dT}{dx} = 0\]

Using Galerkin FEM, Upwinding FEM, and Canonical FEM Techniques

(a) Peclet Number = 0.25

<table>
<thead>
<tr>
<th>x</th>
<th>EXACT</th>
<th>GFEM</th>
<th>UWFEM</th>
<th>CFEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>0.91087</td>
<td>0.91087</td>
<td>0.91086</td>
<td>0.91087</td>
</tr>
<tr>
<td>0.2</td>
<td>0.81948</td>
<td>0.81949</td>
<td>0.81946</td>
<td>0.81948</td>
</tr>
<tr>
<td>0.3</td>
<td>0.72578</td>
<td>0.72579</td>
<td>0.72575</td>
<td>0.72578</td>
</tr>
<tr>
<td>0.4</td>
<td>0.62971</td>
<td>0.62971</td>
<td>0.62968</td>
<td>0.62971</td>
</tr>
<tr>
<td>0.5</td>
<td>0.53121</td>
<td>0.53121</td>
<td>0.53117</td>
<td>0.53121</td>
</tr>
<tr>
<td>0.6</td>
<td>0.43021</td>
<td>0.43021</td>
<td>0.43018</td>
<td>0.43021</td>
</tr>
<tr>
<td>0.7</td>
<td>0.32666</td>
<td>0.32666</td>
<td>0.32663</td>
<td>0.32666</td>
</tr>
<tr>
<td>0.8</td>
<td>0.22048</td>
<td>0.22048</td>
<td>0.22046</td>
<td>0.22048</td>
</tr>
<tr>
<td>0.9</td>
<td>0.11162</td>
<td>0.11162</td>
<td>0.11160</td>
<td>0.11162</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

(1). Ten elements were used in all cases.

(2). \( \alpha \) is equal to 0.1 for the UWFEM model.
(b) Peclet Number $= 50$

<table>
<thead>
<tr>
<th>x</th>
<th>EXACT</th>
<th>GFEM$^1$</th>
<th>GFEM$^2$</th>
<th>UWFEM</th>
<th>CFEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>—</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0</td>
<td>0.99907</td>
<td>1.0</td>
<td>0.99999</td>
<td>1.0</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0</td>
<td>1.0029</td>
<td>1.0</td>
<td>1.0001</td>
<td>—</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0</td>
<td>0.99401</td>
<td>1.0</td>
<td>0.99976</td>
<td>1.0</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>1.0147</td>
<td>1.0</td>
<td>1.0010</td>
<td>—</td>
</tr>
<tr>
<td>0.6</td>
<td>1.0</td>
<td>0.96647</td>
<td>1.0</td>
<td>0.99609</td>
<td>1.0</td>
</tr>
<tr>
<td>0.7</td>
<td>1.0</td>
<td>1.0789</td>
<td>1.0</td>
<td>1.0156</td>
<td>—</td>
</tr>
<tr>
<td>0.8</td>
<td>0.99995</td>
<td>0.8165</td>
<td>0.99999</td>
<td>0.93750</td>
<td>0.9995</td>
</tr>
<tr>
<td>0.9</td>
<td>0.99326</td>
<td>1.4289</td>
<td>0.99716</td>
<td>1.2500</td>
<td>—</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

(1). Ten elements were used in GFEM$^1$ and UWFEM models. Forty elements were used in the GFEM$^2$ model, and five elements were used in the CFEM model.

(2). The value of $\alpha$ is equal to 0.2 for the UWFEM model.
(c) Peclet Number = 25

<table>
<thead>
<tr>
<th>x</th>
<th>EXACT</th>
<th>UWFEM(^1)</th>
<th>UWFEM(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99999</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99996</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99985</td>
</tr>
<tr>
<td>0.4</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99946</td>
</tr>
<tr>
<td>0.5</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99810</td>
</tr>
<tr>
<td>0.6</td>
<td>0.99995</td>
<td>0.99995</td>
<td>0.99334</td>
</tr>
<tr>
<td>0.7</td>
<td>0.99944</td>
<td>0.99944</td>
<td>0.97668</td>
</tr>
<tr>
<td>0.8</td>
<td>0.99318</td>
<td>0.99318</td>
<td>0.91837</td>
</tr>
<tr>
<td>0.9</td>
<td>0.91743</td>
<td>0.91743</td>
<td>0.71429</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

(1). Ten elements were used in all cases.

(2). \(\alpha\) is equal to 0.38 and 1.0 for the UWFEM\(^1\) and UWFEM\(^2\) cases.
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