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(ABSTRACT)

In this thesis, we focus on the steady state properties of two systems which are genuinely out of equilibrium. The first project is an application of dynamic field theory to a specific non equilibrium critical phenomenon, while the second project involves both simulations and analytical calculations. The methods of field theory are used on both these projects.

In the first part of this thesis, we investigate a generalization of the well-known field theory for directed percolation (DP). The DP theory is known to describe an evolving population, near extinction. We have coupled this evolving population to an environment with its own nontrivial spatio-temporal dynamics. Here, we consider the special case where the environment follows a simple relaxational (model A) dynamics. We find two marginal couplings with upper critical dimension of four, which couple the two theories in a nontrivial way. While the Wilson-Fisher fixed point remains completely unaffected, a mismatch of time scales destabilizes the usual DP fixed point. Some open questions and future work remain.

In the second project, we focus on a simple particle transport model far from equilibrium, namely, the totally asymmetric simple exclusion process (TASEP). While its stationary properties are well studied, many of its dynamic features remain unexplored. Here, we focus on the power spectrum of the total particle occupancy in the system. This quantity exhibits unexpected oscillations in the low density phase. Using standard Monte Carlo simulations and analytic calculations, we probe the dependence of these oscillations on boundary effects, the system size, and the overall particle density. Our simulations are fitted to the predictions of a linearized theory for the fluctuation of the particle density. Two of the fit parameters, namely the diffusion constant and the noise strength, deviate from their naive bare values [6]. In particular, the former increases significantly with the system size. Since this behavior can only be caused by nonlinear effects, we calculate the lowest order corrections in perturbation theory. Several open questions and future work are discussed.
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Chapter 1

Introduction

Our modern understanding of the macroscopic world around us has been largely facilitated by classical thermodynamics and equilibrium statistical mechanics. The field of thermodynamics, which has been both empirical and very fundamental, has been tremendously successful in describing and comprehending equilibrium processes. Equilibrium phenomena are mainly characterized by vanishing transport of material and energy between the system and the environment (there is a more technical and more precise definition of the equilibrium based on the probabilities of the configurations and the rates associated with the transitions from one configuration to another in phase space). Systems in equilibrium are all around us, starting from a perfect salt crystal to a mug of coffee left to itself for a fair amount of time. The question that naturally arises is how to connect the thermodynamic properties like temperature, internal energy and so on with the microscopic details of the systems under investigation. Ideally one can write down a Newton’s or a Schrödinger’s equation for all the degrees of freedom and try to extract meaningful quantities by solving those equations. But due to the presence of a macroscopically large number of constituent particles, this approach will have limited success. Instead, we have to resort to the methods of statistical physics for studying the properties of many body systems. In equilibrium there is a framework which adequately serves this purpose. The probability of a microscopic configuration $C$ is given by the Gibbs measure $P_{eq}(C) \sim e^{-H(C)/k_BT}$, where $H(C)$ is the microscopic Hamiltonian associated with the configuration, and $k_BT$ denotes the temperature $T$ multiplied by the Boltzmann constant. The ergodic hypothesis (time average is equal to the ensemble average) then allows us to calculate the thermodynamic quantities of interest from the configurational sum of the above distribution, also known as the partition sum.

But many interesting systems are not in equilibrium. Examples of non-equilibrium systems can be found on all length scales, from thousands of kilometers to scales which are a million times smaller. The systems, such as weather patterns, biological structures, glasses are examples of non-equilibrium systems. Unlike equilibrium, where there is no net transport, non-equilibrium entails influx and out-flux of energy and matter to and from the system. The hurricane, for example, can consume a huge amount of heat from the ocean before it makes a landfall. An iron bar connected to two heat reservoirs maintained at different temperatures can serve as a simple but classic example of a non-equilibrium
system. Any life form consumes food to survive, maintaining a non-equilibrium condition. In order to describe both an equilibrium and a non-equilibrium process by one generic governing equation, it is instructive to look at the time evolution of the time dependent probability \( P(C, t) \) for a given configuration \( C \). The equation is known as the master equation and has the form

\[
\frac{dP(C, t)}{dt} = \sum_{C'} \left[ w(C' \rightarrow C)P(C', t) - w(C \rightarrow C')P(C, t) \right], \tag{1.1}
\]

where \( w(C' \rightarrow C) \) is the real non-negative incoming transition rate from the configuration \( C' \) to \( C \) and \( w(C \rightarrow C') \) is the real non-negative outgoing transition rate from the configuration \( C \) to \( C' \). Due to the conservation of probability we can identify the expression

\[ K^* = w(C' \rightarrow C)P(C', t) - w(C \rightarrow C')P(C, t) \]

inside the brackets as the net probability current from \( C' \) to \( C \). Now, a steady state corresponds to a probability distribution that is independent of time. Looking at Eqn(1.1) one can readily see that the left hand side is identically zero for all configurations provided the sum total on the right hand side is zero or the terms \( K^* \)'s, are individually zero for any pair of configurations \( C' \) and \( C \). The later condition

\[
P(C', t) = \frac{w(C \rightarrow C')}{w(C' \rightarrow C)} \frac{P(C', t)}{P(C, t)} \quad \text{for} \quad \forall \ C, C', \tag{1.2}
\]

goes by the name of detailed balance [1]. It turns out that if a system satisfies detailed balance, its long time probability distribution is given by the Gibbs measure. In the absence of detailed balance, the system, however, can settle down into a non-equilibrium steady state, described by a time independent probability distribution but with a net non-zero probability current between any two pair of configurations. In non-equilibrium the stationary probability distribution is not given by the Gibbs measure and the distribution function has to be derived from the master equation. Due to the violation of detailed balance, solving the master equation can be an exceedingly difficult task. We have worked on two models whose long time probability distributions are not given by the Gibbs measure. My first model is a reaction diffusion model whereas my second model is a driven diffusive model. Reaction diffusion models in the context of non-equilibrium physics describe evolving populations or chemical reactions in materials. The processes under consideration can be diverse, ranging from the evolution of a colony of bacteria or social networks, to chemical reactions like the fluorescence of certain liquids or amorphous semiconductors. The reactants/particles in these models are distributed on a lattice or in continuum. The choice of a lattice is strictly for convenience (for the purpose of computer simulation and also analytical calculations). The reactants/particles are allowed to hop (discrete case) or undergo diffusion (continuum). They are made to react following certain dynamic rules motivated from real life situations. The particles in these models are not physical particles and reactions are not necessarily chemical in nature. The particular model that we will look at is known to describe the evolution of a population on a uniform environment/background, on the brink of extinction [2, 3]. When the appropriate reaction rates are tuned the system undergoes a second order phase transition to a passive state where all the population eventually dies out. The questions that naturally arise are; what happens when the environment is no longer uniform but has its own dynamics? How does a fluctuating environment affect the stability of the transition mentioned above?
Studying the stability of the phase transition in this model under a particular choice of environment dynamics will be my area of focus for the first half of my dissertation. There are two essential ingredients: a) the population dynamics model and b) the environment dynamics. In chapter 2 we will describe our model and the environment dynamics. We will also summarize the known results for both the population dynamics model and the environment dynamics in that chapter. In chapter 3 we will present our own work in detail.

Our next project is on a specific driven diffusive model. Examples of transport processes are ubiquitous in nature ranging from the directed walk of the ribosomes along the mRNA strand to the transport of goods along the interstates. Driven diffusive models are used in modeling transport processes. The transport processes are modeled by particles hopping on a lattice or diffusing in continuum, respecting exclusion. The system is subjected to an external force due to which the particles undergo asymmetric hopping or biased diffusion. The specific model that we will study is known as the **totally asymmetric simple exclusion process** or in brief the TASEP model [4, 5]. There are two variants of the TASEP model, namely the closed and the open TASEP. Closed TASEP is a system on a ring, whereas for the open TASEP the system is coupled to two particle reservoirs at its two ends. Both closed and open TASEP are out of equilibrium systems as they support macroscopic particle transport even in a steady state. Unlike most of the non-equilibrium models one encounters, the steady state distribution of the TASEP model is known analytically. The steady state of the open TASEP is very rich. It exhibits multiple phases, phase co-existence and phase transitions. Our work in this model is motivated from a recent paper [6]. The authors of Ref [6] looked at the power spectrum of the total number of particles in an open TASEP. They found interesting features in the power spectrum undetected previously. In chapter 4 we will describe the model in detail, summarize a few known results and outline the recent finding by Adams et al. [6], along with a few open questions that prompted our work. In chapter 5 we will undertake a more thorough study of the power spectrum using rigorous Monte-Carlo simulations and analytic techniques. We will analyze the power spectrum for both the open and the closed TASEP. We will explicitly show how the power spectrum depends on the system size and the density of the particles. The boundary effects will be studied. Finally we will carry out some analytic calculations to address the open question in the Adams et al. work.
Chapter 2

Background and Overview

2.1 Introduction

Understanding continuous phase transitions, where all the relevant degrees of freedom participate co-operatively over large length scales has been a major challenge of equilibrium statistical mechanics. The most popular example of this kind of phenomena is the order-disorder transition in the two dimensional Ising model, where the correlation length diverges as the critical temperature is approached. The physics at criticality is described in terms of universal scaling laws and critical exponents. Different materials with different microscopic interactions were found to have the same type of singular behavior at the critical point. They are characterized by the same critical exponents which only depend on the number of spatial dimensions, the underlying symmetries and the range of interaction. All uniaxial three-dimensional magnets with short ranged interactions for example, have the same set of critical exponents. Based on these features, systems can be classified into different universality classes, defined by the critical exponents and scaling laws.

Examples of continuous phase transitions are not confined within processes at thermal equilibrium. Examples of non equilibrium phase transitions \cite{7, 8} range from traffic jam \cite{9} to spreading of infectious disease \cite{10}. The concept of universality can be carried over to non equilibrium critical phenomena as well. One expects the universality classes to be more diverse than their equilibrium counterparts as they are governed in addition by the symmetry properties of the evolution dynamics (Ising model has two universality classes namely the model A and model B depending on whether the dynamics is relaxational or conserved).

The model that will be an essential ingredient in my work describes an evolving population on the brink of extinction \cite{2, 3}. The system undergoes a second order phase transition to an inactive state as the relative death rate approaches its critical value. In the inactive state the dynamics ceases and the system cannot evolve back. As this passive state can only be approached but can never be left, this model entails a non-equilibrium phase transition. In the following section we will describe the model and underline some of the works that are already in the literature.
2.2 The Model

The model describes spreading of an infectious disease without immunization. A species of bacteria $A$ is distributed on a hypercubic lattice. At time $t = 0$ the density distribution is given by a Poisson distribution. The organisms perform a random walk with a unit rate $\lambda/a^2$ ($a$ is the lattice constant). They interact only when they occupy the same lattice sites. The on-site reaction rules are: a) they can reproduce ($A \rightarrow 2A$) with a rate $\sigma$, b) they can die out ($A \rightarrow \emptyset$, where $\emptyset$ denotes an inert species) with a rate $\mu$, c) they can have a competition for survival ($2A \rightarrow A$) with a rate $\alpha$. The model does not have any occupation restriction. The dynamics is diagrammatically shown in Fig (2.1). At a given instant of time $t$ any configuration $C$ is given by a string of occupation numbers $\eta = (\eta_1, \eta_2, ....)$. Denoting the probability of a configuration by $P(\{\eta\}, t)$, the time evolution of the probability is given by the master equation

$$
\frac{\partial}{\partial t} P(\{\eta\}, t) = D i f f + \sigma \sum_i [(\eta_i - 1)P(\ldots, \eta_i - 1, .., t) - \eta_i P(\ldots, \eta_i, .., t)]
$$

$$
+ \alpha \sum_i [(\eta_i + 1)\eta_i P(\ldots, \eta_i + 1, .., t) - \eta_i(\eta_i - 1)P(\ldots, \eta_i, .., t)]
$$

$$
+ \mu \sum_i [(\eta_i + 1)P(\ldots, \eta_i + 1, .., t) - \eta_iP(\ldots, \eta_i, .., t)].
$$

The first bracket represents the reproduction term while the second and the third are the contributions of the overcrowding effect and the death. The index $i$ stands for the lattice site. The diffusion term is given below

$$
Diff = \frac{\lambda}{a^2} \sum_{<ij>} [(\eta_i + 1)P(\ldots, \eta_i + 1, \eta_j - 1, .., t) - \eta_i P(\{\eta\}, t)]
$$

$$
+ (\eta_j + 1)P(\ldots, \eta_i - 1, \eta_j + 1, .., t) - \eta_j P(\{\eta\}, t).
$$

The first term is the contribution from the particles from site $i$ to $j$. The second term corresponds to a hop from $j$ to $i$.

This master equation cannot be solved exactly. In the absence of any exact solution we are left with no choice but to resort to approximation methods. One of the most extensively used approximation schemes is called the mean field approach. In the mean field method one assumes homogeneous mixing of the reactants so that the rate of reaction
is proportional to the product of the concentrations of the reactants. This is a valid approximation as long as the effects of diffusive mixing of the reactants are way stronger than the correlations induced by the reactions.

2.3 Mean Field Approximation

The mean field equation for the reaction diffusion model under consideration can be constructed in a straightforward way just by looking at the gain and loss terms. The rate equation is

$$\partial_t a(t) = (\sigma - \mu)a(t) - \alpha a^2(t), \quad \text{(2.3)}$$

where $a(t)$ represents the mean particle density at time $t$. With the initial density $a_0$, Eqn (2.3) is solved by

$$a(t) = \frac{(\sigma - \mu)a_0e^{(\sigma - \mu)t}}{\sigma - \mu - \alpha a_0 + \alpha a_0e^{(\sigma - \mu)t}}. \quad \text{(2.4)}$$

The above equation has two fixed points for $(\sigma - \mu) > 0$: an unstable fixed point for $a = 0$, and a stable fixed point for $a = (\sigma - \mu)/\alpha$ where there are finite number of particles in the asymptotic limit. In the limit of a vanishing relative reproduction $(\sigma - \mu) \to 0$, the time variation of the density is given by

$$\lim_{(\sigma - \mu) \to 0} a(t) = \frac{1}{1 + \alpha a_0 t}, \quad \text{(2.5)}$$

i.e. the particle density decays as $a(t) \sim t^{-1}$. For $(\sigma - \mu) < 0$, the fixed point for $a = 0$ becomes stable and the population eventually dies out. Though the mean field theory is exact for infinite dimensions, it gives wrong predictions for dimensions below an upper critical dimension for the problem at hand. In the case of the diffusion limited pair annihilation process $A + A \to 0$, for example, the mean field predicts a decay of the particle density as $a(t) \sim t^{-1}$. In one dimension it was found to decay as $t^{-1/2}$. This is due to the correlation effect produced by the reactions to diffusion.

2.4 Mean Field Scaling Exponents

Continuous phase transition entails absence of any length scale due to the divergence of the correlation length at the critical point. In the 2-d Ising model, for example, the correlation length diverges as $\xi \sim |T - T_c|^{-\nu}$. In the order-disorder transition, the magnetization in the ordered phase vanishes as $m \sim |T - T_c|^\beta$. The concept of scaling function and critical exponent is not confined to equilibrium phase transitions only. They can be directly carried over to the case of dynamic phase transition. In our model, the order parameter is the coarse grained density of particles $\rho(x,t)$. The steady state density in the active phase vanishes as $\rho^{\text{steady}} \sim (\sigma - \sigma_c)^3$ when $(\sigma - \sigma_c) \to 0$, marking a dynamic continuous active-inactive phase transition. The difference between the non-equilibrium phenomena like the population model above and the equilibrium models like the two dimensional Ising model is that, the former is characterized by two correlation lengths as
opposed to just one. They are the spatial correlation length $\xi_{sp}$ and the temporal correlation length $\xi_{time}$. Close to the critical point these correlation lengths diverge as a function of $(\sigma - \sigma_c)$,

$$
\xi_{sp} \sim (\sigma - \sigma_c)^{-\nu_{sp}}, \quad \xi_{time} \sim (\sigma - \sigma_c)^{-\nu_{time}},
$$

(2.6)

with $\nu_{sp} \neq \nu_{time}$. In the scaling regime, the two lengths are related by $\xi_{time} \xi_{sp}^z$, where $z = \nu_{time}/\nu_{sp}$ is the dynamic exponent. The exponent $\beta$ and $\nu_{time}$ in the mean field approximation for the DP process are, $\beta = 1$ and $\nu_{time} = 1$. The dynamic exponent for the mean field model is $z = 2$. As mentioned above, diffusive mixing is not strong enough, especially in low dimensional systems. Fluctuations were found to play a decisive role in low dimensional systems leading to qualitative change in the physics. In order to investigate the role of fluctuations, more sophisticated techniques like field theory [8, 11, 12, 13] and renormalization group (RG) methods are called for.

### 2.5 Mapping to Field Theory

This section illustrates the mapping of the model to the field theory, starting from the very basic master equation. This mapping is exact and assumes nothing beyond the existence of a naive continuum limit. The method described here is due to Doi and Peliti [14, 15]. For a more elaborate discussion please see [12, 13]. The approach is adopted from [13].

We start off with the same master equation Eqn (2.1), (2.2). As the on-site particle numbers change only by integers, the algebraic structure of the second quantized ladder operator can be used to serve our end. The action of the ladder operator changes the particle number at a given lattice by unity. As we are working in a bosonic framework (no occupation restriction) we can introduce the bosonic creation and annihilation operators following the usual bosonic commutation relations, $[a_i, a_j] = 0 = [a_i^\dagger, a_j^\dagger]$ and $[a_i, a_j^\dagger] = \delta_{ij}$. Empty lattice sites are characterized by the vacuum state $|0\rangle$. The annihilation operator kills the state whereas the creation operator puts a particle in it. So $a_i|0\rangle = 0$ and $a_i^\dagger|0\rangle = |1\rangle$. A site $i$ with $\eta_i$ particles in it, is defined by the state vector $|\eta_i\rangle = (a_i^\dagger)^{\eta_i}|0\rangle$. Operation of the creation and annihilation operator on a general state vector is summarized as follows

$$
a_i|\eta_i\rangle = \eta_i|\eta_i - 1\rangle \quad \text{and} \quad a_i^\dagger|\eta_i\rangle = |\eta_i + 1\rangle.
$$

(2.7)

(2.8)

The vector describing the state of the whole stochastic system is given by

$$
|\phi(t)\rangle = \sum_{\{\eta\}} P(\{\eta\}, t) \prod_i (a_i^\dagger)^{\eta_i}|0\rangle.
$$

(2.9)

As a result the master equation can be cast into an imaginary time Schrödinger equation

$$
\partial_t |\phi(t)\rangle = -\hat{H}|\phi(t)\rangle,
$$

(2.10)
where the non-Hermitian quasi-Hamiltonian is given by

$$\hat{H} = \frac{\lambda}{\hbar^2} \sum_{<ij>} (a_i^\dagger - a_j^\dagger)(a_i - a_j)$$

$$- \sigma \sum_i [(a_i^\dagger)^2 a_i - a_i^\dagger a_i^\dagger] - \mu \sum_i [a_i - a_i^\dagger]$$

$$- \alpha \sum_i [a_i^\dagger a_i^2 - (a_i^\dagger)^2 a_i^2]. \quad (2.11)$$

Our goal is to find the ensemble average $\bar{O}$ of an observable at time $t$. To this end we define a projection operator $\langle P|$ such that $\langle P|a_i^\dagger = \langle P|$ and $\langle P|0\rangle = 1$, leading to

$$\langle P| = \langle 0|e^{\bar{H}t}|\phi(0)\rangle. \quad (2.12)$$

Thus the average of an observable $O$ is given by,

$$\bar{O} = \sum_{\{\eta\}} P(\{\eta\}, t)O(\{\eta\}) = \sum_{\{\eta\}} P(\{\eta\}, t)\langle P| \hat{O} \prod_i (a_i^\dagger)^n|0\rangle = \langle P|\hat{O}|\phi(t)\rangle, \quad (2.13)$$

where the operator $\hat{O}$ has been obtained by substituting $\eta_i \rightarrow a_i^\dagger a_i$ in $O(\{\eta\})$. The condition $\langle P|\hat{H} = 0$ ensures probability conservation. In order to obtain the field theory from the second quantization we follow the same scheme as in many body quantum mechanics. Discussions pertaining to reaction diffusion models are given by Peliti [15].

The temporal evolution of the state vector is sliced into $N$ time slices $\Delta t = t/N$,

$$|\phi(t)\rangle = e^{-\hat{H}t}|\phi(0)\rangle = \lim_{\Delta t \rightarrow 0} e^{(-\hat{H}\Delta t)^N}|\phi(0)\rangle. \quad (2.14)$$

Now inserting the completeness relationship of the coherent states between each time step, we obtain

$$\bar{O}(t) = \lim_{\Delta t \rightarrow 0} \int \prod_{i,k} d^2 \phi_{i,k} \langle 1|\hat{O} |\{\phi\}_i\rangle \prod_{k=\Delta t}^t \langle \{\phi\}_k|e^{-\hat{H}\Delta t}|\{\phi\}_{k-\Delta t}\rangle \langle \{\phi\}_0|\phi(0)\rangle, \quad (2.15)$$

where $\phi$ is the complex eigenvalue of the annihilation operator $a|\phi\rangle = \phi|\phi\rangle$, and $\{\phi\} = (\phi_1, \phi_2, \phi_3, \ldots)$ denotes a set of coherent state eigenvalues, one for each annihilation operator. The index $k$ is the index of time that increases in steps of $\Delta t$.

Evaluating this expression, we obtain the field theory action for the above mentioned reaction-diffusion model

$$J[\phi, \phi^*] = \sum_i \left( -\phi_i(t_f) + \int_0^{t_f} dt \dot{\phi}^*_i \phi_i + H(\{\phi_i^*\}, \{\phi_i\}) - \bar{\eta}_0 \phi_i^*(0) \right), \quad (2.16)$$

where $\bar{\eta}_0$ is the average initial density. Now taking the continuum limit, i.e. $\phi_i(t) \rightarrow$
\( \psi(x,t), \phi_s \rightarrow \hat{\psi}(x,t) \), we have
\[
J[\hat{\psi}, \psi] = \int d^d x \int d t \left[ \hat{\psi} \left( \partial_t - \lambda \nabla^2 \right) \psi + H_r(\{\hat{\psi}\}, \{\psi\}) \right] \\
= \int d^d x \int d t \left[ \hat{\psi}(\partial_t - \lambda \nabla^2)\psi - \mu(1 - \hat{\psi})\psi + \sigma(1 - \hat{\psi})\hat{\psi}\psi \\
- \alpha(1 - \hat{\psi})\hat{\psi}\psi \right].
\]
(2.17)

The classical equations of motion can be obtained from \( \delta J/\delta \hat{\psi} = 0 = \delta J/\delta \hat{\psi} \). This implies the classical solution of \( \hat{\psi} = 1 \). Shifting \( \hat{\psi} \) about the classical value and rescaling \( \psi \) accordingly as \( \hat{\psi}(x,t) = 1 + \sqrt{\tau} \hat{s}(x,t) \) and \( \psi(x,t) = \sqrt{\tau} s(x,t) \) we obtain,
\[
J[\hat{s}, s] = \int d^d x \int d t \left( \hat{s} \left[ \partial_t - \lambda (\tau - \nabla^2) \right] s - \frac{\lambda g}{2} (\hat{s} - s)s + \alpha \hat{s}^2 s^2 \right),
\]
(2.18)

where \( (\lambda g)/2 = \sqrt{\sigma} \alpha \) and \( \tau = (\mu - \sigma)/\lambda \). If we had followed the standard derivation from a Langevin equation, the correlations of the Langevin noise would have to be given by
\[
\langle \zeta(x,t) \zeta(x',t') \rangle = \lambda g s(x,t) \delta^d(x - x') \delta(t - t').
\]
(2.19)

The noise correlation function is proportional to the density field \( s(x,t) \) to ensure that the dynamics ceases once the absorbing state has been reached. We measure length in inverse of wave number and time in units that make the diffusion constant \( \lambda \) dimensionless. In units of an arbitrary momentum scale \( \mu \), we have \( [x] = \mu^{-1} \), \([\lambda] = \mu^0 \), \([t] = \mu^{-2} \), \([\omega] = \mu^2 \) and \([J] = \mu^0 \). Hence the fields scale as \([s] = [\hat{s}] = \mu^{d/2} \), which in turn implies \([g/2] = \mu^{2-d/2} \) and \([\alpha] = \mu^{2-d} \).

The three point coupling constant \( g/2 \) is marginal at four dimensions which is in fact the upper critical dimension, \( d_c \), for this theory. The coupling constant \( \alpha \) however is marginal at two dimensions, rendering it irrelevant for our theory in the renormalization group sense. Hence, that term will be omitted from now on. The ensuing theory is also called the Reggeon Field Theory. The action \( J[s, \hat{s}] \) is invariant under the transformation \( s(x,t) \leftrightarrow -\hat{s}(x,-t) \), also known as the rapidity reversal symmetry. As a consequence of this symmetry the fields \( \hat{s} \) and \( s \) have the same scaling properties. But from this point we will use different notations \( g/2 \) and \( \tilde{g}/2 \) for \( \hat{s}\hat{s}^2 \) and \( \hat{s}^2 s \) coupling strengths respectively. This will allow us to break the rapidity reversal symmetry. Employing standard \( \epsilon = d_c - d \) expansion to one-loop order we can find out the critical exponents for the theory described by the dynamic functional (2.18). They are
\[
\beta = 1 - \epsilon/6 + O(\epsilon^2) \\
\nu_{\text{space}} = 1/2 + \epsilon/16 + O(\epsilon^2) \\
\nu_{\text{time}} = 1 + \epsilon/12 + O(\epsilon^2).
\]
(2.20)

The above model has been studied extensively by Cardy, Sugar, Janssen and others [16, 17]. For a detailed review on the inactive state transition see Hinrichsen [19]. For two loop approximation and further references see Janssen and Täuber [20]. The inactive/absorbing state transition described by the model above belongs to a much
broader class of absorbing state transitions known as the directed percolation (DP) [21] transition. Directed percolation is basically a spreading process like the spreading of forest fire or infectious disease. The spreading process can either survive or can die down. A majority of competing processes with an absorbing state transition belong to the DP universality class defined by the exponents in Eqn (2.20). The static $d + 1$ dimensional DP can also be viewed as a dynamic reaction diffusion process [22] in $d$ space dimensions and 1 time dimension, the direction of anisotropy being replaced by the direction in time. The DP universality class is extremely robust. Many different models for contact processes, epidemics without immunization, and forest fires belong to the DP universality class. Any spreading process described by a positive scalar order parameter with a short range interaction, in absence of any extra symmetry like quenched randomness, belongs to the DP universality class [17, 18]. For a detailed review and further references see [19].

The discussion of this model so far relied crucially on the one assumption that the system sits on a uniform environment/background. The effect of a non-dynamic environment has been encoded in the constant values of the parameters $\sigma$, $\mu$, $\alpha$. A natural extension of this well studied problem can be achieved if we include fluctuations in the background. The result will heavily depend on the choice of the background dynamics. We will study the effect of an environment described by model A [7] dynamics on the stability of the DP transition. Before we present our result we introduce model A dynamics.

### 2.6 The Environment Dynamics

Model A dynamics (spin flip) is a relaxation dynamics. The coarse-grained Hamiltonian for model A dynamics is given by the Ginzburg-Landau-Wilson Hamiltonian [23, 24, 25, 26]

$$
H[\phi] = \int d^d x \left[ r \phi^2 + \frac{1}{2} [\nabla \phi]^2 + \frac{u}{4!} \phi^4 \right],
$$

(2.21)

where $\phi(x, t)$ is the local coarse-grained order parameter and $u$, the four-point coupling strength, provides the restoring force. The quantity $r$ is a control parameter which controls the distance from the mean field critical point. The minimum energy configuration corresponds to a spatially flat order parameter. The second term then corresponds to the cost in energy for having a spatially non-uniform order parameter. The dynamics for model A is given by the non-linear Langevin equation [27]

$$
\partial_t \phi(x, t) = -\gamma \frac{\delta H}{\delta \phi(x, t)} + \zeta(x, t),
$$

(2.22)

where $\zeta$ is the stochastic force. In order to assure that the system relaxes back to equilibrium we impose the following conditions

$$
\langle \zeta(x, t) \rangle = 0, \quad < \zeta(x', t') \zeta(x, t) > = 2\gamma k_B T \delta^{(d)}(x - x') \delta(t - t').
$$

(2.23)
2.7 Dynamical Functional for Model A

We start with the non-linear Langevin equation of the form
\[ \partial_t \phi(x, t) = F[\phi] + \zeta, \tag{2.24} \]
where \( F \) is the relaxation force. All the effects of the fast degrees of freedom have been encapsulated inside the noise term \( \zeta(x, t) \). In order to compute the ensemble average of an observable \( O \), we take the following course.

The noise correlation can be obtained from the distribution
\[ W[\zeta] \propto \exp \left( -\frac{1}{4} \int d^d x \int dt \zeta(x, t) (\gamma k_B T)^{-1} \zeta(x, t) \right). \tag{2.25} \]

We intend to find \( \int D[\zeta] O[\phi[\zeta]] W[\zeta] \). The Jacobian of transformation from \( \{\zeta\} \rightarrow \{\phi\} \) has been dropped as it is unity for the forward discretization of the Langevin equation. The field \( \phi \) obeys the Langevin equation at all points in space and time and that has been imposed by inserting an unity for each point in space and time
\[ 1 = \int D[\phi] \prod_{x,t} \delta \left( \partial_t \phi(x, t) + \gamma \frac{\delta H}{\delta \phi(x, t)} - \zeta(x, t) \right) \tag{2.26} \]
where \( \tilde{\phi} \) is called the Martin-Siggia-Rose response field \([28]\).

So inserting this unity inside the functional integral for the average we have,
\[ \langle O \rangle = \int D[i \tilde{\phi}] \int D[\phi] \exp \left[ -\int d^d x \int dt \tilde{\phi} \left( \partial_t \phi + \gamma \frac{\delta H}{\delta \phi(x, t)} \right) \right] \times O[\phi[\zeta]] \int D[\zeta] \exp \left( -\int d^d x \int dt \left[ \frac{1}{4} \int d^d x \int dt \zeta(x, t) (\gamma k_B T)^{-1} \zeta(x, t) \right] \right) \times \int D[\zeta] \exp \left( \int d^d x \int dt \tilde{\phi}(x, t) \zeta(x, t) \right). \tag{2.27} \]

The action for model A is extracted after performing the noise integral, which leads to
\[ J[\tilde{\phi}, \phi] = \int d^d x \int dt \left( \tilde{\phi} \left( \partial_t \phi + \gamma \frac{\delta H}{\delta \phi(x, t)} \right) - \tilde{\phi}(\gamma k_B T) \phi \right). \tag{2.28} \]

From now on we are going to take \( k_B T = 1 \). The functional obtained above goes by the name of Janssen-De Dominicis response functional \([29, 30]\). The free part of the action is
\[ J_0[\tilde{\phi}, \phi] = \int d^d x \int dt \left( \tilde{\phi} \left[ \partial_t \phi - \gamma(\tau - \nabla^2) \right] \phi - \gamma \tilde{\phi}^3 \right), \tag{2.29} \]
the anharmonic part is given by,
\[ J_{\text{int}}[\tilde{\phi}, \phi] = \gamma \frac{u}{6} \int d^d x \int dt \tilde{\phi} \phi^3. \tag{2.30} \]
We again go through the naive dimensional analysis to find out the marginal couplings in units of an arbitrary length scale $\mu$: 
\[
[x] = \mu^{-1}, \ [q] = \mu, \ [D] = \mu^0, \ [t] = \mu^{-2}, \ [\omega] = \mu^2, \ [A] = \mu^0.
\]
Hence the fields scale as $[\tilde{\phi}(x, t)] = \mu^{1+d/2}$ and $[\phi(x, t)] = \mu^{-1+d/2}$. The couplings scale as $[\tau] = \mu^2, \ [u] = \mu^{4-d}$. So we see that once again $d_c = 4$. At four dimensions the anharmonic coupling is marginal. For more details see [31].

### 2.8 Critical Exponents

The model A is a dynamic model for order-disorder phase transition. The correlation length close to a critical point, is given by $\xi_{\text{space}}(r) \sim |r|^{-\nu}$, where $r$ is the distance from the critical point and $\nu$ is the correlation length critical exponent. As in any continuous phase transition, the order-disorder transition is marked by the divergence of the correlation length $\xi$. The critical two-point correlation in space is given by $C(x) \sim |x|^{-(d-2+\eta)}$, where $\eta$ is the Fisher exponent. The exponent $\beta$, defined as $m \sim |r|^{\beta}$, where $m$ is the average magnetization, is related to $\nu$ and $\eta$ by the scaling law. As the correlation length diverges, it affects the relaxation of the ordered domains. As $T_c$ is approached, the typical characteristic time scale $\xi_{\text{time}}$ for relaxation of the order parameter increases as well. This is known as the critical slowing down and is given by $\xi_{\text{time}} \sim \xi_{\text{space}}^z \sim |r|^{-z\nu}$, where $z$ is the dynamic exponent. The critical exponents for the model A can be extracted from its dynamic functional following standard RG techniques. To two-loop in $\epsilon = 4-d$ expansion, the exponents are

\[
\frac{\eta}{\nu_{\text{space}}} = \frac{\epsilon^2}{54} + O(\epsilon^3) \quad (2.31)
\]
\[
\frac{1}{\nu_{\text{space}}} = 2 - \frac{\epsilon}{3} + O(\epsilon^2) \quad (2.32)
\]
\[
z = 2 + [6 \ln(4/3) - 1 + O(\epsilon)]\eta. \quad (2.33)
\]

The fixed point characterized by the critical exponent above also goes by the name of Wilson-Fisher fixed point [32].

### 2.9 Previous Works with Fluctuating Backgrounds

**Quenched Disorder**: The reaction diffusion model assumes that the rates of reaction are invariant in space and time. In reality however the rates of reproduction or death are intimately intertwined with the availability of food, health care, and many other different factors. In order to achieve a more realistic model, it is important to investigate the role of quenched randomness on the critical properties of DP. For a spatially quenched disorder, the disorder field $\psi(x)$ is defined as

\[
\bar{\psi}(x')\bar{\psi}(x) = f\delta^d(x'-x), \quad (2.34)
\]

where the bar represents the average over independent realizations of the disorder field. Janssen showed [33] that this amounts to adding a marginal term $-\lambda^2 f \int d^d x \left[\int dt \dot{s}s\right]^2$,
in the dynamic functional. This model has only runaway solutions in the physical domain [33]. His findings reconfirmed the numerical results of Moreira and Dickman [34]. Thus quenched randomness severely disturbs the DP fixed point.

**DP coupled to a Conserved Diffusive Field:** The DP fixed point goes to a new stable fixed point when it is coupled to a conserved diffusive field. Using field theoretic analysis, Kree et al. [35] showed that the dynamic exponent $z$ is 2 to one-loop order. They also showed that the exponent $\beta_{\text{new}} > \beta_{\text{DP}}$. This basically amounts to saying that the temporal fluctuations of the DP field is governed primarily by diffusion and the mean density of active sites goes to zero with a larger exponent than the DP counterpart. The work of van Wijland et al. [36] was along similar tracks. They considered a multi-species model, comprised of particles $A$ and $B$, having reactions of type $A + B \rightarrow 2B$ and $B \rightarrow A$. The particles can diffuse with diffusion constants $D_A$ and $D_B$. They showed that the critical behavior for $D_A < D_B$ is governed by a new fixed point and a new scaling law. For the case of $D_A = D_B$ the critical behavior is given by Kree et al. [35]. The system does not have any stable solution for $D_A > D_B$.

Our efforts are similar in spirit to the works mentioned above. In spite of the works that have been done, DP coupled to model A has escaped careful scrutiny. In chapter 3 we will report on the consequences of this coupling. We will couple the two theories and then look for novel marginal couplings at the upper critical dimension of the two theories that might destabilize the well known directed percolation and the Wilson-Fisher fixed points.
Chapter 3

Universal Properties of Population Dynamics With Fluctuating Resource

In this chapter we will present our work. The results have been published in [37]. We will refer to DP as the population dynamics (PD) model and model A will be our nutrient dynamics. The words like nutrient, environment, or resource will all be used interchangeably to describe the fluctuating field coupled to DP. The reason for our choice of model A is primarily the fact that both the population dynamics model and model A have upper critical dimensions of 4. This facilitates the coupling of the two field theories. If we had mismatched upper critical dimensions, then marginal couplings of one theory could have been an either irrelevant or relevant couplings of the other.

So far the discussions about the population dynamics calculations, except for some notable cases mentioned in chapter 2, crucially relied on the assumption that the environment it sits in has no structure of its own. The effect of the uniform environment has been captured in the constant reproduction, death, and over-crowding rates. It is however instructive to impose a dynamics on the environment thus making the rates depend on the nutrient density. Basically it amounts to saying, an individual will get more(less) food depending on its position in the lattice and its age. In doing so, the environment dynamics will be affected too.

In more technical terms we will seek novel marginal couplings, involving both the population dynamics and model A fields that might de-stabilize the well known transition from active to absorbing state. It is natural to assume that the critical control parameters will be modified and we can write down an expansion of $r$ and $\tau$ about their mean field values, much in the same spirit as a Landau expansion

$$ r = r_0 + vs + \ldots, \quad (3.1) $$
$$ \tau = \tau_0 + \kappa\phi + w\phi^2/2! . \quad (3.2) $$

In the above expansion we have respected the absorbing state condition, hence the term linear in $\tilde{s}$ has been omitted. Dimensional analysis shows that $[\kappa] \sim \mu^{\nu/\tau}$, $[v] \sim \mu^{\delta/\tau}$,
\[
\begin{align*}
&1 \quad -\gamma v \\
&-\iota \omega + \gamma (r + q^2) \\
&1 \quad -\gamma u \\
&-\lambda g \\
&-\iota \omega + \lambda (\tau + q^2) \\
&-\lambda w \\
&2\gamma \\
&\lambda \bar{g}
\end{align*}
\]

Figure 3.1: The elements of perturbation theory. The black lines are model A propagators. The blue lines are the population dynamics propagators.

and \([w] \sim \mu^{4-d}\). The coupling \(\kappa\) is relevant in \(d = 4\) and must be tuned to zero to access the critical point. However, if we demand the existence of an up-down Ising symmetry, we can set \(\kappa\) to zero. The higher order terms are ignored as they are irrelevant in the renormalization group sense. Collecting all the terms, our model is given by,

\[
J\{\tilde{\phi}, \phi, \tilde{s}, s\} = J_A\{\tilde{\phi}, \phi\} + J_{PD}\{\tilde{s}, s\} + J_{int}\{\tilde{\phi}, \phi, \tilde{s}, s\}
\]

where

\[
J_{int}(\tilde{\phi}, \phi, \tilde{s}, s) = \int \left[ \gamma v \tilde{\phi}s + \frac{1}{2} \lambda w \tilde{s} \phi^2 \right].
\] (3.3)

In the path integral formulation, correlation functions and response functions can be determined by calculating the path integrals with the weight \(e^{-J}\), where the dynamic functional \(J\) describes the considered stochastic process. The interaction terms will be treated perturbatively.

### 3.1 Perturbation Theory

Following the standard procedure, the bilinear term in the action above is recognized as the Gaussian, or, the free theory term. The rest of the terms in the exponential \(e^{-(J_{\text{free}} + J_{\text{nonlinear}})}\) are expanded in a power series and averaged with the statistical weight \(e^{-J_{\text{free}}}\). The non-linearity induces corrections to the free theory that are represented conveniently by means of Feynman diagrams. The propagator and the vertices of the diagrammatical perturbation expansion are shown in Fig (3.1). Vertices are the nonlinear couplings that connect propagators together. We can use the time and the wave vector...
picture as well, where the propagator and the noise correlator are represented as a function of momentum and time as opposed to momentum and frequency. The propagators in the momentum-time representation read

\begin{align*}
G_A(q,t) &= \theta(t) \exp\left[-\gamma(r + q^2)t\right], \\
G_{PD}(q,t) &= \theta(t) \exp\left[-\lambda(\tau + q^2)t\right].
\end{align*} (3.4)

The Heaviside step function is defined with \(\theta(t=0) = 0\). This follows from the Itô discretization of the path integral and ensures causality. We will now calculate the one-loop order terms of our theory. The objects of perturbation theory which have to be calculated are the vertex functions, the amputated 1-particle irreducible graphs as a function of frequency and wave vector \(q\). All the graphs will be calculated to one loop order. The vertex functions will be denoted by \(\Gamma_{ij,kl}\), where the first pair of legs are the model A legs whereas the next pair are population dynamics legs. The first index in both the pairs represent the tilde field. The primitively divergent one-loop diagrams are shown in Fig (3.2). The self energy term is,

\[ \text{Fig}(3.2.1) = -\frac{\gamma u}{2} \int d^d k \frac{1}{r + k^2}. \] (3.6)

The diagram is quadratically divergent. The quadratic divergence however can be absorbed into the shift of the mean field critical distance \(r\). In order to do so, we will use
the fact that the susceptibility diverges at the critical point. It can be shown that,

$$\gamma \chi^{-1} = \lim_{q,\omega \to 0} \Gamma_{11,00}(q, \omega) = 0,$$

where $\Gamma_{11,00} = G_0(-q, -\omega)^{-1} - \Sigma(-q, -\omega)$. So at $r_c$ we have,

$$0 = r_c + u \frac{1}{2} \int d^d k \frac{1}{r_c + k^2} + O(u^2),$$

$$r_c = -u \frac{1}{2} \int d^d k \frac{1}{r_c + k^2}.$$

To $O(u)$

$$r_c = -u \frac{1}{2} \int d^d k \frac{1}{k^2} + O(u^2).$$

We define a new variable $\hat{r} = r - r_c$. The two point vertex function after the appropriate $r_c$ shift reads as,

$$\Gamma_{11,00}(q, \omega) = i \omega + \gamma (\hat{r} + q^2) - \frac{\gamma \hat{r} u}{2} \int d^d k \frac{1}{k^2(\hat{r} + k^2)}.$$

The integral above can be evaluated using Feynman parametrization,

$$\frac{\gamma \hat{r} u}{2} \int \frac{1}{k^2(\hat{r} + k^2)} = \frac{1}{2} \gamma \hat{r} u \int_0^1 dx \int d^d k \frac{1}{(k^2 + \hat{r} x)^2}$$

$$= \frac{1}{2} \gamma \hat{r} u \Gamma(1 + \frac{1}{2}) \Gamma(\frac{d}{2}) \frac{S_d \Gamma((1 + \frac{1}{2})\Gamma(\frac{d}{2}))}{(2\pi)^d \Gamma(2)(1 - \frac{d}{2}) \epsilon},$$

where $S_d$ is the surface area of the $d$ dimensional unit sphere, given by $S_d = 2\pi^{d/2}/\Gamma(d/2)$. Here we have employed the standard $\epsilon$ expansion along with the minimal subtraction. We kept the contribution which diverges, as $\epsilon$ goes to zero. For the extraction of the divergence in the diagram we set the external momentum and frequency to zero.

$$\text{Fig}(3.2.2) = \frac{3\gamma u^2}{2} \int d^d k \frac{1}{(\hat{r} + k^2)^2} + O(u^3)$$

$$= \frac{3\gamma u^2}{2} \frac{S_d \Gamma(1 + \frac{1}{2}) \Gamma(\frac{d}{2})}{(2\pi)^d \Gamma(2) \epsilon} \hat{r}^{-\epsilon/2}. $$

The self energy correction for population dynamics after absorbing the quadratic divergence in the shift of $\tau$, we have,

$$\Gamma_{00,11}(q, \omega) = i \omega + \lambda (\hat{r} + q^2) - \left(\frac{1}{8} \lambda g g \left[\frac{i \omega}{\lambda} + 2 \hat{r} + \frac{q^2}{2}\right] \int d^d k \frac{1}{k^2(k^2 + \hat{r})} \right)$$

$$+ \frac{1}{2} \lambda w \hat{r} \int d^d k \frac{1}{k^2(k^2 + \hat{r})}. $$

(3.12)
Similarly the model A four-point function to one loop order is given by,

\[ \Gamma_{00,21} = \frac{1}{2} \lambda g \frac{S_d}{(2\pi)^d} \frac{\Gamma(1 + \frac{\epsilon}{2})\Gamma(\frac{d}{2})}{\Gamma(2)} \hat{\tau}^{-\frac{\epsilon}{2}}. \]  

(3.13)

The divergent contribution to the \( \hat{\tau}^0 \) are

\[ \hat{\Gamma}_{00,00} = \frac{1}{2} \lambda g \frac{S_d}{(2\pi)^d} \frac{\Gamma(1 + \frac{\epsilon}{2})\Gamma(\frac{d}{2})}{\Gamma(2)} \hat{\tau}^{\frac{\epsilon}{2}}. \]  

(3.14)

The contributions to the \( \hat{\Gamma}_{01,01} \) are,

\[ \hat{\Gamma}_{01,00} = \frac{1}{2} \lambda g \frac{S_d}{(2\pi)^d} \frac{\Gamma(1 + \frac{\epsilon}{2})\Gamma(\frac{d}{2})}{\Gamma(2)} \hat{\tau}^{-\frac{\epsilon}{2}}. \]  

(3.15)

The two-point function for DP after appropriate subtraction, including the new diagram from \( w \), reads as,

\[ \Gamma(\omega) = \frac{(\lambda w)(\gamma v)}{\gamma + \lambda} \frac{S_d}{(2\pi)^d} \frac{\Gamma(1 + \frac{\epsilon}{2})\Gamma(\frac{d}{2})}{\Gamma(2)} \mu^{-\epsilon}, \]  

(3.16)

The contributions to the \( \Gamma_{02,11} \) are,

\[ \Gamma_{11,00} = \frac{1}{2} \lambda g \frac{S_d}{(2\pi)^d} \frac{\Gamma(1 + \frac{\epsilon}{2})\Gamma(\frac{d}{2})}{\Gamma(2)} \hat{\tau}^{\frac{\epsilon}{2}}. \]  

(3.17)

The contributions to the \( \Gamma_{11,11} \) are,

\[ \Gamma_{11,00} = \frac{1}{2} \lambda g \frac{S_d}{(2\pi)^d} \frac{\Gamma(1 + \frac{\epsilon}{2})\Gamma(\frac{d}{2})}{\Gamma(2)} \hat{\tau}^{-\frac{\epsilon}{2}}. \]  

(3.18)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.19)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.20)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.21)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.22)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.23)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.24)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.25)

We are now in a position to write down the full vertex functions. The model A two-point function after an appropriate \( r_c \) shift, is given by,

\[ \Gamma_{11,00} = i\omega + \gamma(\hat{\tau} + q^2) - \frac{1}{2} \gamma G_c u^{1-\epsilon/2} \frac{1}{\epsilon}. \]  

(3.26)
Similarly the two three-point functions are given by,

$$\Gamma_{00,12} = -\lambda g + \frac{1}{2} \lambda g^2 G_{\epsilon} \hat{\tau}^{-\epsilon/2} \frac{1}{\epsilon} + \lambda w v \hat{\tau}^{-\epsilon/2} G_{\epsilon} \frac{1}{\epsilon}, \quad (3.27)$$

$$\Gamma_{00,21} = \lambda \bar{g} - \frac{1}{2} \lambda \bar{g} g^2 G_{\epsilon} \hat{\tau}^{-\epsilon/2} \frac{1}{\epsilon}. \quad (3.28)$$

The correction to the new couplings are shown below.

$$\Gamma_{11,01} = -\gamma v + \frac{(\lambda w)(\gamma v)}{\lambda + \gamma} G_{\epsilon} \frac{1}{\epsilon} \mu^{-\epsilon} + \frac{(\gamma v)^2 (\lambda \bar{g})}{2\lambda (\lambda + \gamma)} G_{\epsilon} \frac{1}{\epsilon} \mu^{-\epsilon} + \frac{1}{2} \gamma w G_{\epsilon} \frac{1}{\epsilon} \hat{\tau}^{-\epsilon/2}, \quad (3.29)$$

$$\Gamma_{02,11} = -\lambda w + \frac{\lambda w u}{2} G_{\epsilon} \frac{1}{\epsilon} \hat{\tau}^{-\epsilon/2} + \frac{2(\lambda^2 w^2)}{\lambda + \gamma} G_{\epsilon} \frac{1}{\epsilon} \mu^{-\epsilon} + \frac{1}{4} \lambda \bar{g} w G_{\epsilon} \frac{1}{\epsilon} \hat{\tau}^{-\epsilon/2}$$

$$+ \frac{(\lambda w)(\gamma v)(\lambda \bar{g})}{\lambda (\lambda + \gamma)} G_{\epsilon} \frac{1}{\epsilon} \mu^{-\epsilon}. \quad (3.30)$$

Now, we will write down our renormalization scheme. We change the notation: the bare quantities stay the same while the renormalized quantities are written with a subscript $R$. Beginning with the known model A renormalization, we have,

$$\phi = Z^{1/2}_\phi \phi_R, \quad \tilde{\phi} = Z^{1/2}_{\tilde{\phi}} \tilde{\phi}_R, \quad \gamma = Z^{1/2}_\gamma Z^{-1/2}_\gamma \gamma_R, \quad \hat{\tau} = Z^{1/2}_{\hat{\tau}} Z^{-1/2}_{\hat{\tau}} \hat{\tau}_R, \quad G_{\epsilon} u = Z^{-1}_{\phi} Z^{-1}_{\gamma} Z u R \mu^\epsilon. \quad (3.31)$$

For the population dynamics field we have,

$$s = Z^{1/2}_s s_R, \quad \tilde{s} = Z^{1/2}_{\tilde{s}} \tilde{s}_R, \quad \bar{s} = Z^{-1/2}_s Z^{-1/2}_s \lambda \lambda_R, \quad \hat{\tau} = Z^{1/2}_{\hat{\tau}} [Z^{1/2}_{\hat{\tau}} + Y_{\hat{\tau}}] \lambda, \quad \sqrt{G_{\epsilon} g} = Z^{1/2}_{\lambda} Z^{-1/2}_{\lambda} g_R R \mu^\epsilon/2, \quad (3.32)$$

For the new couplings we define the renormalization constants as follows

$$\sqrt{G_{\epsilon} v} = Z^{-1}_{\phi} Z^{-1/2}_s Z^{-1}_{\gamma} Z \mu^\epsilon/2, \quad (3.33)$$

$$G_{\epsilon} w = Z^{-1}_{\phi} Z^{-1}_{\lambda} Z \mu^\epsilon/2. \quad (3.34)$$

It is not hard to see that under the coupling outlined above, model A does not pick up any corrections. So the well known model A renormalization stays the same. The multiplicative renormalization constants are [31]

$$Z_{\phi}, Z_{\tilde{\phi}} = 1 + O(u^2), \quad (3.34)$$

$$Z_{\gamma} = 1 + \frac{u_R}{2\epsilon}, \quad (3.35)$$

$$Z_u = 1 + \frac{3u_R}{2\epsilon}. \quad (3.36)$$

Employing similar technique for the population dynamics functions we have

$$\Gamma_{00,11} = \left[ Z^{1/2}_s Z^{1/2}_s - \frac{g R \bar{g} R}{8\epsilon} \right] i \omega + \left[ Z^{1/2}_s Z^{1/2}_s Z^{1/2}_s Z^{-1/2}_s Z^{-1/2}_s \lambda \lambda R - \frac{1}{16} \lambda R g_R \bar{g} R \right] q^2$$

$$+ Z^{1/2}_s Z^{1/2}_s Z^{-1/2}_s Z^{1/2}_s Z^{-1/2}_s Z^{1/2}_s Z^{-1/2}_s Z^{1/2}_s Z^{-1/2}_s \lambda \lambda R Z^{-1}_R [Z \hat{\tau}_R + Y \hat{\tau}_R] - \frac{1}{4\epsilon} \lambda R g_R \bar{g} R \hat{\tau}_R$$

$$- \frac{1}{2} \lambda R w \hat{R} \hat{R} - \frac{1}{\epsilon}. \quad (3.37)$$
\[
\Gamma_{00,12} = Z_s^{1/2} Z_s \left[ -Z_s^{-1/2} Z_s^{-1/2} Z_s \lambda R Z_s^{-1/2} Z_s \lambda^{-1} Z_s Z_g R + \frac{1}{2} \lambda R g R \bar{g} R \mu^{\prime 2} G_{\epsilon}^{-1} \right] + \frac{1}{2} \lambda R g R \bar{g} R \mu^{\prime 2} G_{\epsilon}^{-1} \frac{1}{\epsilon} + \lambda R w R v R G_{\epsilon}^{-1} \mu^{\prime 2} \frac{1}{\epsilon}. \tag{3.38}
\]

\[
\Gamma_{00,21} = Z_s Z_s^{1/2} \left[ -Z_s^{-1/2} Z_s^{-1/2} Z_s \lambda R Z_s^{-1/2} Z_s \lambda^{-1} Z_s Z_g R \mu^{\prime 2} G_{\epsilon}^{-1} \right] - \frac{1}{2} \lambda R g R \bar{g} R \mu^{\prime 2} G_{\epsilon}^{-1} \frac{1}{\epsilon}. \tag{3.39}
\]

We can read off the renormalization factors

\[
Z_s^{1/2} Z_s^{1/2} = 1 + \frac{g R g R}{8 \epsilon} + O((g R g R)^2) \tag{3.40}
\]

\[
Z_{\lambda} = 1 + \frac{1}{16 \epsilon} g R g R + O((g R g R)^2) \tag{3.41}
\]

\[
Z_{\tau} = 1 + \frac{1}{4 \epsilon} g R g R + O((g R g R)^2); Y_{\epsilon} = \frac{w R}{2 \epsilon} + O(w_R^2) \tag{3.42}
\]

\[
Z_g = 1 + \frac{1}{2 \epsilon} g R g R + w R v R \frac{1}{\epsilon} g R^{-1} + O((g R g R)^2) \tag{3.43}
\]

\[
Z_{\bar{g}} = 1 + \frac{1}{2 \epsilon} g R g R + O((g R g R)^2). \tag{3.44}
\]

For the mixed couplings we have,

\[
\Gamma_{11,01} = -\gamma R Z_v v R \mu^{\prime 2} G_{\epsilon}^{-1} + \frac{(\lambda R w R)(\gamma R v R)}{2 \lambda R (\lambda R + \gamma R)} G_{\epsilon}^{-1} \frac{1}{\epsilon} \mu^{\prime 2} + \frac{1}{2} \gamma R u R v R G_{\epsilon}^{-1} \mu^{\prime 2} \frac{1}{\epsilon}. \tag{3.45}
\]

\[
\Gamma_{02,11} = Z_{\phi} Z_s^{1/2} \left[ -Z_s^{-1/2} Z_s^{-1/2} Z_s \lambda R Z_s^{-1/2} Z_s \lambda^{-1} Z_s Z_{w R} \mu^{\prime 2} G_{\epsilon}^{-1} \right] + \frac{1}{(\lambda R + \gamma R)} \frac{g R g R \bar{g} R w R \mu^{\prime 2} G_{\epsilon}^{-1}}{4 \epsilon} + \frac{(\lambda R w R)(\gamma R v R)(\lambda R g R)}{\lambda R (\lambda R + \gamma R) \epsilon} \frac{1}{\epsilon} \mu^{\prime 2} + \frac{1}{2} \lambda R \epsilon R u R G_{\epsilon}^{-1} \frac{1}{\epsilon} \mu^{\prime 2}. \tag{3.46}
\]

So we have,

\[
Z_v = 1 + \frac{(\lambda R w R)}{\lambda R + \gamma R} \frac{1}{\epsilon} + \frac{(\gamma R v R)(\bar{g} R)}{2 (\lambda R + \gamma R)} \frac{1}{\epsilon} + \frac{u R}{2 \epsilon} + O((v R \bar{g} R)^2). \tag{3.47}
\]

\[
Z_w = 1 + \frac{(2 \lambda R w R)}{\lambda R + \gamma R} \frac{1}{\epsilon} + \frac{g R \bar{g} R}{4 \epsilon} + \frac{(\gamma R v R)(\bar{g} R)}{(\lambda R + \gamma R)} \frac{1}{\epsilon} + \frac{u R}{2 \epsilon} + O(w_R^2). \tag{3.48}
\]

We define dimensionless coupling parameters and the ratio of two time scales as,

\[
\hat{g}_R = g R \bar{g} R, \quad \hat{v}_R = v R \bar{g} R, \quad \rho = \frac{\gamma R}{\lambda R}. \tag{3.49}
\]
Rewriting the $Z$ factors in terms of these new parameters we have,

$$Z_s^{1/2}Z_s^{1/2} = 1 + \frac{\hat{g}_R}{8\epsilon} + O(g_R^2),$$  \hspace{1cm} (3.50)

$$Z_\lambda = 1 + \frac{1}{16\epsilon}\hat{g}_R + O(\hat{g}_R^2),$$  \hspace{1cm} (3.51)

$$Z_\tau = 1 + \frac{1}{4\epsilon}\hat{g}_R + O(\hat{g}_R^2); Y_\tau = \frac{w_R}{2\epsilon} + O(w_R^2),$$  \hspace{1cm} (3.52)

$$Z_g = 1 + \frac{1}{2\epsilon}\hat{g}_R + w_R\hat{v}_R\frac{1}{\epsilon}\hat{g}_R^{-1} + O(\hat{g}_R^2),$$  \hspace{1cm} (3.53)

$$Z_{\hat{g}} = 1 + \frac{1}{2\epsilon}\hat{g}_R + O(\hat{g}_R^2),$$  \hspace{1cm} (3.54)

$$Z_v = 1 + \frac{w_R}{(1 + \rho)\epsilon} + \frac{\rho\hat{v}_R}{2(1 + \rho)\epsilon} + \frac{u_R}{2\epsilon} + O(\hat{v}_R^2),$$  \hspace{1cm} (3.55)

$$Z_w = 1 + \frac{(2w_R)}{(1 + \rho)\epsilon} + \frac{\hat{g}_R}{4\epsilon} + \frac{\rho\hat{v}_R}{(1 + \rho)\epsilon} + \frac{u_R}{2\epsilon} + O(w_R^2).$$  \hspace{1cm} (3.56)

The variation of the non-linear coupling constants with the scale transformation $\mu$ is given by the beta functions. The beta functions are defined as the logarithmic derivative of the renormalized coupling constants with respect to the momentum scale $\mu$ keeping the bare values of the respective parameters fixed. The zeros of the beta functions are the fixed points of interest. Hence

$$\beta_\circ = \mu \partial_\mu \circ |_{\text{bare}},$$  \hspace{1cm} (3.57)

where $\circ$ stands for one of the nonlinear couplings, $u_R, g_R, \bar{g}_R, \bar{v}_R, w_R$. The $\beta$ functions for our model are

$$\beta_u = -\epsilon u_R + \frac{3u_R^2}{2},$$  \hspace{1cm} (3.58)

$$\beta_{\hat{g}} = -\epsilon \hat{g}_R + \frac{3\hat{g}_R^2}{4} + \hat{v}_R w_R,$$  \hspace{1cm} (3.59)

$$\beta_{\hat{v}} = -\epsilon \hat{v}_R + \hat{v}_R \left[ \frac{5\hat{g}_R}{16} + \frac{w_R}{1 + \rho} + \frac{\rho \hat{v}_R}{2(1 + \rho)} + \frac{u_R}{2} \right],$$  \hspace{1cm} (3.60)

$$\beta_w = -\epsilon w_R + w_R \left[ \frac{3\hat{g}_R}{16} + \frac{2w_R}{1 + \rho} + \frac{\rho \hat{v}_R}{(1 + \rho)} + \frac{u_R}{2} \right].$$  \hspace{1cm} (3.61)

For detailed calculations please see the appendix. We also evaluate the flow equation for the ratio of time scales $\rho$.

$$\beta_\rho = \mu \partial_\mu \rho = \frac{\gamma_R}{\lambda_R} \mu \partial_\mu \ln \gamma_R - \frac{\gamma_R}{\lambda_R} \mu \partial_\mu \ln \lambda_R$$

$$= \frac{\gamma_R}{\lambda_R} \mu \partial_\mu \ln (Z_\phi^{1/2}Z_\phi^{1/2}Z_\gamma^{1/2}) - \frac{\gamma_R}{\lambda_R} \mu \partial_\mu \ln (Z_s^{1/2}Z_s^{1/2}Z_\lambda^{1/2})$$

$$= \frac{\gamma_R}{\lambda_R} \left[ -\frac{1}{2} \zeta_\phi + \frac{1}{2} \zeta_\phi - \zeta_\gamma \right] - \frac{\gamma_R}{\lambda_R} \left[ \frac{1}{2} \zeta_s + \frac{1}{2} \zeta_s - \zeta_\lambda \right]$$

$$= -\frac{\gamma_R}{\lambda_R} \left[ \frac{1}{2} \zeta_s + \frac{1}{2} \zeta_s - \zeta_\lambda \right]$$

$$= \rho \left[ \frac{\hat{g}_R}{8} - \frac{\hat{g}_R}{16} \right] = \rho \frac{\hat{g}_R}{16}. \hspace{1cm} (3.62)$$
3.2 Fixed Points

The $\beta$ functions describe how the dimensionless non-linear marginal coupling constants transform under scale transformation. In order to access the scale invariant regime, we have to look for the zeros of the $\beta$ function. Not all zeros of the $\beta$ function are infrared (IR) stable. The positive value of the derivative of the $\beta$ function at the fixed point gives us the IR stable fixed point. The zeros of the $\beta$ function are given by

$$0 = -\epsilon u_R + \frac{3u^2_R}{2}$$  \hspace{1cm} (3.63)
$$0 = -\epsilon \hat{g}_R + \frac{3\hat{g}^2_R}{4} + \hat{v}_R w_R$$  \hspace{1cm} (3.64)
$$0 = -\epsilon \hat{v}_R + \hat{v}_R \left(\frac{5\hat{g}_R}{16} + \frac{w_R}{1+\rho} + \frac{\rho \hat{v}_R}{2(1+\rho)} + \frac{u_R}{2}\right)$$  \hspace{1cm} (3.65)
$$0 = -\epsilon w_R + w_R \left(\frac{3\hat{g}_R}{16} + \frac{2w_R}{1+\rho} + \frac{\rho \hat{v}_R}{(1+\rho)} + \frac{u_R}{2}\right)$$  \hspace{1cm} (3.66)
$$0 = \rho \hat{g}_R$$  \hspace{1cm} (3.67)

From Eqn (3.63) we see that there are only two solutions for $u^*_R$. They are, $u^*_R = 0, \frac{2\epsilon}{3}$. Now $\partial_{u_R} \beta_{u_R} |_{u^*_R}$ are $-\epsilon$ and $-\epsilon + 3 * \frac{2\epsilon}{3} = \epsilon$. Hence $u^*_R = \frac{2\epsilon}{3}$ is the IR stable fixed point. From Eqn (3.62) we see that, a non zero value of $\rho$ implies $\hat{g}^*_R = 0$. Substituting these values for $u_R$ and $\hat{g}_R$ we have

$$\hat{v}_R w_R = 0$$ \hspace{1cm} (3.68)

$$-\epsilon \hat{v}_R + \hat{v}_R \left(\frac{w_R}{1+\rho} + \frac{\rho \hat{v}_R}{2(1+\rho)} + \frac{\epsilon}{3}\right) = 0$$ \hspace{1cm} (3.69)

$$-\epsilon w_R + w_R \left(\frac{2w_R}{1+\rho} + \frac{\rho \hat{v}_R}{(1+\rho)} + \frac{\epsilon}{3}\right) = 0$$ \hspace{1cm} (3.70)

There are three possible solutions for $\hat{v}^*_R$ and $w^*_R$.

i) $\hat{v}^*_R = 0, w^*_R = 0$.

ii) $\hat{v}^*_R = 0, -\frac{2\epsilon}{3} + \frac{2w_R}{1+\rho} = 0 \Rightarrow w^*_R = \frac{\epsilon(1+\rho)}{3}$.

iii) $w^*_R = 0, -\frac{2\epsilon}{3} + \frac{(\rho \hat{v}_R)}{2(1+\rho)} = 0 \Rightarrow \hat{v}^*_R = \frac{4\epsilon(1+\rho)}{3\rho}$.

The matrix of the partial derivatives of the $\beta$ function is,

$$M = \left(\begin{array}{cccc}
\partial_{\hat{g}_R} \beta_{\hat{g}} & \partial_{\hat{g}_R} \beta_{\hat{g}} & \partial_{w_R} \beta_{\hat{g}} \\
\partial_{\hat{v}_R} \beta_{\hat{v}} & \partial_{\hat{v}_R} \beta_{\hat{v}} & \partial_{w_R} \beta_{\hat{v}} \\
\partial_{\hat{g}_R} \beta_w & \partial_{\hat{v}_R} \beta_w & \partial_{w_R} \beta_w
\end{array}\right),$$

which, for our purpose takes the form

$$M = \left(\begin{array}{cccc}
-\epsilon + \frac{3\hat{g}_R}{2} & \frac{5\hat{g}_R}{16} - \frac{2\epsilon}{3} + \frac{w_R}{1+\rho} & \frac{w_R}{1+\rho} & \frac{\hat{v}_R}{1+\rho} \\
\frac{5\hat{g}_R}{16} - \frac{2\epsilon}{3} + \frac{w_R}{1+\rho} + \frac{\hat{v}_R}{1+\rho} & -\frac{2\epsilon}{3} + \frac{3\hat{g}_R}{16} + \frac{w_R}{1+\rho} + \frac{\rho \hat{v}_R}{1+\rho} & \frac{w_R}{1+\rho} & \frac{\hat{v}_R}{1+\rho} \\
\frac{5\hat{g}_R}{16} - \frac{2\epsilon}{3} + \frac{w_R}{1+\rho} & \frac{w_R}{1+\rho} & \frac{\hat{v}_R}{1+\rho} & \frac{w_R}{1+\rho}
\end{array}\right).$$
Plugging in the solution i) in the above matrix we have

\[ M_i = \begin{pmatrix} -\epsilon & 0 & 0 \\ 0 & -\frac{2\epsilon}{3} & 0 \\ 0 & 0 & -\frac{2\epsilon}{3} \end{pmatrix}. \]

The solution i) is completely unstable in all directions. For the second solution we have

\[ M_{ii} = \begin{pmatrix} -\epsilon & \frac{\epsilon(1+\rho)}{3} & 0 \\ 0 & -\frac{\epsilon}{3} & 0 \\ \frac{\epsilon(1+\rho)}{16} & \frac{2\epsilon}{3} & \frac{2\epsilon}{3} \end{pmatrix}. \]

The above matrix has two negative eigenvalues \(-\epsilon\) and \(-\frac{\epsilon}{3}\) respectively. Thus it is unstable in \(\hat{g}_R\) and \(\hat{v}_R\) directions. The third solution leads to

\[ M_{iii} = \begin{pmatrix} -\epsilon & 0 & \frac{4\epsilon(1+\rho)}{3\rho} \\ \frac{5\epsilon(1+\rho)}{12\rho} & \frac{2\epsilon}{3} & \frac{4\epsilon}{3} \\ 0 & 0 & \frac{2\epsilon}{3} \end{pmatrix}. \]

This matrix also has a negative eigenvalue of \(-\epsilon\), hence the solution is unstable in the \(\hat{g}_R\) direction. So we conclude that in the critical infrared limit the stable fixed point solutions of Eqn (3.62) and Eqn (3.63) are

\[ u^*_R = \frac{2\epsilon}{3}, \quad \rho^* = 0. \quad (3.71) \]

We can plug those values in the \(\beta\) functions and look for IR stable solutions for \(\hat{g}_R\), \(\hat{v}_R\) and \(w_R\). The \(\beta\) function is given by

\[ 0 = -\epsilon \hat{g}_R + \frac{3\hat{g}_R^2}{4} + \hat{v}_R w_R \quad (3.72) \]
\[ 0 = -\frac{2\epsilon \hat{v}_R}{3} + \hat{v}_R \left( \frac{5\hat{g}_R}{16} + w_R \right) \quad (3.73) \]
\[ 0 = -\frac{2\epsilon w_R}{3} + w_R \left( \frac{3\hat{g}_R}{16} + 2w_R \right). \quad (3.74) \]

There are three possible solutions to the above simultaneous equations. Only one of them is fully coupled though.

iv) \(\hat{v}_R^* = 0, \ w_R^* = 0, \ \hat{g}_R^* = \frac{4\epsilon}{3}\).

v) \(\hat{v}_R^* = 0, \ \hat{g}_R^* = \frac{4\epsilon}{3}, \ 0 = -\frac{2\epsilon}{3} + \frac{\epsilon}{4} + 2w_R \Rightarrow w_R^* = \frac{5\epsilon}{24}\).

vi) \(\hat{g}_R^* = \frac{32\epsilon}{27}, \ w_R^* = \frac{4\epsilon}{27}, \ \hat{v}_R^* = -\frac{8\epsilon}{7}\).

We are in a position to check for the stability of these solutions. The stability matrix is

\[ M = \begin{pmatrix} -\epsilon + \frac{3\hat{g}_R}{2} & \frac{5\hat{g}_R}{16} & \frac{\hat{v}_R}{5} \\ -\frac{2\epsilon}{3} + \frac{\epsilon}{4} + w_R & 0 & -\frac{2\epsilon}{3} + \frac{3\hat{g}_R}{16} + 4w_R \end{pmatrix}. \]
The stability matrix for solution iv) is

$$M_{iv} = \begin{pmatrix} +\epsilon & 0 & 0 \\ 0 & -\frac{5}{4} & 0 \\ 0 & 0 & -\frac{5\epsilon}{12} \end{pmatrix}.$$ 

The solution iv) is unstable in $v_R$ and $w_R$ directions. The matrix $M$ for solution v) is

$$M_v = \begin{pmatrix} +\epsilon & \frac{5\epsilon}{24} & 0 \\ 0 & -\frac{25}{24} & 0 \\ \frac{5\epsilon}{16+8} & 0 & \frac{11\epsilon}{12} \end{pmatrix}.$$ 

The solution is unstable in $v_R$ direction.

The last solution is a fully coupled fixed point. The stability matrix has three eigenvalues with positive real parts indicating that this fixed point is IR stable. However, the fact that it is associated with $\rho^*=0$ raises an important issue. Physically, $\rho \to 0$ implies that the dynamics of model A freezes on the time scale of the population dynamics fields, i.e. they now evolve in an environment characterized by quenched disorder. The key question, of course, is how to incorporate this quenched disorder into the directed percolation functional. In a first attempt [38], a time-delocalized vertex, of the form

$$-\frac{\lambda^2}{2} f_3 \int d^4 r \left[ \int \! dt \, \bar{s}(x,t) s(x,t) \right]^2$$

is added to the action. This vertex arises from an additional quenched contribution in the correlations of a Langevin noise:

$$\langle \zeta(x,t) \zeta(x',t') \rangle = \lambda \left\{ g s(x,t) \delta(t-t') + f_3 s(x,t) s(x',t') \right\} \delta(x-x')$$

with $f_3 > 0$ due to positivity. Including this vertex into the DP action and performing the RG analysis [38], one finds only unphysical fixed points. Integrating the Wilson $\beta$-function for the new coupling directly yields a run-away solution. It is possible that the transition into the absorbing state, in the presence of the Model A background, becomes first order.

There is, however, another possibility of incorporating the frozen background, and the details here are left to future work. If we consider the Model A functional at its critical point, the Model A fields develop power law correlations. In other words, not only are the fluctuations of the environment quenched, but they also carry long-ranged correlations. In the most naive approach, one might expect these to modify the critical parameter of the DP fields, i.e.,

$$\tau = \tau_0 + f_4 \left( \bar{\psi}(x) \psi(x') \right)$$

where the overbar denotes a (critical) average within the Model A dynamics. With $\bar{\psi(x)\psi(x')} \sim |x-x'|^{2-d-\eta}$ (where $\eta$ is the usual correlation exponent), one now has to consider the DP action in the presence of this correlated quenched randomness. The technical tools for this analysis have been developed [39] and can be carried over to models describing scale invariant behavior far from equilibrium [40]. However, the details remain to be worked out.
Chapter 4

Totally Asymmetric Simple Exclusion Process

4.1 Introduction

Our second project is on a specific type of driven diffusive model, namely the Totally Asymmetric Simple Exclusion Process (TASEP) model. This model will be my primary focus for the rest of the discussion. TASEP was originally proposed by MacDonalds and Gibbs in context of protein synthesis [4] and by Spitzer [5] in the context of stochastic interacting particle models. The model has found applications in diverse fields like molecular motors moving on micro tubules [41, 42], traffic [43], single-file diffusion [44], and economics [45]. In the long-time and large scale limit, the TASEP is described by a noisy Burgers equation [46], or similarly by the Kardar-Parisi-Zhang equation [47]. Hence it should come as no surprise that the TASEP model shares some generic features with the asymptotic properties of directed polymers in a random medium. Our work is primarily motivated by the work of Adams et al. [6]. We will postpone any discussion of our work until chapter 5. In this chapter we will introduce the model and summarize some generic features. We will also report the findings of Adams et al. [6], and point out the open question they posed.

4.2 Model

In the standard TASEP model the particles are allowed to hop unidirectionally with a unit rate along a one-dimensional lattice [5, 48]. The lattice sites are labeled by integers, \( i \in \{0, 2M - 1\} \). The lattice constant is \( a = L/2M \). The particles are subjected to hardcore repulsion, so that at a given instant of time two particles cannot occupy the same lattice site. The evolution of the occupation \( \eta_i \) in a given time interval \( dt \), is given
by
\[ \eta_i(t + dt) = \begin{cases} 
\eta_i(t) & \text{with probability } 1 - 2dt \\
\eta_{i-1}(t) + \eta_i(t) - \eta_{i-1}(t)\eta_i(t) & \text{with probability } dt \\
\eta_i(t)\eta_{i+1}(t) & \text{with probability } dt, 
\end{cases} \]  
(4.1)

where the first line accounts for the failure to update both the \((i - 1, i)\) and \((i, i + 1)\) bonds. The second line represents the update of the \((i - 1, i)\)th bond and the third line corresponds to the update of the \((i, i + 1)\)th bond (see [49]). In conclusion, the equation governing the evolution of the average occupation is
\[ \frac{d\langle \eta_i \rangle}{dt} = \langle \eta_{i-1} \rangle - \langle \eta_i \rangle - \langle \eta_{i-1}\eta_i \rangle + \langle \eta_i\eta_{i+1} \rangle. \]  
(4.2)

We can see from the above equation that the time evolution of the one-point correlation function depends on the two-point correlation function and it can be shown that the two-point correlation function depends on the three-point function. This hierarchical structure, is well known as the BBGKY hierarchy. Fortunately however, this model can be solved exactly and the stationary probability distribution can be found for arbitrary system sizes.

### 4.3 The Steady State for TASEP on a Ring

In the case of the periodic TASEP, the steady state is not difficult to find. For a system with \(L\) sites containing a constant number of particles \(N\), \(L!/N!(L - N)!\) distinct configurations exist. All these configurations are equally likely. The reason for this is, if \(R\) is the total number of clusters (i.e. an array of occupied sites without an unoccupied site in between the first and the last occupied site) in a given configuration \(C\), then in unit time, the outflux of probability from configuration \(C\) is \(R(C)P(C)\) (the first particle in each cluster hops). The influx of probability is \(\sum_{C'} P(C')\) where the sum runs over just \(R\) configurations (because \(C'\)’s can be realized by moving the last particle of each cluster in \(C\) one step backward) [5, 50]. The stationarity condition thus demands that all the configurations have equal weight. The steady state probability distribution is
\[ P_{\text{steady}} = \frac{N!(L - N)!}{L!}. \]  
(4.3)

This discussion can be found in [49]. It then follows that the one-point and two-point functions are
\[ \langle \eta_i \rangle = \frac{N}{L}, \quad \langle \eta_i\eta_j \rangle_{i \neq j} = \frac{N(N - 1)}{L(L - 1)}. \]  
(4.4)

Other exactly calculated observables are the average velocity of a particle, and the diffusion constant of a tagged particle on a ring [51, 52, 53, 54]. The velocity \(V\) and the diffusion constant \(\Delta\) are given by
\[ V = \lim_{t \to \infty} \frac{\langle Y_t \rangle}{t}, \quad \Delta = \lim_{t \to \infty} \frac{\langle Y_t^2 \rangle - \langle Y_t \rangle^2}{t}, \]  
(4.5)
where $Y_t$ is the number of hops the particle has undergone in time $t$. The exact calculation yields [54]

$$V = \frac{L - N}{L - 1}, \quad \Delta = \frac{(2L - 3)!}{(2N - 1)!(2L - 2N - 1)!} \left[ \frac{(N - 1)!(L - N)!}{(L - 1)!} \right]^2. \quad (4.6)$$

In the thermodynamic limit $\Delta \sim L^{-1/2}$, showing that the second moment of the fluctuation in the distance traveled by the tagged particle is subdiffusive.

### 4.4 Interface Equivalence

The TASEP can be mapped to an interface growth model that belongs to the Kardar-Parisi-Zhang (KPZ) universality class [47]. The methods discussed here can be found in [55]. At a given instant of time $t$ the microscopic state of the system is completely characterized by the set of occupation numbers $\eta_i \in \{0, 1\}$. The rate of change of the occupation index follows a continuity equation inside the bulk given by

$$\partial_t \eta_i(t) = J_{i-1}(t) - J_i(t), \quad (4.7)$$

where $J_i = \eta_i(1 - \eta_{i+1})$ is the current, flowing out of the $i^{th}$ site. If one chooses to ignore all the fluctuation effects completely, the equation governing the evolution of the average local density $\bar{\rho}_i(t) = \langle \eta_i(t) \rangle$ is the same as Eqn (4.7). The $\langle \ldots \rangle$ stands for the average of the occupation number at a given location $i$. To do so we have to take the average of Eqn (4.7) and ignore all the correlation effects (i.e. $\langle \eta_i(t)\eta_{i+1}(t) \rangle = \langle \eta_i(t) \rangle \langle \eta_{i+1} \rangle$). This approximation is generally called the mean field approximation. In this case the rate equation reduces to

$$\bar{\rho}_i(1 - \bar{\rho}_{i+1}) = J. \quad (4.8)$$

It turns out, the mean field approximation is exact for the periodic TASEP (for a review see [56]). In order to derive the full stochastic equation of motion for the TASEP, we express the occupation density and the current density as a sum of a deterministic and a fluctuating part

$$\rho_i = \bar{\rho}_i + \delta \rho_i \quad \text{and} \quad J_i = \rho_i(1 - \rho_{i+1}) + \delta J_i. \quad (4.9)$$

The method is very commonly used in context of electron transport [57]. The steady state density is assumed to be spatially translation invariant (i.e. $\bar{\rho}_i = \bar{\rho}$). The Eqn (4.7), due to Eqn (4.9), can be expressed as

$$\partial_t \delta \rho_i(t) = (1 - \bar{\rho})[\delta \rho_{i-1} - \delta \rho_i] - \bar{\rho}[\delta \rho_i - \delta \rho_{i+1}] + \delta \rho_i[\delta \rho_{i+1} - \delta \rho_i] - \delta J_i + \delta J_{i-1}. \quad (4.10)$$

The current fluctuations obey the Gaussian statistics, such that

$$\langle \delta J_i(t)\delta J_j(t') \rangle = Var[J] \delta_{i,j} \delta(t - t'), \quad (4.11)$$
where

\[ Var[J] = \bar{\rho}(1 - \bar{\rho})[1 - \bar{\rho}(1 - \bar{\rho})]. \] (4.12)

The expression for the variance of \( J \) can be obtained by observing that \( J^2_i = J_i \), so that \( Var[J] = \langle J \rangle(1 - \langle J \rangle) \). In the continuum limit Eqn (4.10) yields the well known stochastic equation of motion [55, 58]

\[ \partial_t \phi(x, t) + (v - 2\phi(x, t))\partial_x \phi(x, t) = \frac{1}{2} \partial_x^2 \phi(x, t) - \partial_x \xi(x, t). \] (4.13)

Eqn (4.13) has been derived by setting \( x = ia \) and by introducing the fields

\[ \phi(x, t) = \delta \rho_i(t) \quad \text{and} \quad \xi(x, t) = \delta J_i(t). \] (4.14)

The partial derivative in front of \( \xi \) is due to the fact that, inside the bulk, the particle number is locally conserved. The lengths are measured in units of lattice spacing \( a \). The noise \( \xi \) is a Gaussian white noise with noise strength equal to \( Var[J] \). The collective drift velocity is \( v = 1 - 2\bar{\rho} \) and changes its sign at \( \bar{\rho} = \frac{1}{2} \). For a TASEP on a ring, the drift term can be eliminated by a Galilean transformation \( x' = x - vt \). The ensuing equation for the time evolution of the fluctuation is known as the noisy Burgers equation [46]. In 1-d, the Burgers equation can be recast into the KPZ equation for surface growth upon introducing a new field \( h \) via \( \phi = \partial_x h \). The KPZ equation is

\[ \frac{\partial h(x, t)}{\partial t} = \frac{1}{2} \frac{\partial^2 h(x, t)}{\partial x^2} + \lambda \left( \frac{\partial h(x, t)}{\partial x} \right)^2 + \xi(x, t), \] (4.15)

where \( \lambda \) is the anharmonic coupling strength. For the symmetric exclusion process, where the probability to hop forward is equal to the probability to hop backward, the interface does not move but fluctuates about the equilibrium profile. The time evolution of the fluctuation is not governed by the KPZ growth equation but rather by the Edwards-Wilkinson (EW) equation [59],

\[ \frac{\partial h(x, t)}{\partial t} = \frac{1}{2} \frac{\partial^2 h(x, t)}{\partial x^2} + \xi(x, t). \] (4.16)

The Eqn (4.15) can be generalized to include higher order nonlinearities. The general form is given by

\[ \frac{\partial h(x, t)}{\partial t} = \frac{1}{2} \frac{\partial^2 h(x, t)}{\partial x^2} + \sum_{n=0}^{\infty} \lambda_n \left( \frac{\partial h(x, t)}{\partial x} \right)^n + \xi(x, t). \] (4.17)

In absence of the constant and the drift term in Eqn (4.17) the two point correlation function takes the form [55, 58, 60, 61]

\[ C(x, t) \sim x^{2\chi - 2} G \left( \frac{t}{x^z} \right), \] (4.18)

where \( \chi \) and \( z \) are the roughness [70] and the dynamic exponent respectively. The scaling function \( G(s) \) goes to a constant as \( s \to 0 \), implying \( C(x, 0) \sim x^{2\chi - 2} \) [55]. As \( s \to \infty \) the
scaling function behaves as \( G(s) \to s^{(2\chi - 2)/z} \), implying \( C(0, t) \sim t^{(2\chi - 2)/z} \). We can define another exponent called the growth exponent \( \beta \) related to the two other exponents by a scaling law \( z = \chi/\beta \).

In the RG sense these two equations, the EW and KPZ, have two distinct fixed points. The EW fixed point, in one dimension, is characterized by the critical exponents \( \beta = 1/4 \) and \( z = 2 \) [59]. The Edwards-Wilkinson fixed point also characterizes the systems with odd order non-linearity in the rate equation, starting with the cubic term. The cubic term is marginally irrelevant at the EW fixed point.

The presence of the \( (\partial h/\partial x)^2 \) term in the rate equation however, breaks the \( h \to -h \) symmetry, leading to a new universality class. The coupling \( \lambda \) is a relevant coupling for the EW fixed point and hence the RG flow takes the system away to a new fixed point called the KPZ fixed point. The exponents for the KPZ fixed point, in one dimension, are \( \beta = 1/3 \) and \( z = 3/2 \) [47].

### 4.5 Steady State for an Open TASEP

An open TASEP is a generalization of the closed TASEP. The extension of the periodic TASEP is achieved by coupling the system to two particle baths that are maintained at fixed densities \( \rho_{\text{left}} = \alpha \) and \( \rho_{\text{right}} = 1 - \beta \). A particle can hop into the system with a rate \( \alpha \) from the left reservoir only if the zeroth site is unoccupied and a particle can leave the last occupied site with a rate \( \beta \) on the right. The stationary probabilities for the steady state for the open TASEP can be calculated exactly [62, 63]. The time evolution, Eqn (4.2), of the occupation number for the bulk remains invariant, at the boundary, however, they are modified to incorporate the coupling of the two reservoirs to the system.

\[
\frac{d\langle \eta_0 \rangle}{dt} = \alpha (\langle 1 - \eta_0 \rangle - \langle \eta_0 (1 - \eta_1) \rangle)
\]

\[
\frac{\langle \eta_{2M-1} \rangle}{dt} = \langle \eta_{2M-2} (1 - \eta_{2M-1}) \rangle - \beta \langle \eta_{2M-1} \rangle.
\]

The stationary state of this model has been extensively studied. In the open system three phases have been identified. The phase diagram of the TASEP model is shown in Fig (4.1). The phases are known as the high-density (HD), low-density (LD) and the max-current (MC) phases. The high density and the low density phases are related to one another by particle-hole symmetry. The system undergoes a discontinuous transition along the co-existence line \( \alpha = \beta < 1/2 \), while the lines \( \alpha = 1/2 \leq \beta \) and \( \beta = 1/2 \leq \alpha \) mark continuous transitions. In the thermodynamic limit the bulk density \( \bar{\rho}_i = \langle \eta_i \rangle \) is given by \( \rho_{\text{left}} = \alpha \), \( \rho_{\text{right}} = 1 - \beta \) and \( 1/2 \) for low-density, high-density and max-current phases respectively. On the line \( \alpha = \beta < 1/2 \), both the HD and the LD phases co-exist [62, 63].

The dynamic properties of the TASEP model are, however, a very nontrivial issue. The largest relaxation time for the closed TASEP has been derived [63, 64, 65, 66]. The dynamic exponent was found to be \( z = 3/2 \). For the open system no exact has yet been found but there are strong evidences that \( z = 3/2 \) for the largest relaxation time for the
max current phase [67].

4.6 The Power Spectrum

This section predominantly contains the discussion of the power spectrum. A power spectrum gives the distribution of the signal’s power in a given frequency bin. It is a positive real valued function of the frequency variable associated with a stationary stochastic process. If the signal $f(t)$ is square integrable then the associated power spectrum $I(\omega)$ is defined as

$$I(\omega) = \left| \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(t)e^{-i\omega t}dt \right|^2.$$  \hspace{1cm} (4.21)

For a stochastic process the signal $f(t)$ is a random variable. Therefore Eqn (4.21) has to be modified. The power spectrum for an underlying stochastic process is defined as

$$I(\omega) = \left\langle \left| \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(t)e^{-i\omega t}dt \right|^2 \right\rangle.$$ \hspace{1cm} (4.22)

The angular brackets represent averaging over the total number of realizations in the steady state. If the signal takes only discrete values, the above definition of the power spectrum can be generalized to the discrete case as well.

The power spectrum in context of the open TASEP model has been studied by Pierobon et al. [55]. They have looked at the power spectrum of a local density fluctuation in the co-existence phase. David Adams et al. [6] studied the power spectrum of the total
number of particles of an open TASEP in its different phases. If $N(t)$ is the total number of particles inside the lattice at time $t$, the power spectrum is defined as $I(\omega) = \langle |\tilde{N}(\omega)|^2 \rangle$, $\tilde{N}(\omega)$ being the Fourier transform of $N(t)$. A typical time series for the total occupancy, $N(t)$, for an open TASEP of system size $L = 600$ is shown in Fig (4.2), for two different regimes. The representative values of $\alpha$ and $\beta$ are $(0.2, 0.7)$ and $(0.7, 0.7)$ for the low density and the max current phases, respectively. Fig (4.3) shows the power spectrum for the total occupancy in the MC and low density phases. Due to the particle hole symmetry, the power spectrum in the high density phase is not shown explicitly. For a discrete time-series $N(t)$, the Fourier transform $\tilde{N}(\omega)$ is defined as: $\tilde{N}(\omega) = \sum_{t=1}^{T} N(t) e^{-i\omega t}$, where $T$ is the total span of measurement in the steady state and $\omega = \frac{2\pi m}{T}$ with $m = 0, 1,..., T - 1$. The power spectrum in the MC phase shows a power law decay except for very high and very low values of $\omega$. The decay exponent was reported to be 1.62 [6]. The flat part of the graph for small values of $\omega$ is due to the finite system size $L$, where there is a crossover. The theoretical discussion on the scaling form of the power spectrum in MC and co-existence phases can be found in [6].

In spite of the fact that $N(t)$ in the low density phase shows no interesting features, the power spectrum exhibits pronounced oscillations that eventually decay into a power law for large $\omega$. This feature was not observed before and called for some careful study. In order to explain the unexpected oscillations the authors resort to the linearized biased coarse grained Langevin equation

$$\partial_t \phi(x,t) + v \partial_x \phi = D \partial_x^2 \phi - \partial_x \xi.$$  

The choice of neglecting the non-linear term can be physically motivated. The non-
linearity becomes crucial when the drift \( v \) is small, like around the phase boundary \( \alpha = 1/2 \leq \beta \) or \( \beta = 1/2 \leq \alpha \). But in the LD phase the density of the particles is small, and non-linearity can be ignored safely. Under this approximation the power spectrum can be computed exactly [6]. It is given by

\[
I(\omega) = \frac{8ADT}{v^3} \text{Re} \left[ \frac{e^{ik_L} - 1}{R(1-R)^2} + \frac{e^{ik'_L} - 1}{R^*(1+R^*)^2} \right], \tag{4.24}
\]

where \( R = \sqrt{1 - 4iD\omega/v^2} \) and \( k_{\pm} = iv(-1 \pm R)/2D \). The quantity \( A \) is the noise strength given by \( \langle \xi(x, t)\xi(x', t') \rangle = A\delta(x - x')\delta(t - t') \). It appears that the noise strength \( A \) is equal to \( \text{Var}[J] \) in Eqn (4.11). Since the steady state distribution of an open TASEP is not a product measure, it remains to be checked if \( A \) is indeed equal to \( \text{Var}[J] \). For the time being we will keep it as \( A \). \( T \) is the total span of time over which the data for \( N(t) \) have been recorded. The power spectrum can be studied for three different regions; a) \( \omega \rightarrow 0 \), b) \( \omega \ll v^2/D \), c) \( \omega \rightarrow \infty \). In the first limit the power spectrum goes to a constant and can be used to fit \( A \), for the third region it decays to a power law. Detailed discussion of all these three regions are in [6]. The region that directly concerns our work is the second region \( \omega \ll v^2/D \). In this region, the power spectrum shows pronounced oscillation and is given by the expression [6]

\[
I(\omega) = \frac{2AvT}{D\omega^2} \left[ 1 - e^{-\frac{D\omega^2}{v^2}} \cos(\omega L/v) \right]. \tag{4.25}
\]

We can see that Eqn (4.25) is oscillatory. The minima are integer multiples of \( vT/L \).
in $m$, where $\omega = 2\pi m/T$. The location of the minima falls off inversely as the system size and goes up linearly with the average drift velocity $v$, which in turn falls off linearly with density. The authors of Ref [6] used Eqn (4.24) to fit the simulation data for the power spectrum. In the theory, the quantities $A$ and $D$ are used as the fitting parameters. Since the entrance rate $\alpha$ is the bulk density in the low density phase, the average drift velocity $v$ is not a fitting parameter but a constant. We show two typical fits in Fig (4.4) for system sizes $L = 100$ and 200 respectively. The data have been generated by us but we have used the fitting function given by Eqn (4.25). The density is $\alpha = 0.1$. The fits show surprisingly good agreement, which reverberates the fact that the linear theory in essence has captured all the essential features of the power spectrum. But naively one would expect the diffusion constant to be $1/2$ from Eqn (4.13), instead Adams et al. found the diffusion constant to be enhanced from its ”bare value”. They did not proceed further to explain the strange ”renormalization” of the diffusion constant.

Fascinated by this observation, we decided to have a closer look at the oscillations. We will employ the standard Monte-Carlo technique to find out the nature of dependence these oscillations have on the system size and density. The potential boundary effects will be explored by introducing another length scale, namely the window size. A window is a segment of the whole lattice. The power spectrum computed inside the window, embedded deep in the bulk, is free of boundary effects. The results will give us deeper insights into the observed behavior of the power spectrum. Then we will extend our analysis for the case of periodic TASEP. The power spectrum will be computed inside the window. The similarities and dissimilarities to the open TASEP case will be analysed by a linear theory. We will see that the problem of enhanced diffusion constant is not confined to open TASEP only. It is shared generically by both closed and open TASEP.
We will try to understand the riddle of enhanced diffusion by looking at the full non-linear theory.
Chapter 5

Simulation Results and Theoretical Outlook

The last chapter laid the groundwork for our work which we are going to discuss in detail in this chapter. To restate, pronounced oscillations in the power spectrum of the total occupancy in the low density phase of an open TASEP was reported by Adams et al. [6]. A linear theory was brought in to explain the oscillations. The authors found encouraging agreement with the simulation data at the cost of an enhanced diffusion constant $D$. This surprising enhancement of the diffusion constant had not been reported previously and called for a detailed study. Motivated by their finding, we will look for an explanation for the enhanced diffusion constant. The two most intuitive predictions for the cause of the mismatch are a) potential boundary effects have been ignored, b) only a linearized version of a more correct non-linear theory has been considered. In this chapter these possibilities will be explored in order. We will carry out rigorous Monte-Carlo simulations to reconfirm the finding of Adams et al. [6] as well as seek an answer to the question posed above. A theoretical explanation will be provided for our new observations.

5.1 Simulation and Results

We performed Monte Carlo simulations using sequential updates. In all our simulations, we have started off with an empty lattice. In each time step, we make $N(t) + 1$ random attempts to move the particles. After a sufficiently long time, the system settles into a time-independent distribution $P_{\text{steady}}$, the exact form of which is also known [62, 63]. We discarded the first 200,000 time steps to ensure that the system is given enough time to settle down to a steady state. Then, the data for $N(t)$, i.e. the total number of particles at a given instant of time $t$, was recorded for a total time of $T = 65536$. This choice of $T$ helps in defining the discrete Fourier transform of the signal $N(t)$: $\tilde{N}(\omega) = \sum_{t=1}^{T} N(t) e^{-i\omega t}$, where $\omega = \frac{2\pi m}{T}$. The power spectrum is calculated using a fast Fourier transform routine [68].
5.1.1 Dependence on System Size

We choose representative entrance and exit rates $\alpha = 0.2$ and $\beta = 0.7$ respectively. We took data for different system sizes starting from $L = 100$ to $L = 1000$. A few representative plots are shown in Fig (5.1) above.

The plots show oscillations, that eventually decay into a power law. As can be seen, the locations of the minima shift to the left with increasing system size. The location of the first minimum as a function of system size is shown in Fig (5.2). The locations of all the other minima show similar variation with the system size. As the minima are not sharp, the error bars in the Fig (5.2) are obtained by visually inspecting the range of points lying in the near neighborhood of the actual minima. The simulations were done for a fixed density. The location of the first minimum falls off as $1/L^\delta$. The decay exponent, extracted from fitting the data points shown in black in Fig (5.2), was found to be $\delta = 1.1$. If however, we choose to fit a function of the form $A_0/L$, the kind of fit we will get is shown in blue in Fig (5.2). The value of $A_0$ is set to 39321.6, as from Eqn (4.25) we know $A_0 = vT$, where $v = 0.6$ and $T = 65536$. The blue plot shows deviations from the data points for small values of system size $L$, but fits the data better for large $L$. This tells us that the agreement of the linear theory with the simulation data is better for large system sizes. We also observe, that the oscillations decay faster with growing system size. In the limit $L \to \infty$ all the oscillations will have been shifted all the way to the left and one would only expect to see the power law decay. This is also consistent with the fact, that in the thermodynamic limit we can eliminate the drift term in Eqn (4.13) by a Galilean transformation, so that the power spectrum resembles the power spectrum of the max current phase. This re-establishes the fact that the location of the minima of the power
The effects of the entrance and the exit rates are encapsulated in the average density of particles. In the low density phase the entrance rate fixes the average density whereas in the high density phase, it is the exit rate that determines it. We can see the effect of $\alpha$, by looking at the variation of the power spectrum of a fixed system size as a function of density. Fig (5.3) shows that the minima shift to the right as we lower the density. The oscillations also become more and more pronounced. The location of the first and the second minima for different densities are shown in the Fig (5.4). A linear fit gives a reasonable agreement.

From Eqn (4.25) we see that the locations of the minima, if plotted in $m$, are integer multiples of $Tv/L$, where $v = 1 - 2\bar{\rho}$. This prediction is compared to our data shown in Fig (5.4). The predicted functions are plotted in Fig (5.4a) and (5.4b), the functional form of which are $163.84 - 327.68\tilde{\rho}$ and $327.68 - 655.36\tilde{\rho}$. Our data shows good agreement for the location of the first minimum. The deviation for the second minimum for higher values of density should not be considered as an inconsistency in the theory. The higher the density gets, the oscillations decay faster to a power law (Eqn (4.25)), making it difficult to pin-point with accuracy the location of subsequent minima.
Figure 5.3: Log-log plot of the power spectrum of an open TASEP of length \( L = 400 \) for different densities.

Figure 5.4: Linear plot of a) location of the first minimum and b) location of the second minimum as a function of \( \rho \) for system size \( L = 400 \). The parameters are \( \alpha = 0.2 \) and \( \beta = 0.7 \). A linear function was used to fit the above data, the functional form of which was obtained from Eqn (4.25). For the left panel the plot is for the function 163.84 − 327.68\( \bar{\rho} \). For the right panel the plot is for function 327.68 − 655.36\( \bar{\rho} \). \( T = 65536 \).
5.1.3 Effect of the Boundary

Up till now we have not addressed the boundary effects. A natural question is: are the boundary effects responsible for this mysterious enhancement of the diffusion constant? We introduce a length scale \( l \), which we call the window size. A window is a segment of an open TASEP. The window can be placed anywhere on an open lattice and the power spectrum can be studied for the window only. The motivation is to study the power spectrum of the bulk. We can place a window in the middle of the lattice and study the power spectrum inside the window, thus minimizing substantially the effects of the boundary. We can place the window near the boundary as well and compare the power spectrum with the one where the window is placed deep inside the bulk. Any substantial deviation in the nature of the two power spectra can be attributed to the boundary effects. If however, the two power spectra do not deviate, we can conclude that the effect of the boundary is insignificant. In Fig (5.5) we compare the power spectra of two open TASEPs, one with the window and the other without. The window size of one is chosen to be equal to the system size of the other. The density is \( \rho = 0.2 \) and the windows are placed in the middle of the lattice.

The graphs coincide making it abundantly clear that boundaries do not have much influence on the power spectrum under consideration. The oscillations do not depend in any way on the boundaries. The role of the boundary is to fix the average density. Fig (5.6) shows the power spectra for the windows placed at different locations on a much larger lattice. In this case the average density is chosen to be \( \rho = 0.01 \). The power spectrum overlap for different locations of the window. This tells us that enhancement of the diffusion constant cannot be boundary induced.
5.1.4 Periodic TASEP with a Window in the Middle

The findings above prompted us to look at the closed TASEP. We expect similar signatures to be present in the power spectrum computed inside a window of a closed TASEP. We consider a periodic TASEP with a window in the middle and repeat the same exercise. Fig (5.7) shows the plot of the power spectrum of the periodic TASEP along with the power spectrum for the open TASEP. Again the window size is equal to the length of the open TASEP. Two different system sizes are presented.

Fig (5.7) demonstrates that the power spectrum for the periodic TASEP starts off with some initial oscillations and then falls onto the curve for the open TASEP. The oscillations for the larger values of frequency $\omega$ are the same for both the periodic and the open TASEP. We would argue that the small $\omega$ oscillations are an artifact of the periodic boundary condition. The physical origin of the large $\omega$ oscillations can be attributed to the time it takes for the fluctuation to sweep across the window [6, 69]. In the case of the periodic TASEP, however, the fluctuation that leaves the window re-enters the window after traversing through the rest of the lattice, giving rise to the small $\omega$ oscillations. Our claim has been verified in Fig (5.8) and (5.9).

Fig (5.8a) shows data for periodic systems of varying length $L$ yet fixed window size. Clearly, there are distinct differences between the different systems for small values of $\omega$. In contrast, the large $\omega$ behaviors follow each other very faithfully. The system size dominates the small $\omega$ behavior but leaves the remainder of the spectrum unaffected. Replotting the data as a function of $\omega L$, as shown in Fig (5.8b), collapses the location of the maxima for the small $\omega$ sector of the different curves. Similarly, Fig. (5.9a) shows...
Figure 5.7: Log-log plot of the power spectrum of an a) open TASEP of $L = 100$ and a periodic TASEP of window $l = 100$ b) open TASEP of $L = 200$ and a periodic TASEP of window $l = 200$, $\rho = \alpha = 0.2$. The system size of the periodic TASEP is $L = 2000$.

Figure 5.8: Log-log plot of the power spectrum of a periodic TASEP a) window $l = 200$ for different system sizes b) the same graph with x-axis rescaled as $\omega L$. The sector displayed, shows the location of small $\omega$ oscillations collapse. $\rho = 0.2$. 
5.1.5 Density Dependence of the Power Spectrum of a TASEP on a Ring with a Window in the Middle

This section is devoted to explore the density dependence of the power spectrum inside a window placed on a ring. In Fig (5.10) we explore how the power spectrum of a periodic TASEP depends on its density. A system size of $L = 2000$ and a window size of $l = 400$ are chosen and held fixed while the density is steadily lowered. We can see, the lower the densities get, the more shifted the plots are as a whole to the right, implying that the fluctuations take, on an average, a smaller time to sweep the lattice as well as the window. In other words, the average drift increases as we lower the density. A similar study can be undertaken on the location of the maxima for the small $\omega$ oscillations for different densities. The plots are shown in Fig (5.11). We show a linear fit along with the plots. The linear fits are in good agreement with the data.
Figure 5.10: Log-log plot of the power spectrum of a periodic TASEP of length $L = 2000$ and window size $l = 400$ for different densities.

Figure 5.11: Linear plot of a) location of the first maximum b) location of the second maximum as a function of $\rho$ for window size $l = 400$ of a periodic TASEP.
5.2 Linear Theory

In order to explain the power spectrum of the periodic TASEP we propose a discrete linear theory, much in the same spirit of the calculations done by Adams et al. [6]. For a discrete finite system the momentum integral has to be replaced by a discrete sum whose upper and lower limit are fixed by the lattice constant and the system size respectively. The system we will look at is of length $L$, while the power spectrum will be calculated inside a window of size $l$ embedded in the bulk. The power spectrum can be obtained from the equation for the fluctuation $\phi$ around $\bar{\rho}$

$$\phi(x, t+1) - \phi(x, t) = (1 - \bar{\rho})[\phi(x, t+1) - \phi(x, t)] - \bar{\rho}[\phi(x, t) - \phi(x+1, t)] - \xi(x, t) + \xi(x-1, t).$$

(5.1)

$\xi$ is a Gaussian white noise. We can write $\phi$ in Fourier space as

$$\phi(x, t) = \frac{1}{LT} \sum_{k=0}^{L-1} \sum_{\omega} e^{i(q_k x + \omega t)} \tilde{\phi}(q_k, \omega),$$

(5.2)

where $q_k = (2\pi k)/L$. We find,

$$\phi(x, t+1) = \frac{1}{LT} \sum_{k=0}^{L-1} \sum_{\omega} e^{i(q_k x + \omega (t+1))} \tilde{\phi}(q_k, \omega)$$

$$= \frac{1}{LT} \sum_{k} \sum_{\omega} e^{i(q_k x + \omega t)} e^{i\omega} \tilde{\phi}(q_k, \omega).$$

(5.3)

Substituting Eqn (5.2) in Eqn (5.1) we have

$$[e^{i\omega} - 1] \tilde{\phi}(q_k, \omega) = (1 - \bar{\rho})[e^{-iq_k} - 1] \tilde{\phi}(q_k, \omega) - \bar{\rho} [1 - e^{iq_k}] \tilde{\phi}(q_k, \omega)$$

$$+ [e^{-iq_k} - 1] \tilde{\xi}(q_k, \omega),$$

(5.4)

$$\tilde{\phi}(q_k, \omega) = \frac{(e^{-iq_k} - 1) \tilde{\xi}(q_k, \omega)}{e^{i\omega} - 1 - (1 - \rho)[e^{-iq_k} - 1] + \bar{\rho}[1 - e^{iq_k}]}.$$ (5.5)

Now,

$$-(1 - \bar{\rho})[e^{-iq_k} - 1] + \bar{\rho}[1 - e^{iq_k}] = 1 - \cos(q_k) + i \sin(q_k)(1 - 2\rho).$$

Substituting it in the Eqn (5.5) we have

$$\tilde{\phi}(q_k, \omega) = \frac{(e^{-iq_k} - 1) \tilde{\xi}(q_k, \omega)}{e^{i\omega} - 1 - \cos(q_k) + i v \sin(q_k)}.$$ (5.6)

Now, $N_{\text{seg}}(t) = \bar{\rho} l + \sum_x \phi(x, t)$, where $N_{\text{seg}}$ is the total occupancy in the segment of length $l$. Substituting Eqn (5.6) in the expression for the $N_{\text{seg}}$ we have

$$N_{\text{seg}}(t) = \bar{\rho} l + \frac{1}{LT} \sum_{x=0}^{l-1} \sum_{k, \omega} e^{i(q_k x + \omega t)} \tilde{\phi}(q_k, \omega).$$

(5.7)
The Fourier Transform $\tilde{N}_{\text{seg}}(\omega')$ is equal to $\sum_t e^{-i\omega't}N_{\text{seg}}(t)$. Therefore,

$$
\tilde{N}_{\text{seg}}(\omega') = \frac{1}{LT} \sum_t e^{-i\omega't} \sum_{x=0}^{l-1} \sum_{k,\omega} e^{i(q_k x + \omega t)} \frac{(e^{-i q_k} - 1)\tilde{\xi}(q_k, \omega)}{e^{i\omega} - 1 + D(1 - \cos(q_k)) + i v \sin(q_k)},
$$

$$
= \frac{1}{LT} \sum_{k,\omega,t} e^{-i\omega't} e^{i\omega t} \frac{(e^{-i q_k} - 1)\tilde{\xi}(q_k, \omega)}{e^{i\omega} - 1 + D(1 - \cos(q_k)) + i v \sin(q_k)} \frac{1 - e^{i q_k l}}{1 - e^{i q_k l}},
$$

$$
= \frac{1}{LT} \sum_{k,\omega} T\delta_{\omega,\omega'} \frac{(e^{-i q_k} - 1)\tilde{\xi}(q_k, \omega)}{e^{i\omega} - 1 + D(1 - \cos(q_k)) + i v \sin(q_k)} \frac{1 - e^{i q_k l}}{1 - e^{i q_k l}},
$$

$$
= \frac{1}{L} \sum_k e^{i\omega} - 1 + D(1 - \cos(q_k)) + i v \sin(q_k) \frac{1 - e^{i q_k l}}{1 - e^{i q_k l}}.
$$

The resulting $I(\omega) = \langle |\tilde{N}_{\text{seg}}(\omega')|^2 \rangle$ after averaging over noise is

$$
I(\omega) = \frac{2AT}{L} \sum_k \frac{1 - \cos(q_k l)}{(\cos(\omega) - 1 + D(1 - \cos(q_k)))^2 + (\sin(\omega) + v \sin(q_k))^2}.
$$

The two-point noise correlator was written as $\langle \xi(q_k, \omega)\xi^*(q_{k'}, \omega) \rangle = ALT\delta_{k,k'}$, where $A$ is the noise strength. The constant $D$ in our case is equal to 1. But in previous studies, $D$ was found to be seriously enhanced due to interaction [6, 69]. This is the reason why we chose to keep $D$ unspecified. It will be a fitting parameter of our theory. The discrete sum has been computed numerically. We show fits with $D$ as the fitting parameter in Fig. (5.12).

Fig (5.12) shows that our linear theory captures all the essential details. The noise
strength $A$ and the diffusion constant $D$ are the parameters of our theory.

### 5.3 The Fitting Parameter $D$

This section is dedicated to the discussion of the fitting parameter $D$, the diffusion constant. We have extracted the nature of variation of $D$ as a function of system size $L$ and the density $\rho$ for an open TASEP. The variation of the diffusion constant $D$ for the case of a periodic TASEP has not been presented here. This should not be considered as a loss of generality as we showed that the boundaries do not have any role to play in this reported deviation of the diffusion constant. We observe that the only place in Eqn (4.25) where the diffusion constant $D$ appears by itself is in the exponential. Thus the diffusion constant actually dictates how fast the oscillations are going to die off to a power law. This gave us a reason not to fit the whole data set for the power spectrum but only a truncated portion of it. We keep the data for $0 \ll \omega \ll v^2/D$ in the truncated data set. The truncated portion contains the oscillations and arguably will present us with a more reliable value of the diffusion constant. We adopt two different methods: a) we fit the log of the truncated data set with the log of the fitting function b) we fit the data set with the fitting function. The reason for adopting the first method is to reduce the relative error associated with the data points whose values are orders of magnitude different. A comparative plot is shown in Fig (5.13).

Fig (5.13) delineates the differences in the results. While method (b) gave us a linear variation of the diffusion constant with the system size, method (a) predicts something fairly different. Looking at Fig (5.13a) it is obvious that the plots are in fact not linear but a power law. We have shown three fits as well. We have fitted the plots in the Fig (5.13a) by the functional form, $A_0 + A_1 x^\delta$. The value of $\delta$ is found to be roughly around 0.3. As the second method puts equal emphasis on all the data points, it is reasonable to trust Fig (5.13a) more.

We have shown that the power spectrum for an open TASEP of length $L$ is identical to the power spectrum in a window of size $l$ as long as the window size $l$ is equal to $L$. This is true irrespective of the boundary condition. We can have an open TASEP with the window $l$ in the middle or a closed TASEP with the window in the middle, the nature of variation of the power spectrum for large frequencies is exactly the same. The closed TASEP however shows some deviations for smaller values of $\omega$. We conclude that the boundaries do not play a pronounced role in this surprising dependence of the diffusion constant $D$ on the window size $l$. Moreover we also observe from Fig (5.13) the higher the value of the density $\rho$, the higher the diffusion constant. In fact, for a very low density of $\rho = 0.01$, the diffusion constant $D$ is more or less close to 0.5, the ”unrenormalized bare value”. Now, a higher density induces a stronger hardcore repulsion. The non-linear term in the equation of motion is due to exclusion. So it is not unnatural to believe that the mysterious behavior of the diffusion constant can be due to the non-linear term, which we have ignored so far. We will seek the correction to the diffusion constant in the non-linear
Figure 5.13: The dots are the extracted values of the diffusion constant $D$. The solid lines are fits. a) Linear plot of the diffusion constant $D$ vs the system size for three different densities. The diffusion constant is extracted by fitting the log of Eqn (4.25) to the log of the data obtained from simulation. The three plots are fitted with a power law of the form $y = A + Bx^\delta$. The exponents for the three data sets are roughly 0.3. b) Linear plot of the diffusion constant as a function of the system size for three different densities. The diffusion constant is extracted by fitting the function above to the raw data.

5.4 Perturbation Theory

We saw in the sections above that the oscillations are not a boundary induced phenomenon and that the fitting functions does not explicitly carry any information about the boundary. We will seek an answer to the riddle by taking into account the nonlinearity. Similar enhancement of the diffusion constant was also reported by [6, 69]. Starting from the well known Langevin Eqn (4.10), we will construct the dynamic functional. Then, we will compute the two-point vertex function to one-loop order. The diffusion constant in Fourier space is the coefficient of the square of the external momentum $Q$. The correction to the diffusion constant will be sought for in the coefficient of $Q^2$ to one-loop order. There is however another approach that we can undertake. This method relies on the calculation of the whole power spectrum order by order. Then, the corrected power spectrum can be used to fit the simulation data. Since the variation of the fitting parameters would not be extracted from fitting a linear theory to the simulation data but by fitting the entire nonlinear theory, the correction obtained by this method will be more reliable. Though the second approach is more systematic, the calculation is much involved. We will undertake the first approach in this dissertation.

Since the strange behavior of the diffusion constant is fairly generic for both open and closed TASEP, we will confine our self to the periodic boundary condition only. This
section will be devoted to calculating the effect of nonlinearity in continuum.

In what follows we will briefly motivate the Janssen-De Dominicis functional for the construction of dynamic field theory. Then we will write down the action for the TASEP model and then we will employ perturbation theory to evaluate the vertex function.

We start off with the continuous rate equation for the variation of the fluctuating field \( \phi \), Eqn (4.13). In place of 1/2 we put a constant \( D \). The average of an observable is the ensemble average over all noise realizations. So if \( O \) is an observable, \( \langle O \rangle_\zeta \propto \int D[\zeta]O[\phi(\zeta)]W[\zeta] \), where \( W[\zeta] \) is the noise distribution. In our case \( \zeta = \partial_x \xi \). It is easy to transform from the variable \( \{\zeta\} = \{\phi\} \) keeping in mind the constraint given by Eqn (4.13) that \( \phi \) has to obey throughout space-time. This constraint can be imposed in the form of a delta-function at every point in space and time. After performing a Hubbard-Stratonovich type of transformation which replaces the delta-function by an exponential, followed by the noise integral, we can write the expression for the average in the form of a delta-function at every point in space and time. This constraint can be imposed in the form of a delta-function at every point in space and time. After performing a Hubbard-Stratonovich type of transformation which replaces the delta-function by an exponential, followed by the noise integral, we can write the expression for the average in the form of a path integral, \( \langle O \rangle_\zeta \propto \int D[\phi] \int D[\phi]O[\phi]e^{-S[\phi,\phi]} \) . \( S \) is the action. The notation \( \tilde{\phi} \) is for the auxiliary field [28] and should not be confused with the \( \tilde{\phi} \) discussed in the section on linear theory. There, it was just the Fourier transform of the field \( \phi \). The action, in our case is given by

\[
S[\tilde{\phi}, \phi] = \int dx \int dt \left( \tilde{\phi} [\partial_t \phi - F[\phi]] - \phi L \tilde{\phi} \right),
\]

(5.10)

where \( F[\phi] = D \nabla^2 \phi - (v - \phi) \partial_x \phi \), and \( L = -A \delta^2 \), such that \( \langle \zeta(x,t)\zeta(x',t') \rangle = 2L \delta(x-x') \delta(t-t') \). The double derivative in front of the delta function is because \( \zeta \) is a conserved noise. The bilinear part is

\[
S_0[\tilde{\phi}, \phi] = \int dx \int dt \left( \tilde{\phi}(x,t) \left[ \partial_t \phi(x, t) - D \nabla^2 \phi(x, t) + v \partial_x \phi(x, t) \right] - \phi(x, t) L \tilde{\phi}(x, t) \right).
\]

(5.11)

The interaction part is given by

\[
S_{\text{int}}[\tilde{\phi}, \phi] = -u \int dx \int dt \left( \tilde{\phi}(x, t) \phi(x, t) \partial_x \phi(x, t) \right).
\]

(5.12)

where \( u \) parametrizes the strength of the bias and is formally called the three-point coupling constant in the field theory nomenclature. It is more convenient to write the bilinear part of the action in the momentum space. The propagator \( G_0 \) and the noise correlator \( C_0 \) can be read off straightaway.

\[
G_0(q_k, \omega) = \frac{1}{-i \omega + D k^2 + ik v},
\]

\[
C_0(q_k, \omega) = -2A k^2 |G_0(q_k, \omega)|^2.
\]

(5.13)

We take the non-linear part of the action \( S_{\text{int}}[\tilde{\phi}, \phi] = -u \int dx \int dt \tilde{\phi} \phi \partial_x \phi \) and integrate it by parts yielding, \( S_{\text{int}} = \frac{u}{2} \int dx \int dt (\partial_x \tilde{\phi})^2 \). The interaction vertex in Fourier space comes with a factor of \( ik \) because of the derivative. The quantity of interest is the two-point vertex function as a function of the external momentum and frequency. We calculate just the one-loop contribution. The one-loop contribution to the two-point vertex function is shown in Fig (5.14). The directed arrows are the propagators. The propagators with a bar on them are associated with a factor of \( ik \). The generalized loop momentum is
\[ \bar{k} = \{ k, \omega \} \] whereas \( \bar{Q} = \{ Q, \omega_e \} \) is the generalized external momentum. The correction to the tree level graph is proportional to

\[ \text{correction} \propto Q u^2 \int_{2\pi/L}^{\infty} \frac{dk}{2\pi} \int \frac{d\omega}{2\pi} \frac{2(Q + k)Ak^2}{(i\omega + \Gamma)(-i\omega + \Gamma^*)(i\omega + \Gamma^*)}, \quad (5.14) \]

where \( \Gamma = Dk^2 - ivk \) and \( \Gamma' = D(Q + k)^2 - iv(Q + k) \), the diagram is evaluated for \( \omega_e = 0 \).

After performing the integral over frequency we are left with

\[ \text{correction} \propto \frac{QAu^2}{D} \int \frac{dk}{2\pi} \frac{Q + k}{2Dk^2 + DQ^2 + 2DQk - ivk}. \quad (5.15) \]

We will only focus on the \( O(Q^2) \) contribution as it corrects the bare value of the diffusion constant. To \( O(Q^2) \) we have

\[ \text{correction} \propto \frac{QAu^2}{D} \int \frac{dk}{2\pi} \left[ \frac{Q}{2Dk^2} - \frac{Q}{2Dk^2} + \frac{ivQ}{4D^2k^3} \right]. \quad (5.16) \]

So we see that the terms which go as \( L \) drops off. The term we are left with is

\[ \text{correction} \propto \frac{ivQ^2u^2A}{4D^3} \int \frac{dk}{2\pi} \frac{1}{k^3}. \quad (5.17) \]

But the integrand is odd in \( k \). Under the periodic boundary condition, the range of integration can be symmetrized. Hence the integral above will be zero. The correction to the diffusion constant from the continuum theory is zero.

There may be a reason why this is so. The most obvious reason could be that the inherent discreteness of the dynamics and the model has been neglected in favor of the continuum limit. As the lattice constant goes to zero the interactions become far more local than what we observe in our simulation. The natural check will be to extend the calculation for a discrete geometry.
5.5 The Discrete Case

We start off with the discrete Langevin equation

\[
\partial_t \phi_p(t) = (1 - \tilde{\rho})[\phi_{p-1}(t) - \phi_p(t)] - \tilde{\rho}[\phi_p(t) - \phi_{p+1}(t)] + \phi_p(t)[\phi_{p+1}(t) - \phi_{p-1}(t)]
\]

\[-[\xi_p(t) - \xi_{p-1}(t)], \tag{5.18}\]

with noise correlation

\[
\langle \xi_p(t)\xi_l(t') \rangle = A\delta_{p,l}\delta(t - t'). \tag{5.19}\]

The solution to this equation in Fourier space is

\[
S_0[\tilde{\phi}, \phi] = \sum_{p=0}^{2M-1} \int dt \tilde{\phi}_p(t)[\partial_t \phi_p + \tilde{\rho}\phi_p - \phi_{p+1}] - (1 - \tilde{\rho})[\phi_{p-1} - \phi_p]
\]

\[-(\tilde{\phi}_p - \tilde{\phi}_{p-1})A(\tilde{\phi}_p - \tilde{\phi}_{p-1})]. \tag{5.20}\]

The solution to this equation in Fourier space is

\[
S_0[\tilde{\phi}, \phi] = \frac{1}{2M}\sum_k \int \frac{d\omega}{2\pi} \tilde{\phi}(q_k, -\omega)[-i\omega + \tilde{\rho}(1 - e^{iqk}) - (1 - \tilde{\rho})(e^{-iqk} - 1)]\phi(q_k, \omega)
\]

\[-\frac{2A}{2M}\sum_k \int \frac{d\omega}{2\pi} \tilde{\phi}(q_k, -\omega)(1 - \cos q_k)\tilde{\phi}(q_k, \omega), \tag{5.21}\]

where

\[
\phi(x_p, t) = \frac{1}{2M}\int \frac{d\omega}{2\pi} \sum_{k=0}^{M} \phi(q_k, \omega)e^{i(x_pq_k - \omega t)}, \tag{5.22}\]

and

\[
\tilde{\phi}(x_p, t) = \frac{1}{2M}\int \frac{d\omega}{2\pi} \sum_{k=0}^{M} \tilde{\phi}(q_k, \omega)e^{i(x_pq_k - \omega t)}. \tag{5.23}\]

It is easy to read off the Gaussian propagator(G_0) and noise correlation(C_0) from S_0 in the Fourier space

\[
G_0(q_k, \omega) = \frac{2M}{1 - i\omega - \cos(q_k) + i(1 - 2\tilde{\rho})\sin(q_k)} = \tilde{G}_02M,
\]

where \(\tilde{G}_0 = 1/(1 - i\omega - \cos(q_k) + i(1 - 2\tilde{\rho})\sin(q_k))\).

\[
C_0(q_k, \omega) = -8MA(1 - \cos q_k)|\tilde{G}_0(q_k, \omega)|^2 = \tilde{C}_02M, \tag{5.24}\]

where \(\tilde{C}_0 = -4A(1 - \cos q_k)|\tilde{G}_0(q_k, \omega)|^2\). The interaction action

\[
S_{int}[\tilde{\phi}, \phi] = -u\sum_p \int dt \tilde{\phi}(x_p, t)\phi(x_p, t)[\phi(x_{p+1}, t) - \phi(x_{p-1}, t)], \tag{5.25}\]
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has been replaced by $+u/2 \sum_p \int dt \phi(x_p, t) \phi(x_p, t)[\dot{\phi}(x_{p+1}, t) - \dot{\phi}(x_{p-1}, t)]$. This gives a factor of $i \sin(q_k)$ in Fourier space and checks out with the continuum limit where the derivative in $\phi \partial_x \phi$ pulls down a factor of $ik$. The three-point coupling constant is $u$.

We calculate diagrams to one-loop order. The diagram is evaluated for $\omega_e = 0$ and for small values of the external momentum $Q_k$. $\Sigma$ to one-loop order is shown in Fig (5.14). The directed arrows are the propagators and the pointed peak at the top is the noise correlator. Wherever there is a bar, there is $i \sin$ associated to that leg. The diagrams comes with a combinatoric factor of $8^* 1/8$ (8 came from the Wick’s theorem and 1/8 from expanding the interaction in a series). Rules are: a) with every vertex we attach a factor $2iu \sin(q_k)$, where $q_k$ is the momentum, b) for every directed line we assign a $\tilde{G}_0(-q_k, -\omega)$, c) for every noise correlator we attach a factor of $-4A(1 - \cos(q_k))$. We will keep terms which are $O(Q^2_k)$ only. The expression for the diagram is

$$
\text{Dia} = \frac{1}{M} \sum_k \int \frac{d\omega}{2\pi} \frac{-(2iu)^2 \sin(Q_{k_e}) \sin(q_k + Q_{k_e})4A(1 - \cos q_k)}{[1 - i\omega - \cos(q_k) + i(1 - 2\bar{\rho}) \sin(q_k)][1 + i\omega - \cos(q_k) - i(1 - 2\bar{\rho}) \sin(q_k)]}
$$

$$
\times \frac{1}{1 + i(\omega_e + \omega_k) - \cos(q_k + q_{k_e}) - i(1 - 2\bar{\rho}) \sin(q_k + Q_{k_e})}.
$$

The final form of the expression after the frequency integral and assuming $k_e \simeq 0$ is

$$
\text{Dia} = \frac{8u^2AQ_{k_e}}{2M} \sum_{k=1}^{2M-1} \frac{\sin(q_k) + Q_{k_e} \cos(q_k)}{2(1 - \cos(q_k)) + Q_{k_e}(\sin(q_k) - iv\cos(q_k))},
$$

where $v = 1 - 2\bar{\rho}$. Therefore the expression to $O(Q^2_{k_e})$ is

$$
\text{Dia} = -2u^2A Q^2_{k_e}
$$

For detailed calculations please refer to the appendix. The correction to the two-point function $\Gamma_{1,1}$, to the one-loop order, goes as the system size. Looking at the bare propagator and the correction term, the diffusion constant can be extracted to the one-loop order. We find

$$
D_{\text{eff}} = \frac{1}{2} + 2u^2A
$$

Our analytic calculation does not reconcile our simulation result. The simulation result, appears to indicate a non-linear variation of the diffusion constant with the system size which eventually goes to the bare value of $1/2$ as the density and the system size goes to zero. Our analytical calculation on the other hand predicts a constant shift in the diffusion constant to one-loop order and does not show any dependence on the system size. Recently however, we have discovered that the cancellation of the $1/k^2$ contribution in the continuum theory appears to be a mere coincidence. The terms only cancel if we choose to distribute the momentum the way it is shown in Fig (5.14) [71]. We continue to explore the consequences of this finding.

The reason for the mismatch can be due to one of the following other reasons as well: we have fitted a linear theory to the simulation data and we have argued that the enhanced diffusion constant encapsulates all the non-linear effects of the full stochastic differential
equation. It is far more insightful to actually compute the power spectrum order by order and compare the analytic result with the simulation. This will give us a better idea about how the non-linearity actually influences the parameters of our theory. These are among the few avenues we have to pursue to understand the riddle better.

To summarize, we have performed simulations of the power spectrum of the total occupancy in the low density phase. We have outlined the effects of changing system size, density, and boundaries on the oscillations that we observed in the power spectrum. We showed that the oscillations decay faster to a power law with increasing system size. The location of the minima shifts to the left as well. Lowering the density shifts the location of the minima to the right. It appears that the oscillations are not boundary induced and they are fairly generic for both open and closed TASEP. A linear theory was put forward, which accounts for the observed phenomena. The fitting parameter of our theory, namely the diffusion constant $D$ is off it’s bare value. In order to answer this puzzle, we resorted to dynamic field theory. The one-loop calculation for the two-point vertex function was performed on a lattice and in a continuum. The correction to the diffusion constant still falls short of capturing the nature of variation of the diffusion constant that we observed in our simulation.
Chapter 6

Summary and Conclusion

This thesis presents two seemingly disparate topics, namely, an analysis of a transition from an active to an absorbing state in a reaction diffusion model and a study of the occupancy power spectrum associated with a driven diffusive system. However, the two topics are linked, both conceptually and methodically: Both describe far-from-equilibrium phenomena where the dynamics of the system plays a critical role, and both are analyzed using field theoretic techniques. For the first model, we perform a full renormalization group analysis, while for the second model, a simple perturbative calculation suffices. For the latter case, Monte Carlo simulations provide the initial insights which guide the theoretical approach.

The first part of the thesis investigates the stability of the ordinary directed percolation (DP) fixed point when the field describing the evolving population is coupled to a fluctuating background, modeled by model A dynamics. The DP problem is arguably the simplest model which exhibits an active to absorbing state transition. Characterized by a scalar order parameter, this transition defines a very fundamental universality class in non-equilibrium critical phenomena. Most transitions into absorbing states fall into this class unless the order parameter has a different symmetry or the state space separates into disjoint subspaces. The stability of the DP fixed point, with respect to various perturbations such as frozen randomness or a non-critical diffusive density, has already been studied, but its coupling to a critical fluctuating field has not yet been explored. In the classification of Halperin and Hohenberg, Model A describes the dynamics of a non-conserved scalar field with Ising-like $\mathbb{Z}_2$ symmetry.

In Chapter 2, we reviewed briefly how the DP action can be derived within the standard Doi-Peliti [14, 15] formalism. This approach relies on second quantized ladder operators to cast the master equation in the form of an imaginary time Schrödinger equation. Using a representation in terms of coherent states, a path integral formulation can be obtained (for general review, see [13]). The model A action is well known, describing the non-conserved relaxational dynamics associated with the Landau-Ginzburg-Wilson (LGW) Hamiltonian. It can be expressed in terms of a Langevin equation for the (coarse-grained) order parameter field, with the LGW Hamiltonian providing the thermodynamic force which drives the order parameter field towards the minima of the potential. The fast
degrees of freedom are modeled in the form of a white noise, with average zero and delta-correlated second moment. The Langevin action is then recast as a dynamic functional, following the standard Janssen-De Dominicis approach for construction of a dynamic field theory. As an aside, we should note that the DP action can be obtained in a similar fashion; however, in this approach, the noise correlations do not emerge as naturally as they do in the Doi-Peliti formalism.

The upper critical dimension for both theories is four. Once the dynamic functional of both model components is known, we can look for new novel marginal couplings at four dimensions. We found two new marginal couplings. The stability of the DP fixed point was explored following standard RG techniques, namely, dimensional regularization, $\epsilon$ expansion and minimal subtraction. A key result of this analysis is the observation that the Model A dynamics freezes on the time scale of the DP fields, so that the DP fields evolve in a quenched (but highly correlated) background. The effect of a quenched random background, distributed according to a (time-independent) Gaussian, has been considered further by Janssen. He found that the beta functions have only runaway solutions in the physical domain, suggesting that the transition becomes first order. However, this approach does not reflect the full critical correlations of the Model A fields. While the problem of a quenched random background with power law correlations can, in principle, be analyzed, it is beyond the scope of this work.

The second part of the thesis focuses on the TASEP model. This model, originally introduced in the context of protein production from messenger RNA [McDonald Gibbs] and also as a stochastic model in pure mathematics, has found applications in diverse disciplines. For both periodic and open boundary conditions, the steady-state configurational probability distribution is exactly known. While uniform for the periodic case, it displays considerable richness for the open case, such as multiple phases, phase co-existence and first and second order phase transitions. The phase diagram is controlled by the entrance ($\alpha$) and exit rates ($\beta$).

While dynamic exponents and local spatio-temporal correlations had been investigated before, the power spectrum associated with a global quantity, namely, the total occupancy $N(t)$ of an open TASEP, was studied only recently [6]. The key result was the discovery of damped oscillations, decaying into a power law, characterizing the low density phase. A linearized version of the stochastic equation of motion for the fluctuation of the local density was brought to bear in order to capture the oscillations. This simple theory shows good agreement with Monte Carlo simulations, provided the (theoretical) diffusion coefficient, $D$, is adjusted appropriately. In this thesis, we provide a detailed analysis of this fitting procedure, exploring how $D$ depends on system size, total average density, and boundary conditions. Using Monte Carlo simulations, we find that $D$ increases rapidly with system size and density, indicating that the interactions (exclusion) plays an important role. To elucidate the role of the boundary conditions, we compare power spectrum data for three cases: the occupancy of an open TASEP of length $L$, the occupancy of a window of width $L$ in a much larger open TASEP, and the occupancy of a window of width $L$ in a much larger periodic TASEP. We find that the first two cases are essentially indistinguishable while the third case displays the same $\omega$-dependence for all but the smallest $\omega$. The discrepancies there can be traced to the fact that the periodic boundary
conditions allow a density fluctuation to traverse the window multiple times. A linear theory was again put forward to explain both sets of oscillations in the periodic TASEP and captured the observed phenomena well. Again, however, the fitting parameter (diffusion constant $D$) were found to deviate substantially from their naive “unrenormalized values”. Since the Monte Carlo results suggest that the exclusion interaction comes into play, we computed the first order correction to $D$ from the full nonlinear theory, based on a one-loop calculation of the diffusion propagator in a finite system. Unfortunately, the results were inconclusive: it appears that the thermodynamic limit ($L \to \infty$) does not commute with differentiation with respect to external wave vector. A more careful analysis of the perturbation analysis for the finite system, and of the details of how to take the thermodynamic limit, is required. Alternatively, the whole power spectrum should be calculated order by order and then fitted to the data. This would provide a more systematic view of how the nonlinearity affects the whole function. We plan to pursue this avenue in the future.
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Appendix A

Detailed Calculation of the Beta Function

\[ \beta_\circ = \mu \partial_\mu \circ \big|_{\text{bare}}, \quad \text{(A.1)} \]

where \( \circ \) stands for one of the nonlinear couplings, \( u_R, g_R, \bar{g}_R, v_R, w_R \).

\[ \beta_u = \mu \partial_\mu u_R = \mu \partial_\mu [Z^2_\phi Z^{-1}_u Z^{-1}_u u \mu^{-\epsilon} G_\epsilon] \]
\[ = -\epsilon u_R + 2Z^2_\phi [\mu \partial_\mu Z_\phi] Z^{-1}_u Z^{-1}_u u \mu^{-\epsilon} + \ldots \]
\[ = -\epsilon u_R + 2 u_R \mu \partial_\mu \ln Z_\phi + \ldots \quad \text{(A.2)} \]

These finite logarithmic derivatives are the Wilson’s functions and will be denoted by \( \zeta \).

In terms of the Wilson’s function we have,

\[ \beta_u = -\epsilon u_R + u_R [2 \zeta_\phi + \zeta_\gamma - \zeta_u]. \quad \text{(A.2)} \]

Similarly the other \( \beta \) functions are,

\[ \beta_g = \mu \partial_\mu [Z^{1/2}_\phi Z_\lambda Z^{-1}_g g \mu^{-\epsilon/2} \sqrt{G_\epsilon}] \]
\[ = -\frac{\epsilon g_R}{2} + g_R [\zeta_s/2 + \zeta_\lambda - \zeta_g], \quad \text{(A.3)} \]

\[ \beta_{\bar{g}} = \mu \partial_\mu [Z^{1/2}_\phi Z_\lambda Z^{-1}_{\bar{g}} g \mu^{-\epsilon/2} \sqrt{G_\epsilon}] \]
\[ = -\frac{\epsilon g_R}{2} + \bar{g}_R [\zeta_s/2 + \zeta_\lambda - \zeta_{\bar{g}}], \quad \text{(A.4)} \]

\[ \beta_v = \mu \partial_\mu [Z_\phi Z^{-1/2}_s Z_\gamma Z^{-1}_v v \mu^{-\epsilon/2} \sqrt{G_\epsilon}] \]
\[ = -\frac{\epsilon v_R}{2} + v_R [\zeta_\phi + \zeta_s/2 + \zeta_\gamma - \zeta_v], \quad \text{(A.5)} \]

\[ \beta_w = \mu \partial_\mu [Z_\phi Z_\lambda Z^{-1}_w w \mu^{-\epsilon} G_\epsilon] \]
\[ = -\epsilon w_R + w_R [\zeta_\phi + \zeta_\lambda - \zeta_w], \quad \text{(A.6)} \]
\[ \beta_g = g_R \left\{ -\frac{e g_R}{2} + \bar{g}_R \left[ \zeta_s/2 + \zeta_\lambda - \zeta_\beta \right] \right\} + g_R \left\{ -\frac{e g_R}{2} + g_R \left[ \zeta_s/2 + \zeta_\lambda - \zeta_\gamma \right] \right\} \\
= -\epsilon \bar{g}_R + \bar{g}_R \left\{ \frac{1}{2} (\zeta_\beta + \zeta_\lambda) + 2 \zeta_\lambda - \zeta_\beta - \zeta_\gamma \right\} \] (A.7)

\[ \beta_v = v_R \left\{ -\frac{e v_R}{2} + \bar{g}_R \left[ \zeta_s/2 + \zeta_\lambda - \zeta_\beta \right] \right\} + \bar{g}_R \left\{ -\frac{e v_R}{2} + v_R \left[ \zeta_\phi + \zeta_s/2 + \zeta_\gamma - \zeta_v \right] \right\} \\
= -\epsilon \hat{v}_R + \hat{v}_R \left\{ \frac{1}{2} (\zeta_\beta + \zeta_\lambda) + \zeta_\phi + \zeta_\gamma + \zeta_\lambda - \zeta_\beta - \zeta_v \right\}. \] (A.8)

The Wilson functions to one loop order are,

\[ \zeta_\phi = \zeta_\phi = \zeta_\gamma = 0 \] (A.9)

\[ \zeta_u = \mu \partial_\mu \ln Z_u = \mu \partial_\mu \ln \left( 1 + \frac{3 u_R}{2 \epsilon} \right) \]
\[ = \frac{3}{2 \epsilon} \beta_u \]
\[ = -\frac{3 u_R}{2} + O(u_R^2), \] (A.11)

\[ \zeta_\hat{s} + \zeta_s = \mu \partial_\mu \ln Z_\hat{s} + \mu \partial_\mu \ln Z_s = \mu \partial_\mu \ln (Z_\hat{s} Z_s) = 2 \mu \partial_\mu \ln (Z_\hat{s} Z_s)^{1/2} \]
\[ = 2 \mu \partial_\mu \ln \left( 1 + \frac{g_R \bar{g}_R}{8 \epsilon} \right) = \frac{1}{4 \epsilon} \beta_\hat{g} \]
\[ = -\frac{\hat{g}_R}{4} + O(\hat{g}_R^2), \] (A.12)

\[ \zeta_\lambda = \mu \partial_\mu \ln Z_\lambda = \mu \partial_\mu \ln \left( 1 + \frac{1}{16 \epsilon} g_R \bar{g}_R \right). \]
\[ = \frac{1}{16 \epsilon} \beta_\lambda = -\frac{\hat{g}_R}{16} + O(\hat{g}_R^2), \] (A.13)

\[ \zeta_\bar{g} = \mu \partial_\mu \ln Z_\bar{g} = \mu \partial_\mu \ln \left( 1 + \frac{1}{2 \epsilon} g_R \bar{g}_R \right) = \frac{1}{2 \epsilon} \beta_\bar{g} \]
\[ = -\frac{\hat{g}_R}{2} + O(\hat{g}_R^2), \] (A.14)

\[ \zeta_\bar{g} = \mu \partial_\mu Z_\bar{g} = \mu \partial_\mu \ln \left( 1 + \frac{1}{2 \epsilon} g_R \bar{g}_R + w_R \bar{v}_R - \frac{1}{\epsilon} g_R^{-1} \right) \]
\[ = \mu \partial_\mu \left( \frac{1}{2 \epsilon} g_R \bar{g}_R + \frac{w_R \bar{v}_R \bar{g}_R}{\epsilon g_R \bar{g}_R} \right) \]
\[ = \frac{1}{2 \epsilon} \beta_\bar{g} \]
\[ = \frac{1}{2 \epsilon} \beta_\bar{g} + \frac{\hat{v}_R \beta_\bar{w}}{\bar{g}_R} + w_R \bar{v}_R \beta_\bar{g} - \frac{w_R \bar{v}_R \beta_\bar{g}}{\epsilon \hat{g}_R} \]
\[ = -\frac{\hat{g}_R}{2} - \frac{\hat{v}_R \bar{w}_R}{\bar{g}_R} + w_R \bar{v}_R \bar{g}_R \]
\[ = -\frac{\hat{g}_R}{2} \] (A.15)
\[ \zeta_v = \mu \partial_\mu \ln Z_v = \mu \partial_\mu \ln \left(1 + \frac{w_R}{1 + \rho \epsilon} + \frac{(\rho \tilde{v}_R)(\tilde{g}_R) 1}{2(1 + \rho)} \epsilon + \frac{u_R}{2 \epsilon} \right) \]

\[ = \mu \partial_\mu \left( \frac{w_R}{1 + \rho \epsilon} + \frac{(\rho \tilde{v}_R) 1}{2(1 + \rho)} \epsilon + \frac{u_R}{2 \epsilon} \right) \]

\[ = \beta_v \frac{1}{1 + \rho \epsilon} + \frac{(\rho \beta_v) 1}{2(1 + \rho)} \epsilon + \frac{u_R}{2} \]

\[ = - \frac{w_R}{1 + \rho} - \frac{(\rho \tilde{v}_R) - u_R}{2(1 + \rho)} + O(\tilde{v}_R^2), \quad (A.16) \]

\[ \zeta_w = \mu \partial_\mu \ln Z_w = \mu \partial_\mu \ln \left(1 + \frac{2w_R}{1 + \rho \epsilon} + \frac{g_R g_R 1}{4} \epsilon + \frac{(\rho \tilde{v}_R)(\tilde{g}_R) 1}{(1 + \rho)} \epsilon + \frac{u_R 1}{2 \epsilon} \right) \]

\[ = \mu \partial_\mu \left( \frac{2w_R}{1 + \rho \epsilon} + \frac{\tilde{g}_R}{4 \epsilon} + \frac{\rho \tilde{v}_R}{(1 + \rho) \epsilon} + \frac{u_R 1}{2 \epsilon} \right) \]

\[ = 2 \beta_w \frac{1}{1 + \rho \epsilon} + \frac{\beta _g}{4 \epsilon} + \frac{\rho \beta_v}{(1 + \rho) \epsilon} + \frac{u_R}{2} \epsilon \]

\[ = - \frac{2w_R}{1 + \rho} - \frac{\tilde{g}_R}{4} - \frac{\rho \tilde{v}_R}{(1 + \rho)} - \frac{u_R}{2} \epsilon + O(\tilde{w}_R^2). \quad (A.17) \]

Hence the Gell-Mann-Low functions to 1 loop order are,

\[ \beta_u = - \epsilon u_R + u_R \left[ 2 \zeta_v + \zeta_v - \zeta_v \right] = - \epsilon u_R + u_R \left[ - \left( \frac{3 u_R}{2} \right) \right] \]

\[ = - \epsilon u_R + \frac{3 u_R^2}{2}, \quad (A.18) \]

\[ \beta_g = - \epsilon \hat{g}_R + \hat{g}_R \left[ \frac{1}{2} (\zeta_s + \zeta_v) + 2 \zeta_s - \zeta_g - \zeta \right] \]

\[ = - \epsilon \hat{g}_R + \hat{g}_R \left[ \frac{1}{2} (\hat{g}_R 4) + 2 \left( \hat{g}_R 16 \right) - \left( \hat{g}_R 2 \right) - \left( \hat{g}_R 2 \right) - \hat{g}_R w_R 2 \hat{g}_R \right] \]

\[ = - \epsilon \hat{g}_R + \hat{g}_R \left[ \frac{3 \hat{g}_R}{4} + \hat{g}_R w_R \right] \]

\[ = - \epsilon \hat{g}_R + \frac{3 \hat{g}_R^2}{4} + \hat{g}_R w_R, \quad (A.19) \]

\[ \beta_v = - \epsilon \hat{v}_R + \hat{v}_R \left[ \frac{1}{2} (\zeta_s + \zeta_v + \zeta_v + \zeta_v) + \zeta_s + \zeta_v - \zeta_v - \zeta_v \right] \]

\[ = - \epsilon \hat{v}_R + \hat{v}_R \left[ \frac{1}{2} \left( \hat{g}_R 4 \right) + \left( \hat{g}_R 16 \right) - \left( \hat{g}_R 2 \right) - \left( \hat{g}_R 2 \right) - \left( \hat{g}_R 2 \right) - \hat{g}_R w_R 2 \hat{g}_R \right] \]

\[ = - \epsilon \hat{v}_R + \hat{v}_R \left[ \frac{\hat{g}_R}{8} - \hat{g}_R 2 + \frac{w_R}{1 + \rho} + \frac{(\rho \tilde{v}_R) 2}{2(1 + \rho)} + \frac{u_R}{2} \right] \]

\[ = - \epsilon \hat{v}_R + \hat{v}_R \left\{ \frac{5 \hat{g}_R}{16} + \frac{w_R}{1 + \rho} + \frac{(\rho \tilde{v}_R) 2}{2(1 + \rho)} + \frac{u_R}{2} \right\}, \quad (A.20) \]
\[ \beta_w = -\epsilon w_R + w_R [\zeta_\phi + \zeta_\lambda - \zeta_w] = -\epsilon w_R + w_R [-\frac{\dot{g}_R}{16} - \left(-\frac{2w_R}{1 + \rho} - \frac{\dot{g}_R}{4} - \frac{\rho \dot{v}_R}{(1 + \rho)} - \frac{u_R}{2}\right)] \\
= -\epsilon w_R + w_R \left[\frac{\dot{g}_R}{16} + \frac{2w_R}{1 + \rho} + \frac{\dot{g}_R}{4} + \frac{\rho \dot{v}_R}{(1 + \rho)} + \frac{u_R}{2}\right] \\
= -\epsilon w_R + w_R \left[\frac{3\dot{g}_R}{16} + \frac{2w_R}{1 + \rho} + \frac{\rho \dot{v}_R}{(1 + \rho)} + \frac{u_R}{2}\right]. \tag{A.21} \]
Appendix B

Calculation of the Diagram (5.14) to One-Loop Order

The expression for the diagram is

\[
\text{Dia} = \frac{1}{2M} \sum_k \int \frac{d\omega}{2\pi} \frac{-(2iu)^2 \sin(Q_{k_e}) \sin(q_k + Q_{k_e}) A(1 - \cos(q_k))}{[1 - i\omega - \cos(q_k) + i(1 - 2\bar{\rho}) \sin(q_k)][1 + i\omega - \cos(q_k) - i(1 - 2\bar{\rho}) \sin(q_k)]} \\
* \frac{1}{1 + i(\omega + \omega_k) - \cos(q_k + Q_{k_e}) - i(1 - 2\bar{\rho}) \sin(q_k + Q_{k_e})}.
\]  

(B.1)

Let's do the \(\omega\) integral first. Let define \(v = 1 - 2\bar{\rho}\). The \(\omega\) integral is given by

\[
I_\omega = \int \frac{d\omega}{2\pi} \frac{-i}{[\omega + i\Gamma][\omega - i\Gamma^*][\omega - i\Gamma^*]},
\]

(B.2)

Where \(\Gamma = 1 - \cos(q_k) + iv \sin(q_k)\) and \(\Gamma^* = 1 - \cos(q_k + Q_{k_e}) - iv \sin(q_k + Q_{k_e})\).

The singularity in the lower half plane is at \(\omega = v \sin(q_k) + i(\cos(q_k) - 1)\). After performing the contour integral we have

\[
I_\omega = \frac{1}{2(1 - \cos(q_k))[1 - \cos(q_k)] + (1 - \cos(Q_{k_e} + q_k)) + iv \sin(q_k) - iv \sin(Q_{k_e} + q_k)]}.
\]

(B.3)

Assuming the external momentum \(K_e \approx 0\) we can approximate

\[
\cos(Q_{k_e} + q_k) = \cos(q_k) - Q_{k_e} \sin(q_k),
\]

\[
\sin(Q_{k_e} + q_k) = \sin(q_k) + Q_{k_e} \cos(q_k).
\]

(B.4)

(B.5)

Under this assumption the expression for \(I_\omega\) reduces to

\[
I_\omega = \frac{1}{2(1 - \cos(q_k))[2(1 - \cos(q_k)) + Q_{k_e} \sin(q_k) - ivQ_{k_e} \cos(q_k)]}.
\]

(B.6)
So the entire diagram looks like

\[
\text{Dia} = \frac{8u^2AQ_{k_e}}{2M} \sum_k \frac{\sin(q_k) + Q_{k_e} \cos(q_k)}{2(1 - \cos(q_k))} - ivQ_{k_e} \cos(q_k) + Q_{k_e} \sin(q_k),
\]

(B.7)

\[
\text{Dia} = \frac{8u^2AQ_{k_e}}{2M} \sum_k \frac{(\sin(q_k) + Q_{k_e} \cos(q_k)) \left(1 - \frac{Q_{k_e}}{2(1 - \cos(q_k))} \left(\sin(q_k) + iv \cos(q_k)\right)\right)}{2(1 - \cos(q_k))}.
\]

(B.8)

Extracting the terms to \(O(Q_{k_e}^2)\) we have

\[
\text{correction} = \frac{8u^2AQ_{k_e}^2}{2M} \sum_k \frac{1}{2(1 - \cos(q_k))} \left[ \cos(q_k) - \frac{\sin^2(q_k)}{2(1 - \cos(q_k))} \right].
\]

(B.9)

The term \(\sin(q_k) \cos(q_k)/4(1 - \cos(q_k))^2\) has been dropped, as it is an odd term and would drop out under periodic boundary condition. Simplifying the expression in Eqn (B.9) and then carrying out the summation we have

\[
\text{correction} = \frac{2u^2AQ_{k_e}^2}{2M} (-2M)
\]

(B.10)

Therefore

\[
\text{correction} = -2u^2AQ_{k_e}^2
\]

(B.11)