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(ABSTRACT)

The application of robust estimation methods to the power system state estimation problem was investigated. Techniques using both nonlinear and combinatorial optimization were considered, based on the requirements that the method developed should be statistically robust, and fast enough to be used in a real-time environment.

Some basic concepts from robust statistics are introduced. The various estimation methods considered are reviewed, and the implementation of the selected estimator is described. Simulation results for several IEEE test systems are included. Other applications of the proposed technique, such as leverage point identification in large sparse systems, and robust meter placement are described.
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Chapter 1: Introduction

This dissertation is based on the premise that the predominant method used currently in control centers for state estimation, the Weighted Least Squares estimator (and derivatives thereof), is not adequate. Due to its ease of implementation, and high speed, this method has continued to be in wide use, despite its many drawbacks. Though alternate methods have been proposed, they have either lacked demonstrably superior statistical properties, or have been too slow to be of practical significance. In this dissertation, concepts from robust estimation theory will be introduced, in order to demonstrate systematically the weaknesses of the Least Squares and related methods. Based on this theoretical foundation, alternate estimators will be described, which possess much more desirable statistical properties than those currently used. Since the use of these estimators is in the real-time control of power systems, the implementation of these techniques to achieve maximum speed is crucial, if they are to be competitive with the Least Squares. Hence computational issues such as sparsity, parallel programming and hierarchical estimation will be addressed. The use of some of these robust methods to related subjects such as meter placement and leverage point identification will be described.

In Chapter 2, the state estimation problem is defined in terms of its reduction from a nonlinear power system model to a more tractable linearized form.
Some of the practical difficulties encountered in solving this problem in a real-time environment are described, especially in the context of how these influence the choice of an estimation algorithm. The conventional methods that have been used in control centers since the introduction of practical state estimators in the early 1970's are discussed, and the more recent attempts to address the deficiencies in these methods are described. This chapter serves as a review of the state of the art, and defines the problems and issues that this dissertation seeks to resolve.

The main reason that some of the recent developments have not been fruitful is that they have occurred without a sufficient knowledge of the progress made by statisticians in formulating a theory of robust estimation. These advances have created a strong theoretical foundation for describing the robustness and other properties of estimators. Great improvements have occurred, starting with the work of Huber, Hampel, and Tukey. In Chapter 3, the basic tenets of robust estimation theory will be described, and these tools will be used to analyze the weaknesses in the methods that were discussed in Chapter 2. Several terms which have a specific meaning in the context of robust estimation, such as the term robust itself will be defined, and concepts such as the breakdown point of an estimator, the influence function, and leverage point will be introduced here.

Chapter 4 describes a new class of estimators that have been developed recently, namely the High Breakdown Point Estimators. The theoretical properties that make these estimators attractive for use in power system state estimation will be discussed, as well as the potential problems that could be encountered in implementing these methods in large sparse
systems. Some discussion of the issues to be faced in implementation of these methods will be given, along with algorithms for both direct nonlinear minimization and combinatorial optimization.

Chapter 5 discusses the actual implementation of the Least Median of Squares estimator, with particular focus on making this method competitive (in terms of computational speed) with the Least Squares based estimators that are prevalent currently. The use of speedup techniques such as sparse matrix methods, parallel processor utilization, and the division of the task into on-line and off-line portions will be described. Test results from various IEEE test systems will be presented, especially with cases that have multiple interacting bad data. These will be contrasted with results for the same cases obtained using other estimation methods; this will be used to illustrate the vastly superior robustness properties of the High Breakdown Point Estimators.

The issue of leverage points in power systems is the subject of Chapter 6. The definitions and concepts introduced in Chapter 3 will be used to show that leverage points are common in power system state estimation, and that without the use of appropriate precautions, they can cause the Least Absolute Value (LAV) estimator to fail. This estimator is becoming more popular, as it seems to combine the speed of the Least Squares estimator with some of the robustness properties of the High Breakdown Point Estimators. Methods for detection and identification of leverage points based on projection pursuit techniques have been devised for use in large, highly sparse systems. These provide a robust estimate of the Mahalanobis distance for such systems. Results from the application of these methods to the IEEE
test systems will be given, and these methods will be validated by testing them using the statistical programming language S-PLUS, and through Monte Carlo simulations of the LAV estimator. Chapter 7 contains a summary of the contributions of this dissertation towards advancing the state of the art in power system state estimation. The conclusions reached as an outcome of the work described will be reviewed, both in terms of their immediate application, and their potential use as the computing power in the control center increases. As a result of this work, there are several other research topics related to state estimation that can benefit from the use of these robust methods. These include robust meter placement, hierarchical state estimation by the decomposition of large power systems into smaller sections, and alternate estimation methods based on incorporating the robust Mahalanobis distance estimates of Chapter 6 into the state estimation procedure. Chapter 7 will also discuss these issues, some of which are the subject of ongoing research at Virginia Tech. Some possible directions of future research in the area of robust power system state estimation will also be suggested.
Chapter 2: Overview of Power System State Estimation

2.1: Introduction

A. C power systems began as a single generator in each city serving the local customers, with the generation, transmission and distribution of power all occurring at the same voltage. With the invention of the transformer in the 1880's, it became possible to generate the power at the most economical voltage, typically 13.2 kV or less, and then to step up the voltage (usually to the 345 kV - 765 kV range) by a transformer connected to the transmission line. The voltage magnitude is reduced by transformers at the remote end of the transmission line to the level required by the loads, which ranges from 120 V for households, to 13.2 kV for industrial establishments. This development was primarily responsible for the predominance of a.c systems over d.c systems, since no d.c equivalent of the transformer existed. It also allowed power systems to become much larger, since the generating plants could now be located near the resources they required (rivers for cooling, or near coal mines for thermal plants, etc). Since then, a.c power systems have evolved into a huge interconnection of generators, transmission lines and loads. The entire continental U.S, for example, is served by three large synchronous interconnections. With this complex network in place, it became
increasingly difficult for a utility to monitor its system, which could have components located over a thousand miles from each other. Early power systems used decentralized control, where each plant operator made decisions based on local conditions; this later evolved into a system-wide control center, where operators kept in touch with the generating plants over the phone, and co-ordinated the control of the system. The growth of power systems, especially the dramatic boom after World War II made this method of monitoring the system impractical, and utilities were quick to use computers to aid them in this process as soon as they became available. The control center became a hub where real time measurements from the remote ends of the system were received, and processed by the computers, which then provided the data for the operator to analyze. Some aspects of power system operation became highly automated, such as the load-frequency control and the economic dispatch of generators for minimizing the cost of operation.

Though these control centers were a great improvement over the prior ones, they still were not adequate. There was no method of synthesizing a global picture of the state of the system by combining all the measurements; instead the knowledge of one area of the system was determined by measurements from that area alone. This left the process vulnerable to failure, since if some of those measurements were corrupt, there was no way to counteract this using the other measurements that were available. This situation was acceptable until events in the 1960's made it essential to improve the secure operation of the system. Analytical tools were developed which required as their input the "state" of the entire system (the state of
the system is the set of all bus voltages and phase angles); these tools were used to forecast loads, identify equipment being operated beyond ratings etc. Therefore it became important to devise a technique, which could utilize all the measurements available at the control center, and combine them to produce a snapshot of the system state at that instant. This process is called power system state estimation.

Power system state estimation became a topic of active research interest after the blackouts of the 1960's, especially the Northeast blackout of 1965. With the improvement in SCADA systems it became possible to gather a large number of real-time measurements at the control center, and it was envisioned that this database could be used to greatly enhance system security, as well as improve other aspects of power system operation [1]. It soon became evident to some researchers that though this database was a vast improvement over that previously available, it could not be used directly as is. The database typically consisted of the breaker status information and the real power measurements used in Automatic Generation Control; while most security and optimization programs required as their primary input the state of the power system. What was required then was a procedure to convert the available measurements into the form desired; in essence, a real time loadflow was needed.

The conventional steady state loadflow assumes that the injection at each load bus is known accurately, and that the generator bus voltages are known. From this it determines the state of the system; the procedure is deterministic in that the number of unknown variables is equal to the number of equations. There is no redundancy in the input data; if one of the
assumed values is inaccurate, the result will be wrong. This approach cannot be used with the real time loadflow, for several reasons. Due to the measurements being taken at remote sites and telemetered to the control center, the possibility of communication errors introducing bad data was very real. Since the output of the state estimator would be used in real-time for vital system control operations, the usual procedure of checking the data and output for plausibility would not be sufficient. It would not be fast enough, and considering the increasing size and complexity of power systems, would be humanly impossible. The other reason redundancy is required is the nature of the power system. A conventional single-phase loadflow is based on the assumption that the three-phase power system can be represented by a single-phase equivalent, in effect assuming that the system is balanced, that the π-circuit model used is accurate, and that the line parameters are known. When the output of the loadflow is used for planning studies and simulations, the consequence of small errors in the output is not immediate, nor is it drastic. This is not the case in state estimation, where the operator takes action to ensure the secure and reliable operation of the system based on the results, and where control actions are taken immediately after the results become available. It was clear then that a new method had to be developed to perform the function of the real time loadflow; it should be based on having some redundancy in the input data, it should use the existing measurements and supplement them with as few additional meters as necessary (due to the cost of the equipment, and more importantly the cost of the communication links to the control center).
2.2 : Formulation of the Problem

The measurement set that is typically available consists of bus voltage magnitude measurements, line power flow measurements (real and reactive), and bus injection measurements (real and reactive). These are related to the desired outputs, the bus voltages and angles, by a set of simultaneous nonlinear equations, as derived below. Let the transmission line between bus i and bus j be represented by its $\pi$-circuit equivalent, which is the complex series impedance $R_{ij} + jX_{ij}$, and half the shunt admittance $(B_{ij}/2)$ at nodes i and j. The real power flow $P_{ij}$ and reactive power flow $Q_{ij}$ between bus i and bus j are then given by equations (1) and (2)

$$P_{ij} = \frac{|V_i|^2}{Z} \sin \delta_{ij} + \frac{|V_i||V_j|}{Z} \sin(\theta_{ij} - \delta_{ij})$$  \hspace{1cm} (1)

$$Q_{ij} = \frac{|V_i|^2}{Z} (\cos \delta_{ij} - \frac{B_{ij}}{2}) - \frac{|V_i||V_j|}{Z} \cos(\theta_{ij} - \delta_{ij})$$  \hspace{1cm} (2)

where $Z \angle \delta_{ij}$ is the polar representation of the impedance $R_{ij} + jX_{ij}$, $V_i$ and $V_j$ are the voltage magnitudes at nodes i and j respectively, and $\theta_{ij}$ is the phase angle difference across the line. The injection at bus i can be written in terms of the sum of all the flows out of bus i, due to Kirchoff's law, while the voltage magnitude measurements are direct measurements of a component of the state vector. (Until recently, it was not possible to measure the bus phase angles directly. An ongoing project at Virginia Tech, the phasor measurement project, has made this feasible, and some implications of this development will be addressed in a later chapter). Thus if we define the vector of measurements as $z$, of length $m$ (the total number of
measurements), and the state vector \( \mathbf{x} \) (of length \( 2n - 1 \), where \( n \) is the number of busses, since one bus is taken as the reference for the phase angles), then the system can be modeled by the equation \( \mathbf{z} = \mathbf{h(x)} \), where \( \mathbf{h(x)} \) represents the set of equations just described. The number of measurements is usually at least 2 times \( n \), so that there is adequate redundancy. This is a nonlinear estimation problem, to determine the state vector \( \hat{\mathbf{x}} \) that fits the measurements \( \mathbf{z} \) optimally.

As mentioned before, there is a great deal of commonality between the loadflow and the state estimation problem. This extends to the use of the fast decoupled loadflow concepts in state estimation. Essentially, as can be seen from (1) and (2), there is a relatively weak connection between the real power measurements and the voltage magnitudes, and between the reactive power measurements and the voltage angles. The larger estimation problem can then be divided into two smaller segments, which provides a significant computational advantage. Throughout the remainder of this dissertation, we will be using the decoupled form of the state estimator.

2.3: Sources of Bad Data

Practical experience with operating state estimators [2] has shown that at almost every run (typically, every 15 minutes), there is some data present that does not match the model. Van Slyck et al report that over a period of 13 years, only 5 days were completely free of bad data, with an average of between 1 and 2% of all measurements being so classified. These discordant measurements are generally called bad data, though this term can be misleading. The implication that there is something "wrong" with the data is not necessarily true; there are many situations in which a measurement can
be perfectly accurate, and yet be classified as bad by the estimator. In this section, some of the common causes for bad data will be reviewed, since ultimately, these provide the greatest motivation for the development of the estimators described later in this dissertation.

The most common cause of bad data is that the data is actually bad. The measurement that reaches the control center has gone through several stages of processing, each of which provides an opportunity for the introduction of an error. The first step in the measurement process is the transducer that interfaces directly to the transmission line; either a current or a voltage transformer. These are susceptible to errors such as mis-calibration, bias, drift due to temperature variations, rounding errors, as well as device failures [3]. A more subtle source of error at this stage is the timing skew; this occurs when the data is not sampled simultaneously throughout the system. Since the overall measurement set is assembled at the control center, and is assumed to be a snapshot of the system at some instant; if some measurements are taken at a different time than others, the picture of the system presented will not be uniform. There are enormous difficulties, both financial and technical, in synchronizing all the measurements. The phasor project mentioned earlier requires much more accurate synchronization, and solves this problem by using the Global Positioning System satellites. There have been proposals to implement a system-wide timing signal using a fiber-optic communication system at some utilities, but this is not yet economically viable.

The next stage in the collection of the measurements is the transmission of the raw data from the substations to the control center. The most common
source of error here is the noise present in the communication channels; this
effect is lessening as digital transmission technology with error-correcting
codes is becoming more prevalent, but the problem persists in analog
channels. Some of the larger utilities use data concentrators, which act as
regional control centers, which collect the data from a large part of the
system, and forward it to the control center (for example, AEP uses four data
concentrators, one of which is in Roanoke). Any malfunction at these
intermediate sites will impact significant portions of the data.
The other reason for discrepancies between the data and the model is
inadequacies in the model. The mathematical model that is at the heart of
the state estimation process embodies a series of assumptions, most of which
are usually accurate. The accumulated effect of these errors however may
result in the measured data not fitting the model. Some of these
assumptions are:

(1) The numerical values used for various system elements in the model
are subject to error. There are minor variations in line impedance due to
temperature; and in other cases the data is just not known accurately.
In addition, some portions of the system model are actually a reduced
equivalent of the external power system, which is based on other
approximations, and uses data whose current value cannot be confirmed
easily, if at all.

(2) All existing state estimation algorithms use a linearized version of
the nonlinear system model, in order to reduce the computational
burden. If the number of iterations used is large enough, this does not
cause any error. It can result in numerical convergence problems if the
system is heavily loaded.

(3) State estimators generally use a single-phase model of the power system, which implicitly assumes a balanced 3-phase system. This is not usually true, due to factors such as the instantaneously varying load, and the presence of untransposed transmission lines.

(4) Topology errors, which are the worst kind of error to detect. An operating power system is not static; lines are switched in and out, transformer tap settings are changed, static var systems and switched capacitors dynamically change the shunt admittance of the power system. The control center may not always be aware of these changes in time to respond to them.

In general, the errors due to approximations of one kind or another result in mild outliers, while device failures and mis-calibration cause gross errors.

2.4: The Weighted Least Squares Estimator

The first such method was described by Schweppes et al in their seminal series of papers [4] in 1970, which introduced the concept of the state estimator being a filter which determined the state of the system as a weighted function of the input measurements. These papers lay the foundation for most of the work on static state estimation in the subsequent two decades. Essentially, the measurements and the state of the power system were assumed to be related by the nonlinear equation

$$z = h(x) + e$$  (3)

where $z$ is the measurement vector, $x$ is the state vector and $e$ is the measurement error vector. In the case of a conventional load flow, $e$ is
assumed to be null, and the dimensions of \( \mathbf{x} \) and \( \mathbf{z} \) are equal. In state estimation however, the number of measurements \( m \), is greater than the number of unknowns, \( n \); with \( m/n \) typically being about 2. At this point, a critical assumption was made which led to the computation of the state estimate being made much faster, and the analysis of the statistical properties of the estimator much easier. This was the assumption that the components of the error vector \( \mathbf{e} \), \( (e_1, e_2, \ldots, e_m) \) are independently distributed random variables following a Gaussian distribution with zero mean. Then the measurement error covariance matrix \( \mathbf{R} \), which is the expected value of \( [\mathbf{e} \mathbf{e}^T] \) is a diagonal matrix, with its entries as

\[
\mathbf{R} = \text{Diag} \left( \sigma_1^2, \sigma_2^2, \sigma_3^2, \ldots, \sigma_m^2 \right) 
\]

(4)

From this the probability density function of \( \mathbf{z} \) can be written as

\[
f(\mathbf{z}) = \frac{\exp\left(-0.5 \left[ \mathbf{z} - \mathbf{h}(\mathbf{x}) \right]^T \mathbf{R}^{-1} \left[ \mathbf{z} - \mathbf{h}(\mathbf{x}) \right] \right)}{\left(2\pi\right)^{m/2} \left| \det \mathbf{R} \right|^{0.5}}
\]

(5)

where \( \det \mathbf{R} \) is the determinant of \( \mathbf{R} \). The question is then to find an "optimal" \( \mathbf{x} \). One of the accepted methods of doing this is the maximum likelihood estimator approach, where we seek to maximize the likelihood that the observed measurements were the values actually observed. That is, if the observed measurements are \( (z_1, z_2, \ldots, z_m) \), then the likelihood function

\[
L = f(z_1).f(z_2).f(z_3).\ldots.f(z_m)
\]

(6)

is to be maximized. Since \( \mathbf{R} \) is independent of the actual value of \( \mathbf{z} \), this is equivalent to maximizing the numerator of (5), or minimizing the magnitude of the exponent term. The problem then reduces to minimizing the quadratic
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function which is a classic least squares problem. If we now define $\mathbf{H}(\mathbf{x})$ as $d(h(\mathbf{x}))/d\mathbf{x}$, this is equivalent to finding $\hat{\mathbf{x}}$ so that $\mathbf{H}^t(\hat{\mathbf{x}}). \mathbf{R}^{-1}. [\mathbf{z}-h(\hat{\mathbf{x}})] = 0$ (this is also equivalent to minimizing $\sum_{i=1}^{m} r_i^2$, which is why this method is known as the Least Squares Estimator). $\mathbf{H}$ is then by definition the Jacobian matrix of the measurements. The problem now has been reduced to one very similar to that in conventional load flow problems, where the problem is to find $\mathbf{x}$ such that a nonlinear function of the Jacobian matrix is as close to zero as possible. This makes the use of all the computational enhancements that were devised for the solution of the load flow problem applicable to the state estimation problem. In particular the Newton Raphson iterative algorithm for the solution of nonlinear equations, and the sparse matrix techniques described by Tinney et al [5,6] can be applied directly. Since the objective function being minimized is globally convex, and has only one minima, the choice of the starting point for the state estimation iterations is important only for the speed of the solution. Regardless of the starting point, the final solution will always be the same; this is not true of some of the estimators that will be discussed later in this chapter.

Attempts to directly implement such schemes with existing measurement sets were not as successful [7,8] as expected. There were numerical problems with the convergence of the estimator, and the issue of its bad data handling properties had not been addressed satisfactorily. However, the method was fast enough that it could be implemented on the computer systems then available, and be run every fifteen minutes or so, which was the typical cycle time used in control centers then. Operating experience revealed almost
immediately that without taking some precautions against the presence of bad data, the output of the estimator could not be relied upon. Until then, the optimization process was assumed to be a success if the final value of the objective function was sufficiently small, with little attention paid to the measurement residuals, \( r = z - h(\hat{x}) \).

At first, the new procedures were based substantially on the weighted least squares method. The first step was the use of the chi-square test applied to the weighted residuals

\[
 r_w = \frac{z - h(\hat{x})}{\sigma} \tag{7}
\]

where \( \sigma \) is the vector of the diagonal elements of \( R \). It was shown that the weighted residuals followed a \( \chi^2_{\alpha} \) distribution, where \( \alpha = m - n \), the number of degrees of freedom. Therefore subsequent to the estimation, a detection test based on the weighted residuals would be performed, and if none of the \( r_w \) were greater than the threshold from the \( \chi^2_{\alpha} \) distribution, then it was assumed that no bad data were present. The weighted residual test however does not identify the bad data in all cases; it merely indicates the presence of bad data. A more rigorous test was devised, based on the normalized residuals \( r_n \)

\[
 r_n = \frac{r_w}{\sqrt{w}} \tag{8}
\]

where \( w \) is the vector of the diagonal elements of the residual sensitivity matrix \( W \), where \( W \) is defined by

\[
 W = I - H (H^t R^{-1} H)^{-1} H^t \tag{9}
\]
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and is derived from the equation \( r = \mathbf{W}e \). It was shown that if only one bad data point were present, it could be identified as the measurement with the largest normalized residual. In this case then, the bad data point would be deleted from the measurement set, and the estimation process repeated with the reduced set. This is computationally expensive, but was the only known way at the time to handle bad data using a least squares estimator. In principle, the normalized residuals could also handle the case of multiple non-interacting bad data; that is if the bad data points were "far away" from each other. There was no clear definition of what constituted being "far away"; in practice it was assumed that if the bad data occurred at nodes electrically distant from each other, they would not interact. On the other hand, if the bad data points were "close" to each other and interacted, this would result in the largest normalized residual not always corresponding to one of the bad data. In fact, a masking effect was observed, where the effect of adding the second bad data point was to make the normalized residuals for both the bad data very small, and cause false identification of a good data point as a bad input.

In summary, these methods were the fastest computationally, the simplest to implement, and if the measurement errors were normally distributed, they were optimal in the sense of having the minimum variance of the estimate. If a single bad data point was present, it could be identified by the weighted least squares test, and identified by a normalized residual test. If a bad data point were identified, the estimation would have to be redone with the bad point deleted.
2.5: Non-Quadratic Estimators

Due to the limitations mentioned in the previous section, it was clear that though the Normalized Least Squares estimator was adequate, it would be necessary to investigate estimators that did not suffer from the same drawbacks. The basic problem with least squares based methods was in the assumption of the normality of the measurement errors; hence it was logical to test estimators which were not optimal under the Gaussian distribution, but performed better under longer-tailed distributions, which were more common in practice. Though such estimators had already been introduced by statisticians some years previously under the general classification of M-estimators, Scheppe et al described them first in the power systems field as Non-Quadratic Estimators [9,10]. The reason for this nomenclature will be discussed in Chapter 3.

Basically these estimators minimize a function of the residuals; if the function happens to be the quadratic function, then the resulting estimator is the Least Squares estimator. For example, if the criterion is to minimize

$$\sum_{i=1}^{m} |r_i|$$
	hen this becomes the Least Absolute Value (LAV) estimator. In general, these estimators put less weight on those measurements which have a large value of $r_i$. Therefore these measurements do not have as large an effect on the estimate, resulting in a more robust estimator. To some degree, these estimators combine the estimation and detection phases into one step, since the suspected bad data are automatically downweighted during the estimation process. The objective function used need not be smooth; in fact some of the best estimators of this type do not have derivatives at all points.
This causes some problems from a numerical standpoint, since the most common method for the solution of nonlinear equations in power systems is the Newton-Raphson technique. This cannot be used here, if the derivative of the objective function cannot always be evaluated. Also, depending on the exact nature of the function, the useful convexity property of the quadratic function may not hold true; this implies that the objective function may have many local minima, and that it is therefore necessary to choose the initial starting point for any numerical search procedure carefully. The superior bad data handling properties of these estimators were not recognized sufficiently at that time in the power system area, due to a lack of familiarity with the robust estimation theory that had recently been developed by statisticians. These methods were not investigated as thoroughly, since their drawbacks were immediately apparent, while their advantages over the least squares were not as readily comprehended. Such estimators will be described in detail in Chapter 3.

Since the introduction of these estimators, research in the state estimation area has focused on two approaches. One approach is to use the LAV estimator, and to overcome the computational problems associated with this nonlinear minimization by reformulating it as a sequence of linear problems, each of which can be solved using Linear Programming (LP) methods [11,12]. This approach takes advantage of the progress made in the field of operations research towards solving LP problems rapidly, such as the Simplex method of Dantzig and more recently the geometric approach of Karmarkar. The sparse nature of power system models is also well suited to the application of the LP methods. However most of the research by power
system engineers has concentrated on making the estimator faster, rather than determining if this type of estimator is really suitable for application in state estimation. In Chapter 3, a theoretical analysis of this estimator will be presented, which shows that there are other drawbacks with the LAV estimator.

The other approaches that were investigated in the early 1980's concentrated on improving the Normalized Least Squares estimator. The hope was to find some test, which when applied to the residuals, could always detect and identify multiple interacting bad data. Various methods were proposed, such as the combinatorial optimization methods of Monticelli et al [13], the geometric optimization methods of Clements et al [14], and the Hypothesis Testing and Identification methods of Mili et al [15-17]. Again these method were mostly ad hoc procedures, developed without much attention to the intrinsic properties of the least squares estimator. These all relied on detection tests based on the residuals from the least squares, without considering the possibility that the very fact that the residuals were from a Least Squares estimate condemned their efforts to failure.

2.6 : Summary

Since the inception of static state estimation, there has been a constant introduction of new techniques, usually based on the work of statisticians. These include the bad data analysis tests for the weighted least squares estimator, the M-estimator and other non-quadratic estimators, and the Least Absolute Value Estimator. In this chapter, the fundamental concepts underlying these methods have been reviewed, though it is beyond the scope of this dissertation to describe each of these techniques exhaustively,
especially the details of their implementation. Further references, and a broad overview of power system state estimation can be found in Schewpe et al [18] and in Wu [19].

In Chapter 3, some of the tools of robust estimation theory will be introduced, and the estimators described in this chapter will be analyzed using these tools. This chapter also reflects the contributions of statisticians to the advancement of power system state estimation, albeit in many instances unknowingly.
Chapter 3: Robust Estimation Theory

3.1: Introduction

This chapter describes the general concepts that constitute the theory of robust estimation, which seeks to devise estimators that are relatively immune to outliers in their input. The techniques will first be illustrated on the simple case of a one-dimensional location problem; they will then be extended to the multiple regression problems that are relevant to power system state estimation. In particular, these concepts will be introduced:

- Qualitative Robustness
- Breakdown Point
- The Influence Function
- Leverage Points and the Mahalanobis distance

The application of these ideas to power system state estimation will be discussed, along with any modifications necessitated by the nature of the power system. Various estimators will be described, starting with simple estimators of location, such as the arithmetic mean and median, and then focusing on M- and Generalized M-estimators.
3.2 : Historical Review

Robust estimation is not a recent development; it is an old idea that has come into favor again as digital computers made practical the kind of computations it requires. A complete historical review is beyond the scope of this dissertation; a useful reference on the subject is Beckman and Cook [20], in which it is stated that one of the first references to rejection of discordant data was made by Daniel Bernoulli in 1777. Other uses of the techniques that would today be called robust estimators, were in the scientific developments of the 18th and 19th centuries. Astronomers used a trimmed mean estimator, which discards both the highest and lowest observation, in order to get an estimate less influenced by outliers in either direction. Scientists used this form of averaging while estimating physical constants experimentally, such as the Michelson experiments to measure the speed of light, and in determining the atomic weights of the elements. When the modern Olympics were revived in 1896, events in which the scoring is subjective, such as gymnastics and diving, used the same principle, with the competitor's score being the average of the judge's scores, with the highest and lowest score disregarded.

These methods tended to be heuristic procedures, without a formal theoretical foundation. The first attempt to rectify this situation was the parametric estimation theory devised by Fisher in the early 1920's. This assumes an a priori knowledge of the probability distribution of the measurement errors, the so-called parametric model. In conventional state estimation, and in most other applications, the errors are assumed to be distributed normally, though there is generally no firm basis for this. Based
on this assumption, Fisher developed the maximum likelihood estimators which are optimal (unbiased with the minimum asymptotic variance), when the assumed parametric model is exact. He also proposed several concepts such as consistency, efficiency, and sufficiency, which measure the performance of an estimator under these assumptions.

This development was of great theoretical significance, but its implications became more relevant with the increased use of the computer to analyze data. One of the unfortunate side effects of the widespread use of the computer was that tools that were hitherto used only by statisticians who understood the underlying assumptions (such as the Gaussian distribution of the errors) were now being used widely by less knowledgeable practitioners. Another problem was that the size of the data sets being analyzed increased, as the computations were done by computer rather than manually, which made checking the data for obvious errors more difficult. The Least Squares (LS) method which was the most commonly used estimator, was also the most vulnerable in the presence of outliers. It has the advantages of ease of implementation, and having the maximum efficiency under the Gaussian assumption. However, as shown by Tukey [21], it loses its efficiency very rapidly as soon as the tails of the actual probability distribution function (p.d.f) lengthen. In particular, Tukey showed that the arithmetic mean (the one-dimensional LS estimator) becomes less efficient than the sample median (the LAV estimator) even in the case of the c.d.f being the Gaussian mixture model

\[ G = (1 - \varepsilon) \cdot N(0,1) + \varepsilon \cdot N(0,9) \]  

(10)
when $\varepsilon$ exceeds 0.08, where $N(a,b)$ denotes the normal distribution with mean $a$ and standard deviation $b$, the p.d.f of which is

$$g(x) = \frac{1}{\alpha \sqrt{2\pi}} e^{-\frac{(x-a)^2}{2\alpha^2}}$$

(11)

This appears to contradict the Gauss-Markov theorem which states that the LS estimator is the Best Linear Unbiased Estimator (BLUE) for a general class of symmetric distributions with a finite variance. However all linear estimators exhibit poor performance under departures from the Gaussian model, and the LS estimator is biased for asymmetric distributions, which are much more common in practice. In fact, any finite sample drawn from a symmetric distribution appears to be asymmetric. Thus the apparent optimality of the LS estimator is non-existent under real-world conditions, and moreover, its bias can be made arbitrarily large by adding just one outlier, independent of the number of measurements. Questions about the suitability of the LS estimator grew [22,23,24,25] and this resulted in the development of the non-parametric estimation theory. As implied by its name, this requires no a priori knowledge of the probability distribution of the measurement errors. The assumptions made deal with the continuity of the distributions and the independence of the measurements. Huber [26] formulated the robust estimation theory, in response to these developments. He postulated that a reasonable approximate model can usually be found, which fits only the majority of the data points. For example, by using the central limit theorem, one can say that the majority of the data follows the Gaussian distribution, with the other data points being
outliers, whose influence must be diluted. In this context, Huber [27] defined the concept of robustness as being "synonymous to insensitivity to small departure from the assumptions". Robust estimation theory therefore seeks to develop estimators which are not necessarily optimal under the assumptions made, but ones whose bias and variance remain bounded when the assumptions are not valid. Using this framework, Huber created the minimax approach to robustness, and developed the class of M-estimators (or generalized maximum likelihood estimators), which were introduced in power systems by Merrill and Schwepp [9] as non-quadratic estimators.

Continuing in this vein, Hampel [28] introduced several concepts which complement the Fisherian ones in that they assess the robustness of an estimator under departures from the assumptions. The estimator is treated as a system for which we wish to analyze the stability of the outputs, the bias and variance of the estimates, when noise affects the inputs, the assumptions. Hampel [29,30] proposed to analyze the robustness of an estimator by these measures:

1. Qualitative robustness, which assesses the effect of small deviations from the assumptions.
2. Global robustness, as quantified by the breakdown point, which determines the largest fraction of contamination that an estimator can handle.
3. Local robustness, which is measured by the influence and change of variance functions, and analyzes the effects of infinitesimal deviations on the bias and variance, respectively.
3.3 : The Location problem

The simplest form of an estimation problem is the location problem, where the data consists of a set of numbers, and the objective is to determine the value most representative of the set. Let the measurement set be denoted by

\[ z = (z_1, z_2, ..., z_m) \]  \hspace{1cm} (12)

where the measurements are assumed to independent and identically distributed according to the cumulative distribution function \( G \). Since \( G \) is generally unknown, it is assumed to be approximated by the c.d.f \( F \). Let the parameter being estimated be denoted by \( \theta \), and let \( \hat{\theta}(z) \) be the estimate obtained from these \( m \) measurements. Let \( \Lambda_F(\hat{\theta}) \) and \( \Lambda_G(\hat{\theta}) \) be the cumulative distribution functions of the estimate obtained with the c.d.f's \( F \) and \( G \) respectively.

3.3.1 : Functional Form of an Estimator

An empirical c.d.f \( G_m(u) \) can be associated with the set of measurements

\[ G_m(u) = \frac{1}{m} \sum_{i=1}^{m} \Delta(u - z_i) \]  \hspace{1cm} (13)

where \( \Delta(u) \) is the Heaviside step function. This empirical c.d.f tends to the true c.d.f \( G \) as \( m \) increases. Since

\[ \int_{-\infty}^{\infty} u \cdot d\Delta(u - z_i) = z_i \]  \hspace{1cm} (14)
we can replace the sample by $G_m$, and the estimator by a function of $G_m$, which yields

$$\hat{\theta}_m(z) = \hat{\theta}_m(G_m)$$  \hspace{1cm} (15)

If this function remains the same for all $m$ and $G_m$, it is said to be a functional, and the estimator $\hat{\theta}_m(G_m)$ is also a functional. This equation will be used later in developing the influence function and other concepts. It can also be used to define several common one-dimensional estimators in their functional form.

$$\text{Arithmetic mean} = \int_{-\infty}^{\infty} u \, dG(u)$$  \hspace{1cm} (16)

$$\text{Sample Median} = G^{-1}\left(\frac{1}{2}\right)$$  \hspace{1cm} (17)

$$\alpha\text{-trimmed Mean} = \frac{1}{1-2\alpha} \int_{\alpha}^{1-\alpha} G^{-1}(u) \, du$$  \hspace{1cm} (18)

The conventional definition of these estimators is

$$\text{Arithmetic Mean} = \frac{1}{m} \sum_{i=1}^{m} z_i$$  \hspace{1cm} (19)

and the median $z_{50}$ is defined as
\[
z_{50} = \begin{cases} 
z_{(m+1)/2} & \text{if } m \text{ is odd} \\
0.5 \left( z_{m/2} + z_{(m/2)+1} \right) & \text{if } m \text{ is even}
\end{cases}
\] (20)

The \(\alpha\)-trimmed mean of a sample with \(m\) measurements is the mean of the subsample formed by discarding the \([\alpha m]\) largest and \([\alpha m]\) smallest observations. The notation \([x]\) denotes the integer part of \(x\), the floor function.

The following assumptions will be made regarding the estimators described in this chapter:

(1) The estimators can be replaced, at least asymptotically (as \(m \to \infty\)) by a functional.

(2) The estimators are Fisher consistent, i.e., the estimate based on the assumed c.d.f \(F\), \(\hat{\theta}_m(F_m)\) converges to the true value \(\theta\) as \(m\) increases.

3.3.2: Qualitative Robustness

We are now in a position to define qualitative robustness:

A sequence of estimators \(\{\hat{\theta}_m; m \geq 1\}\) is said to be qualitatively robust at the c.d.f \(F\) if a small deviation between \(F\) and \(G\) creates a small deviation between \(\Lambda_F(\hat{\theta}_m)\) and \(\Lambda_G(\hat{\theta}_m)\), for all sample size \(m\).

This is a difficult concept to use in practice, since measuring the distance between the cumulative distribution functions \(F\) and \(G\) is not easy. Hampel [29] suggests the use of the Prohorov distance as a suitable metric.

A more practical definition of qualitative robustness given by Hampel is that a sequence of estimators \(\{\hat{\theta}_m; m \geq 1\}\) which is a continuous sequence of continuous functions \(\hat{\theta}_m(z)\) at \(F\), is qualitatively robust at \(F\). Thus by
verifying the continuity of the functional $\hat{\theta}_m(F_m)$, the qualitative robustness of the estimator can be assessed. Again considering the contamination model discussed before, $G = (1 - \epsilon) F + \epsilon H$, where $H$ is any c.d.f and $\epsilon$ is the degree of contamination ($0 \leq \epsilon \leq 1$), then the asymptotic bias is

$$b = |\hat{\theta}(G) - \hat{\theta}(F)|$$  \hspace{1cm} (21)

Then for the estimator $F$ to be qualitatively robust, the asymptotic bias must be continuous at $\epsilon = 0$. The finite sample bias $b_m$ is defined as $b_m = |\hat{\theta}(G_m) - \hat{\theta}(F_m)|$.

### 3.3.3: Global Robustness and the Breakdown Point

If an estimator is qualitatively robust, its maximum possible bias must remain bounded, at least for the presence of one outlier among the $m$ measurements. Another measure of the robustness of an estimator is the maximum fraction of measurements, $\epsilon^*$, that can be made arbitrarily large with the bias remaining bounded. Formally if $z = (z_1, z_2, ..., z_m)$ is a good sample, and $\hat{\theta}_m$ is the estimate calculated from $z$, then let $z'$ be a sample derived from $z$ by replacing any $f$ out of the $m$ measurements with arbitrary values (i.e. $\epsilon = f/m$), and $\hat{\theta}'_m$ is the estimate calculated from $z'$. Now consider all possible corrupted samples $z'$; and for each one compute the bias, and find the maximum bias

$$b_{\text{max}} = |\hat{\theta}_m - \hat{\theta}'_m|$$  \hspace{1cm} (22)

causcd by the contamination. Then the breakdown point of the estimator, $\epsilon^*$ is defined as
\( \varepsilon^* = \max \{ \varepsilon = f/m \mid b_{\text{max}} \text{ is finite} \} \) \hspace{1cm} (23)

The breakdown point is a worst case concept; if there is just one sample with \( f_1 \) contaminated observations that has an infinite bias, the breakdown point is less than \( f_1/m \), even though all other samples with \( f_1 \) contaminated observations may have finite bias. It is also independent of the choice of the \( f \) observations, the magnitude of the contamination, and the p.d.f of the good sample \( z \). Since a robust estimator relies on the majority of the data, the maximum possible value of \( f \) is

\[ f_{\text{max}} = \left\lfloor \frac{m - n}{2} \right\rfloor \] \hspace{1cm} (24)

and hence

\[ \varepsilon_{\text{max}}^* = \left\lfloor \frac{m - n}{2} \right\rfloor / m \] \hspace{1cm} (25)

where \( n \) is the number of parameters being estimated (\( n = 1 \), in the location problem). Asymptotically, as \( m \to \infty \), \( \varepsilon_{\text{max}}^* \) reaches its maximum value of \( 50\% \); estimators that attain this breakdown point are called high breakdown point estimators. For reference, the breakdown point for the estimators discussed in Section 3.3.1 is given here, while a more complete list is given in the Princeton robustness study [31], where more than 68 estimators have been analyzed.

The arithmetic mean has a breakdown point of 0; it is not qualitatively robust. This can be shown by taking one observation, and setting it to the value \( \infty \); the mean of any set containing this sample is also \( \infty \), independent of the size of the sample. The effect of one outlier alone is enough to make the
bias infinite, and hence the mean is not qualitatively robust.

The sample median has the maximum breakdown point in the one-dimensional case. In the worst case, where all the corrupted samples are on the same side of the original median, at least 50% of the observations would have to be corrupted before the median is affected.

The \( \alpha \)-trimmed median has a breakdown point that depends on the fraction of trimming, \( \alpha \). When \( \alpha = 0 \), the \( \alpha \)-trimmed mean reduces to the arithmetic mean, and with \( \alpha = 0.5 \), it becomes the sample median. In fact, its breakdown point is \( \alpha \).

In general, the breakdown point of an estimator decreases as the number of parameters being estimated, \( n \), increases. For example, the LAV which is the multi-dimensional equivalent of the sample median has a breakdown point of 25% in the simple regression (\( n = 2 \)) case, as opposed to 50% for \( n = 1 \). In Chapter 6, it will be verified through Monte Carlo simulations that the breakdown point decreases rapidly as \( n \) increases.

### 3.3.4: The Influence Function

The local robustness of an estimator at a given probability distribution of the measurement errors is measured by two functions: the Influence Function (IF) and the Change-of-Variance Function (CVF), which assess the effect of a single outlier on the bias and variance, respectively.

#### a. Finite sample IF in the unidimensional case

The finite sample influence function \( IF(z \, ; \, \hat{\theta}_m, F) \) of an estimator of location \( \hat{\theta}_m \) at the c.d.f \( F \), associated with the sample \( z = \{z_1, z_2 \ldots, z_{m-1}, z\} \) is the difference between the estimates \( \hat{\theta}_m \) and \( \hat{\theta}_{m-1} \), computed with and without
the observation \( z \), and divided by the fraction of contamination \( \epsilon = 1/m \). The observations \( \{ z_1, \ldots, z_{m-1} \} \) follow the c.d.f \( F \) and \( z \) takes on all real values. Formally

\[
IF(z ; \hat{\theta}_m, F) = m \{ \hat{\theta}_m(z_1, \ldots, z_{m-1}, z) - \hat{\theta}_{m-1}(z_1, \ldots, z_{m-1}) \}
\] (26)

Several local robustness measures can be derived from the influence function. The most important of them are the gross error sensitivity and the local shift sensitivity, which are discussed below.

b. The gross error sensitivity

The gross error sensitivity \( \gamma^* \) is the supremum of the absolute value of \( IF \) computed over all values of \( z \), i.e.

\[
\gamma^* = \sup_z | IF(z ; \hat{\theta}_m, F) |
\] (27)

Its importance stems from its connection to the maximum bias of the estimator. If the bias \( b \) is defined as \( |\hat{\theta}_m - \hat{\theta}_{m-1}| = \epsilon |IF| \) (the approximation is the difference between the finite sample \( IF \) and the asymptotic \( IF \)), then the maximum value of the bias is the maximum value of \( \epsilon |IF| \). Hence

\[
b_{\text{max}} = \epsilon \gamma^*
\] (28)

Hence a well-behaved robust estimator should have a bounded gross error sensitivity, and consequently a bounded bias. Such an estimator is said to be B-robust. Bounding \( \gamma^* \) is an important criterion in the design of new estimators.

c. The local shift sensitivity

The local shift sensitivity measures the effect of small variations in the
observations, which can be caused by rounding errors, for example. As noted by Hampel [30], this is equivalent to shifting an observation from a point \( z \) to a nearby point \( y \). The effect of this shift on the estimate is equal to the difference between the values of the IF at these two points. The local shift sensitivity \( \lambda^* \) is a standardized version of the supremum of this difference, taken over all \( y \neq z \).

\[
\lambda^* = \sup_{y \neq z} \frac{|IF(y; \hat{\theta}_m, F) - IF(z; \hat{\theta}_m, F)|}{|y-z|} \tag{29}
\]

\( \lambda^* \) is the greatest slope of all straight lines intersecting the IF at two distinct points [32]. When the IF is differentiable for all \( z \), the straight lines will be the tangents to IF, and we have

\[
\lambda^* = \sup_{z} \left| \frac{\partial IF(z; \hat{\theta}_m, F)}{\partial z} \right| \tag{30}
\]

d. Asymptotic influence function

If we let \( m \), the number of observations increase to infinity, then the fraction of contamination, \( \varepsilon = 1/m \), will decrease to zero. Then it can be shown that under certain regularity conditions [33], the IF becomes the directional derivative of the functional form of the estimator, \( \hat{\theta}(G) \), in the direction of \( G \), with \( G \) being the contaminated model, \( G = (1 - \varepsilon).F + \varepsilon.\Delta(u-z) \). Formally

\[
IF(z; \hat{\theta}, F) = \left. \frac{\partial \hat{\theta}(G)}{\partial \varepsilon} \right|_{\varepsilon=0} = \lim_{\varepsilon \to 0} \frac{\hat{\theta}(G) - \hat{\theta}(F)}{\varepsilon} \tag{31}
\]

The IF is a linearization of the estimator \( \hat{\theta}(G) \) at \( \varepsilon = 0 \). It describes the local behavior of \( \hat{\theta} \) in a small neighborhood of the assumed model F. It is related
to the asymptotic bias $b(\varepsilon)$ (as shown in Figure 1) by

$$b(\varepsilon) = |\hat{\theta}(G) - \hat{\theta}(F)| \sim |IF(z; \hat{\theta}, F)|$$

(32)

and to the asymptotic variance $V(\hat{\theta}, F)$ through

$$V(\hat{\theta}, F) \sim \int IF^2(z; \hat{\theta}, F) \, dF(z)$$

(33)

The asymptotic variance determines the statistical efficiency of an estimator; the lower the variance, the more efficient the estimator. Figure 1 illustrates the link between the various robustness concepts defined previously. As suggested by Huber and Hampel, qualitative robustness implies the continuity of the maximum possible asymptotic bias $b(\varepsilon)|_{\varepsilon=0}$; the gross error sensitivity is the slope of its tangent at $\varepsilon = 0$ for well-behaved estimators, and the breakdown point is the abscissa of its first asymptote.

3.3.5: The IF of some location estimators

Figure 2 shows the asymptotic IF at the Gaussian distribution of the three estimators of location defined in Section 3.3.1. The IF of the arithmetic mean is a straight line with slope 1, which indicates that the greater the value of a measurement, the larger its influence. Since the maximum value of the IF is unbounded, the mean has an infinite gross error sensitivity; and hence this estimator is not robust. On the other hand, $\gamma^*$ is bounded for the $\alpha$-trimmed mean and for the sample median. In fact, the median has the lowest possible value of $\gamma^*$ that an estimator may have ($\gamma^* = \sqrt{\pi/2}$) at the standard Gaussian distribution).

On the other hand, the sample median has an infinite value for the local shift
sensitivity, and $\lambda^*$ is equal to one for the arithmetic mean. This is the smallest possible value of $\lambda^*$ that an estimator may have (at the Gaussian distribution). In this regard, it is the estimator most resistant to rounding errors. On the other hand, since the sample median is computed from the central observations, it is very sensitive to such errors. Note that from a practical viewpoint, robustness against gross errors is much more critical than robustness against rounding errors.

3.3.6: Hampel's Optimality Criterion

Clearly, it would be ideal to find an estimator that has low values for both the asymptotic bias and the asymptotic variance, at a given c.d.f $F$. This however poses a dilemma, since these requirements conflict; the lower the bias, the larger the variance, and vice versa. Therefore in practice, we have to find a trade-off between robustness and efficiency. For instance, the arithmetic mean is the most efficient estimator at the Gaussian distribution but it is not robust; whereas the sample median has a poor efficiency at this distribution, but it is the most robust estimator. This requirement is expressed by Hampel's optimality criterion, which consists of minimizing the asymptotic variance under the constraint that the gross error sensitivity is smaller than a given threshold. Estimators which satisfy such a criterion are called optimally B-robust.

3.3.7: The Change of Variance Function

Till now, we have assessed the local robustness of the asymptotic bias of an estimator through the influence function. To analyze the local robustness of
the asymptotic variance, the corresponding function is the Change of Variance Function (CVF). It is defined as the first derivative of the asymptotic variance with respect to ε at ε = 0

\[
\text{CVF}(z; \hat{\theta}, F) = \frac{\partial V(\hat{\theta}, G)}{\partial \varepsilon} \bigg|_{\varepsilon=0}
\]

(34)

with

\[
G = (1 - \varepsilon) F + \varepsilon \left[ \Delta(u-z) + \Delta(u+z) \right]
\]

(35)

Similar to the analysis for the bias, the analysis for the variance uses the quantity $\kappa^*$ (the equivalent of $\gamma^*$) which is called the change-of-variance sensitivity. It is related to the maximum asymptotic variance by the equation

\[
\sup_{G \in \mathcal{N}(F)} V(\hat{\theta}, G) = V(\hat{\theta}, F) \exp(\varepsilon \kappa^*(\hat{\theta}, F))
\]

(36)

It is apparent that if $\kappa^*$ is bounded, then the asymptotic variance will be bounded; such an estimator is said to be V-robust. On the other hand, when the variance $V(\hat{\theta}, F)$ associated with the assumed distribution $F$ is minimized with the constraint that $\kappa^*$ is less than a given threshold, then the estimator is said to be optimally V-robust (the optimality criterion of Hampel).

### 3.4: Leverage Points and M-estimators

As mentioned previously, some of the concepts presented in the previous sections can be used as tools to design estimators with more desirable...
properties. For example, it has been shown that a bounded influence function is necessary. The first class of estimators which embodies these principles is the M-estimator. Using the notation of Chapter 2, where \( h(x) \) is the assumed model, and \( \sigma_i \) is the variance associated with the measurement \( z_i \), M-estimators have been defined [33] as those which minimize the criterion

\[
J(x) = \sum_{i=1}^{m} \rho\left(\frac{z_i - h_i(x)}{\sigma_i}\right) = \sum_{i=1}^{m} \rho(r_{Wi})
\]  

(37)

where \( r_{Wi} \) are the weighted residuals. As mentioned before, if \( \rho(x) = x^2 \), then this describes a Weighted Least Squares estimator. To find the solution to the above equation, we take the derivative of \( J(x) \) with respect to \( x \) and equate it to 0. In Chapter 2, we have defined the Jacobian matrix \( H \) as \( \partial h(x)/\partial x \), and \( R \) as the covariance matrix associated with the measurements. Let \( l_i \) be the \( i \)th row of \( R^{-1/2}H \); then each \( l_i \) is associated with a particular measurement, and defines a point in the factor space. We then have to solve

\[
\sum_{i=1}^{m} \psi(r_{Wi}) l_i = 0
\]  

(38)

where \( \psi(r_{Wi}) \) is the derivative of \( \rho(r_{Wi}) \) with respect to \( r_{Wi} \). This equation can be solved using standard numerical techniques, such as the Newton-Raphson method, or by the iterative WLS method. The \( \psi \) function is proportional to the influence function of an estimator.

Based on the properties of the \( \rho \) and \( \psi \) functions, M-estimators can be classified in three ways:
(1) Those with a convex \( \rho \) function. Examples of this class are the LS estimator, the LAV with \( \rho(r) = |r| \), and the Huber estimator.

(2) Those with a non-convex \( \rho(r) \), but having non-vanishing \( \psi(r) \) functions. Examples of this class are the Schweppe estimator and the Muller estimator.

(3) Those with a non-convex \( \rho(r) \), but having \( \psi(r) \) functions that become 0 for some values of \( r \). Examples of this class are the Hampel estimator and the Huber type skipped-mean estimator. These are also called re-descending M-estimators, since their \( \psi(r) \) function increases from \( r = 0 \) and then decreases. Weighted LS estimators with rejection rules such as the normalized residual test also belong to this class.

The convexity of the \( \rho \) function implies that there is a unique solution to equation (38), so that the choice of starting point for an iterative solution technique is not crucial. This is not true for the re-descending estimators, which have an infinite number of solutions. Table 1 gives analytical expressions for the \( \rho(r) \) and \( \psi(r) \) of these estimators, while Figure 3 shows the \( \psi \) function graphically. In Table 1 these are given as functions of \( r \), the residuals; if weighted residuals are to be used, each \( r \) should be replaced by \( r_w = r/\sigma \). It can be seen that in the center of each \( \psi \) function, around \( r=0 \), all the estimators are very similar to the LS. This is done intentionally, since the LS is the most efficient estimator at the Gaussian distribution, and most distributions resemble the Gaussian in the middle. Thus, having \( \psi(r) = r \) for small \( r \) gives an M-estimator increased efficiency for centrally located measurements.
Table 1: \( \rho \) and \( \psi \) functions for some M-estimators

<table>
<thead>
<tr>
<th>ESTIMATOR</th>
<th>DOMAIN</th>
<th>( \rho(r) )</th>
<th>( \psi(r) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least Squares</td>
<td>( r \in \mathbb{R} )</td>
<td>( r^2 )</td>
<td>( r )</td>
</tr>
<tr>
<td>LAV</td>
<td>( r \in \mathbb{R} )</td>
<td>(</td>
<td>r</td>
</tr>
<tr>
<td>Huber</td>
<td>(</td>
<td>r</td>
<td>\leq b )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>r</td>
<td>&gt; b )</td>
</tr>
<tr>
<td>Muller</td>
<td>(</td>
<td>r</td>
<td>\leq b )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>r</td>
<td>&gt; b )</td>
</tr>
<tr>
<td>Schwerppe</td>
<td>(</td>
<td>r</td>
<td>\leq b )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>r</td>
<td>&gt; b )</td>
</tr>
<tr>
<td>Huber Type</td>
<td>(</td>
<td>r</td>
<td>\leq b )</td>
</tr>
<tr>
<td>Skipped Mean</td>
<td>(</td>
<td>r</td>
<td>&gt; b )</td>
</tr>
<tr>
<td>Hampel</td>
<td>( a &lt;</td>
<td>r</td>
<td>\leq b )</td>
</tr>
<tr>
<td></td>
<td>( b &lt;</td>
<td>r</td>
<td>\leq c )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>r</td>
<td>&gt; c )</td>
</tr>
</tbody>
</table>

3.4.1: Robustness of M-estimators

Hampel [33] showed that the total influence function for a regression M-estimator at the Gaussian c.d.f \( \Phi \) is made up of two components; it is the product of the scalar influence function of the residuals IR, and the vector valued influence of position in the factor space IP. He showed that
\[
\text{IR}(\mathbf{r}_W; \hat{x}, \Phi) = \frac{\psi(r_w)}{\mathbb{E}[\psi'(r_w)]} \quad (39)
\]

and

\[
\text{IR}(\mathbf{l}; \hat{x}, \Lambda) = \left(\mathbb{E}[\mathbf{U}^T]\right)^{-1}\mathbf{l} \quad (40)
\]

Here \( \Lambda \) is the c.d.f of the points in the factor space, which are defined by the vector \( \mathbf{l} \), which are assumed to have zero mean and a covariance matrix \( \mathbb{E}[\mathbf{U}^T] \). For the total influence function to be bounded, both \( \psi \) and \( \mathbf{l} \) must be bounded; which is clearly not true for \( \mathbf{l} \). As a point moves further away from the bulk of the data in the factor space, the value of \( \mathbf{l} \) increases, and hence all regression M-estimators (including the LAV) are not robust in the presence of leverage points. A single outlier can cause breakdown, if it is associated with an outlier in the factor space. Potentially influential measurements are not only those far from the others in the \( z \) direction but also those distant in the factor space, the so-called leverage points. The associated measurements have a great influence on the M-estimators, including the WLS and the LAV estimator, as we will see later on. The residuals of such measurements remain small (zero values for the LAV) even if they are corrupted by gross errors, and therefore they are not detected by hypothesis tests based on the weighted residuals.

3.4.2: Leverage Points in Power Systems

Clearly it is important to determine if leverage points are present in the factor space of typical power systems. The LAV estimator, which is otherwise
an extremely viable option, is not suitable if leverage points are present. The factor space is the measurement Jacobian matrix of the system. A normal measurement set consists of line flows, node injections and voltage magnitudes. For a line flow measurement, there are two entries per row of the Jacobian matrix (with the decoupled assumption); these are proportional to the admittance of the corresponding line. An injection measurement at node i has \((n_i + 1)\) entries in the Jacobian, where \(n_i\) is the number of lines connected to node i. One of these entries is the sum of the admittances of the \(n_i\) lines; each of the other entries has the value of the corresponding line admittance. The voltage measurements have one entry, a value of 1 in each row. Leverage points are likely to occur when the admittance of a particular line becomes relatively large (short transmission lines), or when a large number of lines are connected to a particular bus. Due to the sparsity of the system, especially at the high voltage level, most rows in the Jacobian matrix have three or four entries; one large admittance value can therefore make that measurement become a leverage point. In Chapter 6, the issue of how to determine which measurements are leverage points is addressed, especially in the context of large sparse systems. The Mahalanobis distance is an estimate based on the LS method, used for identifying outliers in the factor space, and is subject to the masking effect similar to that seen in the residuals from the LS estimate. That is, it can detect an isolated leverage point, but if several leverage points are present, they may serve to camouflage each others presence.

It should be noted that even if all the leverage points can be identified, removing them from the measurement set is not advisable. By definition,
leverage points have an undue influence on the estimate; if the associated measurement is bad, this is deleterious. On the other hand, a good leverage point is extremely beneficial in reducing the variance of the estimate.

3.4.3: Generalized M-estimators

Several proposals have been made with the objective of making the M-estimators more robust against bad leverage points by bounding both the influence of residual and of position. Such estimators are referred to as the generalized M-estimators (also called the bounded-influence regression estimators). According to Hill [34], all the proposals may be written in the following form:

$$\sum_{i=1}^{m} u(l_i) \psi(r_{w_i} v(l_i)) l_i = 0$$

(41)

where $u(l_i)$ and $v(l_i)$ are weighting functions whose role is to downweight the influence of the leverage points in the regression. The proposals are generally of two forms:

(1) The Mallows type [35], with $v(l_i) = 1$; in this case, the leverage points are downweighted regardless of their residual value. This implies that the influence of position is bounded separately from the influence of the residuals, and that good leverage points will be treated just like bad ones.

(2) The Schweppe type [36], with $v(l_i) = 1 / u(l_i)$; in this case, the leverage points are downweighted only if the residuals are large. Unlike the Mallows type, the influence of position and the influence of
residuals depend on each other so that the total influence is bounded. Since leverage points are relatively common in state estimation, the Scheppe type estimator will be analyzed in more detail. The principle is to not use a fixed tuning constant b for all the weighted residuals, but to adjust b based on the diagonal element of the W matrix. This is equivalent to comparing the normalized residuals $r_{Ni}$ to b, since the normalized residual $r_{Ni}$ is equal to $r_i / \sigma_i \sqrt{W_{ii}}$. Since the residual sensitivity matrix W is not robust if multiple bad leverage points are present, a more suitable replacement for the use of $W_{ii}$ has been the subject of some research [37]. The generalized M-estimators are an improvement over the M-estimators in terms of their ability to limit the influence of leverage points. However Maronna et al [38,39] have shown that the asymptotic breakdown point $\varepsilon^*$ of such estimators cannot exceed the reciprocal of the number of variables being estimated, i.e. $\varepsilon < 1/n$. As a result, it tends to vanish for large n, which are common even in medium size power systems. With 100 buses, n = 199, and the breakdown point is less than 1/200 = 0.005, which is of little practical use. In larger systems, where n often exceeds 1000, it is zero for all practical purposes.

3.5: Summary

The numerical values for some of the robustness parameters discussed in this chapter are summarized in Tables 2 and 3 [32]. Table 2 is for location estimates at the Gaussian distribution, and shows that the mean has the minimum variance, but has no robustness whatsoever, while the median is
robust, but has a significant loss of efficiency. The Huber estimator combines
the robustness of the median, with an efficiency comparable to that of the
mean, even when the distribution of the measurements is such that the mean
is the optimal estimator.

Table 2: Robustness Parameter Values for some Estimators

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Asymptotic Variance</th>
<th>Gross Error Sensitivity</th>
<th>Local Shift Sensitivity</th>
<th>Breakdown Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.00</td>
<td>∞</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Median</td>
<td>1.571</td>
<td>1.25</td>
<td>∞</td>
<td>0.50</td>
</tr>
<tr>
<td>Huber (b=1)</td>
<td>1.107</td>
<td>1.46</td>
<td>1.46</td>
<td>0.50</td>
</tr>
<tr>
<td>Huber (b=1.5)</td>
<td>1.037</td>
<td>1.73</td>
<td>1.15</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 3: Location estimate variance for several estimators

<table>
<thead>
<tr>
<th>Estimator</th>
<th>n Var(\hat{\theta}) Gaussian</th>
<th>n Var(\hat{\theta}) One-wild</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.000</td>
<td>6.485</td>
</tr>
<tr>
<td>Median</td>
<td>1.498</td>
<td>1.555</td>
</tr>
<tr>
<td>Huber (b=1.5)</td>
<td>1.051</td>
<td>1.222</td>
</tr>
<tr>
<td>Hampel (a=1.7, b=3.4, c=8.5)</td>
<td>1.130</td>
<td>1.166</td>
</tr>
</tbody>
</table>

In Table 3 the effect of one outlier is shown; that is, out of a total sample size
of 20, 19 measurements are taken from the distribution \(N(0,1)\) and one
measurement is drawn from the $N(0,10)$ distribution. This is known as the one-wild distribution. The table gives the value for $n$ times the variance obtained from Monte Carlo simulations [32]. It illustrates the rapid loss of efficiency suffered by the mean as soon as the measurement distribution deviates from the Gaussian; in contrast, the robust estimators are hardly affected by the addition of a single outlier.

Chapter 2 served as a review of the standard algorithms and techniques for power system state estimation. In Chapter 3, some tools have been introduced, with which the suitability of these methods for the task can be assessed. It has been shown that the Weighted Least Squares Estimator has the advantages of speed and efficiency, but is deficient in regard to its handling of multiple interacting bad data and leverage points. The class of $M$- and Generalized $M$-estimators, which includes the Least Absolute Value Estimator, is competitive with (but not as good as) the LS in speed and efficiency, and has better handling of multiple bad data. They are not, however, capable of dealing with bad leverage points. Though they are theoretically able to handle multiple interacting bad data, their low breakdown point in high-dimensional systems, such as those used in state estimation, makes them less viable. Therefore, the estimator that would be ideal in this application should have the following properties:

- A high breakdown point, even in large systems.
- Be immune to multiple bad leverage points.
- Reasonably efficient statistically.
- Competitive in computation time with the LS estimator.

In the next two chapters, we will discuss a class of estimators that fulfills
most of these requirements, namely the High Breakdown Point Estimators, and in particular, we will consider the implementation of the Least Median of Squares Estimator in the context of real-time power system state estimation. Some other aspects of the material presented in this chapter can be found in Mili, Phaniraj and Rousseeuw [40].
Figure 1: Asymptotic Bias and Breakdown Point
Figure 2: Asymptotic Influence Function For Several Estimators
Figure 3: $\psi$-Function for several estimators
Chapter 4: High Breakdown Point Estimators

4.1: Introduction

This class of estimators was developed as an outcome of the work of Huber, Hampel, and others in defining such concepts as the breakdown point. The robust estimators developed as a direct result of this work, such as the M- and Generalized M-estimators, do not achieve the maximum breakdown point of 50% when used in higher dimension multiple regression problems. They were, of course, vastly superior to then existing methods. The objective in devising the estimators described in this chapter was to retain the robustness properties of previous estimators in the location and simple regression problems, while improving on them in the higher dimensional problems.

The first estimator belonging to this class is the repeated median estimator, which was developed by Siegel [41]. This was primarily of theoretical interest, in that it established that estimators with a high breakdown point in multiple regression do exist. Its main drawback was that it was not equivariant for a linear transformation of the problem. In the location case, if a constant $\alpha$ is added to each measurement, then the new estimate should be equal to the original estimate plus $\alpha$. A further extension to this is the concept of scale equivariance, where the sample is multiplied by an arbitrary
constant as well as being shifted, $z' = az + b$. If $\theta(z') = \alpha \theta(z) + \beta$, then the estimator $\theta$ is scale-equivariant. M-estimators are location invariant, and depending on the choice of the scale parameter in the estimation, are also scale equivariant.

The repeated median estimator was followed by the least median of squares (LMS) and the least trimmed sum of squares (LTS) estimators developed by Rousseeuw [42]. These are location equivariant estimators, and will be the main focus of this chapter. Other estimators belonging to the class of High Breakdown Point Estimators (HBPE) include the s-estimators also developed by Rousseeuw [43], the MM-estimates and the $\tau$-estimators developed by Yohai et al [44,45].

In general, these estimators can be characterized as having the maximum breakdown point, resistance to leverage points and multiple interacting bad data, a significantly lower efficiency at the Gaussian distribution, and greatly increased computational complexity. It would be likely therefore that these estimators would be used, for example, to compute a robust starting point for the subsequent application of a generalized M-estimator, or as diagnostic tools for the identification and rejection of the outliers. The efficiency of these estimators is such that a post-estimation procedure such as a least squares based estimate may be needed.

In this chapter, the properties of these estimators will be discussed, along with some aspects of the implementation of HBPE methods in large systems. Finally, a small example will be developed, to which various estimators will be applied. This will serve to demonstrate the superior performance of the HBPE estimators over the LS and the LAV, as well as other methods.
proposed which purport to be able to handle multiple interacting bad data.

4.2 : High Breakdown Point Estimators

In this section, the five estimators mentioned above will be discussed in more detail.

4.2.1 : Least Median of Squares Estimator

In the location and simple regression cases (n=1 or n=2), the LMS estimator minimizes the median, rather than the sum, of the squared residuals. In multiple regression problems, it minimizes the \(v\)-th ordered squared residual, yielding the criterion

\[
\min J(x) = (r^2_w)_v : m \tag{42}
\]

where

\[
v = \left\lceil \frac{m}{2} \right\rceil + \left\lceil \frac{n+1}{2} \right\rceil \tag{43}
\]

The weighted residuals are first squared and then ordered by increasing value:

\[
(r^2_w)_1 : m \leq (r^2_w)_2 : m \leq \ldots \leq (r^2_w)_m : m \tag{44}
\]

(In a private communication, Rousseeuw states that an alternate robust estimator can be obtained by not ordering the residuals prior to selecting the \(v\)th one. This is not of interest in the context of power systems.)

The LMS estimator has these geometrical properties [46]:

(1) In estimation of location, the LMS is the midpoint of the shortest
half of the real-valued observations. A "half" is a subset of the data that contains \( v \) successive ordered observations, where \( v \) is as defined above with \( n = 1 \). The shortest half is that half which has the smallest distance between its extreme observations, i.e., that with the smallest difference in the set

\[
(z_{m} - z_{1}; m, z_{v+1} - z_{2}; m, \ldots, z_{m} - z_{m-v+1}; m), \quad (45)
\]

(2) In simple regression, the line that is the output of the LMS bisects the narrowest strip that encloses half the data points (see Figure 4).

(3) In multiple regression, the hyperplane that is the output of the LMS bisects the narrowest hyperstrip that encloses half the data points.

It is clear from properties 2 and 3 that the LMS estimate is then defined by a simple majority of the data, that which defines the narrowest (hyper) strip. This implies that the LMS can withstand a case with half the redundant measurements being outliers, which results in the maximum breakdown point \( c_{\text{max}}^* \).

4.2.2: Least Trimmed Sum of Squares Estimator

The LTS estimator resembles the LMS in that it is based on the ordered squared residuals. It minimizes the sum of the \( h \) smallest squared residuals, where \( h \) is an integer that has a value between \( v \) and \( n \). If \( h = n \), the LTS is identical to the LS estimator; if \( h = v \), it achieves the maximum breakdown point. For intermediate values of \( h \), there is a tradeoff between robustness and efficiency at the Gaussian distribution. The larger the value of \( h \), the lower the breakdown point, but the greater the efficiency. In effect, this estimator can be tuned to some extent, so that by a judicious choice of \( h \), a
combination of both robustness and efficiency can be achieved. The LTS has geometric properties similar to the LMS; in the location case, where the LMS is the midpoint of the shortest half, the LTS is the mean of the observations that constitute the shortest half (if n = v).

Both the LTS and the LMS are location equivariant; the LTS is slightly more complex computationally, since each of the h smallest squared residuals must be determined; to evaluate the LMS, algorithms exist that can find the median without explicitly computing all the intermediate terms [43]. This implies that the computation of the objective function for the LMS has complexity O(m), while for the LTS it is of complexity O(m log m). On the other hand, the LMS converges like m^{-1/3}, while the LTS converges like m^{-1/2}. The computational issues in the implementation of these HBPE will be discussed in more detail in subsequent sections.

4.2.3: S-Estimators

S-estimators are based on estimating the scale, rather than the location of a sample. They were devised by Rousseeuw [43] in an attempt to find an estimator that combined the best properties of the LMS and LTS, namely:

1. It should have a 50% breakdown point, and be affine equivariant.
2. It should converge as m^{-1/2} or better.
3. The objective function should have complexity O(m) or lower.

The objective function that they minimize is

$$\min J(\theta) = s(r_1(\theta), r_2(\theta), ..., r_m(\theta))$$

(46)

where s is an estimate of the scale of the residuals. Rousseeuw defines s as
the solution to

$$\frac{1}{m} \sum_{i=1}^{m} \rho(r_i/s) = k$$  \hspace{1cm} (47)

where $\rho(r_i/s)$ is similar to the $\rho$ function used in M-estimators, and $k$ is the expected value of $\rho$ at the normal distribution, $E_{\phi}[\rho]$. He suggests the use of either the Tukey biweight or the Hampel as possible M-estimators to be used. S-estimators possess the exact-fit property, that is, if more than half the data fits the model exactly, the estimate will pass through those measurements exactly.

S-estimators have most of the desired statistical properties; they present however, a much more complex computational problem than the LMS or LTS, which in turn are more difficult to implement than the LS or LAV. Methods suggested for its implementation are similar to the projection pursuit techniques of Friedman and Tukey [47].

4.2.4 : MM-Estimators

The MM estimators of Yohai [44] are also based on the estimation of a scale parameter. They resemble the S-estimator, and are in some ways an intermediate step between S-estimators and $\tau$-estimators. The computation of an MM-estimate is done in three stages, where the first stage serves to provide a robust initial estimate for the second step, where an M-estimate of the scale of the errors is calculated. The final stage is to compute the regression coefficients, using a redescending M-estimator. This is an involved procedure, making it computationally expensive, which is its biggest
drawback. The final estimate however is affine-equivariant, statistically efficient, and has a high breakdown point. The \( \tau \)-estimate created by the same researchers possesses the same properties, is easier to compute, and hence is treated in more detail next.

4.2.5: \( \tau \)-Estimators

\( \tau \)-estimators were devised by Yohai and Zamar [45], and are also based on estimation of the scale. They have the robustness properties of the S-estimator, and are designed to have a higher efficiency at the Gaussian distribution. The objective function minimized is \( \tau(\theta) \), where

\[
\tau^2 = s^2 \frac{1}{m} \sum_{i=1}^{m} \rho_2(r_i/s) = k
\]

(48)

where \( s \) is an estimate of the scale of the residuals, based on the function \( \rho_1(r_i/s) \). If the functions \( \rho_1 \) and \( \rho_2 \) are the same, then \( \tau = \sqrt{5} s \); if \( \rho_2(u) = u^2 \), then \( \tau \) is the sample standard deviation. It is shown [45] that the high breakdown point properties of the \( \tau \)-estimate are determined by the function \( \rho_1 \), and the efficiency at the Gaussian distribution is controlled by \( \rho_2 \).

Normally, in M-estimators, the choice of the same parameters controls both the efficiency and breakdown point, so that one property cannot be maximized without adversely affecting the other. The \( \rho \) function and parameters suggested, such that the \( \tau \)-estimate has both a breakdown point of 50\% and an efficiency of 95\% at the normal are given by
\[
\rho(u) = \begin{cases} 
\frac{u^2}{2} \left( 1 - \frac{u^2}{c^2} + \frac{u^4}{3c^4} \right) & \text{if } |u| < c \\
\frac{c^2}{6} & \text{if } |u| \geq c 
\end{cases}
\] (49)

where \( c \) is 1.56 for \( \rho_1 \) and is 6.08 for \( \rho_2 \). The two advantages of the \( \tau \)-estimators over \( s \)-estimators are:

1. The combination of high breakdown and efficiency made possible by the independent control over the design of \( \rho_1 \) and \( \rho_2 \).

2. The \( \tau \)-estimate is easier to compute than the \( s \)-estimate, in principle. An algorithm for the \( \tau \)-estimation based on an iterative WLS algorithm was proposed in [45].

### 4.3: Bad Data Detection and Identification

Even though the estimators described in the previous section reject outliers during the estimation process, they are generally not efficient enough to be the only estimator used. Therefore the outliers have to be identified, so that they can be removed and a second estimation step performed, usually either the least squares or a robust M-estimator. The residuals from the HBPE are standardized by an estimate of the scale of the measurement errors; it makes no sense to use a non-robust estimate such as the standard deviation for this purpose. The most commonly used robust scale estimates are the MAD (the Median Absolute Deviation from the Median) and the length of the shortest half. These are both appropriately scaled, so that at the Gaussian distribution they have the same value as the standard deviation. The MAD of a set of numbers \( z \) is defined as
\[ \text{MAD}(z) = 1.483 \cdot \text{Med}(|z - \text{Med}(z)|) \] (50)

where \( \text{Med}(z) \) is the median of \( z \). Then to test for outliers after performing the HBPE, the MAD is computed, and each residual is divided by the MAD, yielding the standardized residuals \( r_s \). If the value of a particular \( r_{si} \) is greater than a threshold value, typically 2.5, then the corresponding measurement \( z_i \) is identified as an outlier. Rousseeuw [46] performed Monte Carlo simulations using the LMS estimator, and determined that this procedure was not adequate. It was observed that the MAD based on an LMS estimation was relatively low, and that therefore using this resulted in the false identification of some measurements as outliers. He therefore proposed using as a scale estimate

\[ \hat{\sigma}_x = C \sqrt{(r_w^2)_{m : v}} \] (51)

where \( C = 1.483 \left( 1 + \frac{5}{m-n} \right) \). This has not been justified theoretically, and is based strictly on numerical experiments with some data sets. Therefore in the state estimation simulations described in the next chapter, this technique will be used as a starting point, but it will be modified to take into account the nature of the power system data.

### 4.4 : Computation of the HBPE

The first question faced at this point is which estimator to use. From a computational viewpoint, the LMS and the LTS are very similar. Neither one has a derivative that can be analytically computed, so gradient-based iterative methods (such as the Newton-Raphson) are not feasible. Neither
method has a convex $\rho$ function; in fact it is shown in [48] that there are $O(m^2)$ local minima, so any method used must be capable of handling this. The S and $\tau$ estimators are also similar; both are much more computationally involved, though for the $\tau$-estimator, an algorithm based on the iterated WLS has been devised. All four methods have a high breakdown point, as well as resistance against bad leverage points and multiple interacting bad data. At this point, much more experience exists with the use of the LMS than any other estimator, and an existing program was available for modification, the PROGRESS package [49]. Therefore for the remainder of this dissertation, the LMS is the primary estimator used. The $\tau$-estimator appears to have some useful properties, and the implementation of this estimator is a topic for future work.

In the next sections, two methods for computing the LMS estimate will be discussed. Neither of these techniques are used directly in the final implementation, but they provide insight into the problems encountered in computing the LMS. The two methods are the combinatorial optimization algorithm used in PROGRESS, and a direct search method.

4.4.1: The PROGRESS algorithm

PROGRESS is a general purpose multiple linear regression package developed by Rousseeuw, and cannot directly be used for nonlinear regression. It identifies outliers using the methods described previously, using an LMS estimate and a standardized residual based detection test. Since PROGRESS must provide a statistically efficient estimate of the regression coefficients, after rejecting the outliers, an LS estimate is
computed. The breakdown point and the other properties of this combination of two sequential estimates have not been determined, but it appears that if the LMS step rejects all the outliers, the LS stage will produce a valid, efficient estimate.

Let us first consider the PROGRESS algorithm for the LMS in the context of simple linear regression. The measurement set consists of m points of the form \((x_i, y_i)\), and the problem is to find the line \(y = ax + b\) that minimizes the least median of the squared residuals. Clearly there is an infinite number of lines of this form, each of which can be considered; equally obvious is that it is not feasible to investigate all possible lines. The PROGRESS algorithm examines a subset of all possible lines, and uses a probabilistic argument to justify not considering all possible lines. Given that the LMS line bisects a strip that contains at least half the data points, it must pass very close to several of the data points. Also if half the data points lie exactly on a straight line, that line will be the LMS estimate. Combining these two notions, the PROGRESS algorithm considers first the set of all lines that pass through any two of the measurements exactly. This set, unlike the set of all lines, is finite; the number of such lines is \(\frac{m!}{2!(m-2)!}\), excluding the possibility of duplication of lines. For small values of m, the LMS criterion can be computed for all the lines in the exact-fit set, and the line that has the lowest value of the criterion is the LMS estimate. Unfortunately, as m increases, the number of lines grows exponentially, which renders this approximation virtually useless, as shown in Table 4.
Table 4: Growth of the number of combinations in PROGRESS

<table>
<thead>
<tr>
<th>m</th>
<th>(\frac{m!}{2!(m-2)!})</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
</tr>
<tr>
<td>20</td>
<td>190</td>
</tr>
<tr>
<td>50</td>
<td>1225</td>
</tr>
<tr>
<td>100</td>
<td>4950</td>
</tr>
<tr>
<td>150</td>
<td>11175</td>
</tr>
</tbody>
</table>

Therefore for larger values of \(m\), an alternate approach has to be used, which is known as the resampling method. Let the fraction of bad measurements be \(\varepsilon\). If the LMS line was determined by one of these measurements, it would be corrupt, but if the subset of all possible lines contained one line based on the good measurements, that line will be the LMS estimate. Therefore the objective is to ensure, with a high degree of certainty, that at least one line is good. The analysis is as follows (with \(n\) being the number of parameters being estimated, \(n=2\) for simple regression): to determine a hyperplane, \(n\) points have to be selected out of the \(m\) measurements. The probability of selecting 1 bad point is \(\varepsilon\), and hence the probability of selecting one good point is \(1 - \varepsilon\), and the chance of choosing a sample of \(n\) good points is \((1 - \varepsilon)^n\). The probability that the sample will contain one bad point is therefore \(1 - (1 - \varepsilon)^n\). If we are selecting \(k\) samples, the probability that all \(k\) samples are bad is \((1 - (1 - \varepsilon)^n)^k\); and the probability that at least one sample is good is \(P = 1 - (1 - (1 - \varepsilon)^n)^k\). Since it is sufficient that one sample be good, this is the probability that must be considered. We can therefore rewrite this equation in terms of the minimum number of samples, \(k\), that must be taken, in order
that P be sufficiently large. Then \((1 - P) = (1 - (1 - \varepsilon)^n)^k \Rightarrow \ln (1 - P) = \ln (1 - (1 - \varepsilon)^n)^k\), which leads to

\[
k = \frac{\ln (1 - P)}{\ln (1 - (1 - \varepsilon)^n)}
\]

(52)

This is the minimum value of k, for a given value of P. In practice, P is usually 0.95 or greater, and \(\varepsilon\) is taken as 0.05 to 0.20 depending on the expected quality of the data. Table 5 shows the values of k, for various values of n, P and \(\varepsilon\).

<table>
<thead>
<tr>
<th>n</th>
<th>(\varepsilon = 0.025)</th>
<th>(\varepsilon = 0.025)</th>
<th>(\varepsilon = 0.05)</th>
<th>(\varepsilon = 0.05)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P = 0.95</td>
<td>P = 0.975</td>
<td>P = 0.95</td>
<td>P = 0.975</td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>5</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>50</td>
<td>9</td>
<td>11</td>
<td>37</td>
<td>46</td>
</tr>
<tr>
<td>100</td>
<td>36</td>
<td>45</td>
<td>504</td>
<td>621</td>
</tr>
<tr>
<td>250</td>
<td>1679</td>
<td>2067</td>
<td>1110711</td>
<td>1367705</td>
</tr>
</tbody>
</table>

The growth in samples is still rapid, but for medium sized data-sets, the problem is still of manageable proportions. Note however the huge growth in the number of samples required by changing \(\varepsilon\) from 0.025 to 0.05, for \(n=250\); a doubling in \(\varepsilon\) causes k to increase by a factor of over 5000.

In multiple regression, the PROGRESS algorithm is equivalent to taking the design matrix \(H\), with \(m\) rows and \(n\) columns, and forming a sub-matrix, \(H'\),
by selecting randomly \( n \) rows from \( H \), and a sub-vector, \( z' \), by selecting the corresponding measurements from \( z \). Then the PROGRESS estimate of \( \mathbf{x} \) for that subsample is \( H'^{-1}z' \). The LMS criterion is then found by computing the residuals, and this process is repeated for the desired number of samples.

There are several reasons why this algorithm cannot be directly used in power system state estimation:

1. The size of the problem, typically 300-1000 unknowns, makes the number of samples \( k \) far too large to be practical, even with the relatively low value of \( \varepsilon \) used in Table 5.

2. This algorithm implicitly assumes that the matrix \( H' \) has an inverse, which may be true in the relatively full design matrices that are common in other problems. In state estimation, with the very sparse \( H \) matrix (5 % non-zero elements or less, for high voltage systems), a randomly selected \( H' \) matrix is usually singular. In simulations with the IEEE 118 bus system, with \( m=246 \), and \( n=117 \), the randomly chosen matrix \( H' \) was singular in 98 % of the cases.

The PROGRESS algorithm can be applied successfully in the case of smaller systems, such as the IEEE 14 bus test system, where the design matrix is less sparse, and the number of samples required is not impractical. To verify this, tests were performed using the 14 bus system, with 34 real power measurements. The system Jacobian was obtained by linearizing the operating equations about \( |V| = 1.0 \) p.u, \( \theta = 0.0 \) degrees; of the 442 terms in the matrix, 81 are non-zero, and 361 are zero (18% non-zero). For comparison, in the 30-bus system with 56 measurements, there are 135 non-zero elements and 1489 zero elements (8% non-zero), and in the 118 bus...
system with 247 measurements, there are 647 non-zero elements among a total of 28899 entries (2% non-zero). The percentage increases if there are more injections in the measurement set, since a line flow can only contribute 2 non-zero entries, a voltage magnitude only 1 entry, while an injection contributes as many entries as there are lines incident on that bus, plus 1.

Table 6: PROGRESS results with IEEE 14 Bus System

<table>
<thead>
<tr>
<th>Location of the bad data</th>
<th>Bad value (ln MW)</th>
<th>True Value (ln MW)</th>
<th>PROGRESS LMS Estimate</th>
<th>Standardized Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 5-4</td>
<td>63.6</td>
<td>148.8</td>
<td>67.9</td>
<td>105.4</td>
</tr>
<tr>
<td>Injection 4</td>
<td>-47.8</td>
<td>-132.8</td>
<td>-57.0</td>
<td>-98.7</td>
</tr>
</tbody>
</table>

Table 6 shows the results of one such test case; two bad data were placed around Bus 4, which makes this a case of multiple interacting bad data, irrespective of their actual values. The measurement of the power being transmitted into Bus 4 through Line 5-4 was increased by 85.2 MW; to account for this excess power, the value for the power injected at Bus 4 was reduced by 85 MW. Thus the two corrupted measurements agree with each other, and are therefore both interacting and conforming. Table 6 gives the LMS estimate for this case, which shows that the LMS rejected these measurements, as evidenced by their large standardized residuals, far exceeding the threshold used in PROGRESS of 2.5. This case illustrates the robust nature of the LMS, but is not a sufficiently large case in terms of system size or computation time required.
Other methods have been proposed [50], but the extension of these to multiple regression problems appears to be overly complicated. Instead, the shortcomings of the PROGRESS algorithm will be addressed in the next chapter, with a view to adapting it to power system state estimation.

4.4.2: Direct Search Methods

In this section, the LMS estimation problem will be formulated as a nonlinear minimization problem. This formulation is complicated by two factors:

1. The objective function is not convex, and has several local minima, as shown in the previous section. This implies that the choice of starting point is critical, and that the method must be able to handle local minima, which is not simple.

2. The lack of an analytical expression for the derivative of the objective function limits the choice of solution method, since the most popular optimization techniques depend on the gradient information. This also makes the algorithm slower in converging.

The starting point is not as much of a problem as it seems, since in state estimation, a flat start, $|V| = 1.00$ and $\theta = 0.0$ is usually satisfactory. If this is not adequate, the state estimator can be operated in the tracking mode, where the starting point for one state estimation run is the output from the previous run. Since the state estimation is usually repeated frequently, this relies on the fact that the state of the power system does not usually change drastically between successive runs.

Three optimization methods were tested [51], namely the Hook and Jeeves
method, Rosenbrock’s method and the Zangwill-Powell method. It was found that the latter two methods were less suitable for this problem, since they were more prone to locking in on one search direction, making them less likely to "escape" from local minima. The Hook and Jeeves method, which searches all co-ordinate axes successively, was more suitable, as well as being the least complex method computationally. This method will be explained with reference to a two-dimensional minimization problem, to find the minimum of \( f(x, y) \), starting with an initial guess of \( (x_0, y_0) \).

In all multi-dimensional optimization methods, the critical component is the one-dimensional search, since the overall minimization is usually accomplished as a series of one-dimensional searches. This is especially true in the state estimation problem, for the following reason. The criterion for comparing two minimization methods is the number of objective function evaluations each requires to achieve the same degree of accuracy. In this problem, a function evaluation is extremely complex; from the current value of the state of the system, the line flows have to be computed, and from these the injections can be evaluated. Then the residuals have to be found, and only then can the actual objective function be evaluated. In a medium sized problem, with 200 co-ordinate axes, if each one-dimensional search takes 40 function evaluations, 8000 function evaluations are required just to complete one step of the minimization.

The Fibonacci method minimizes the function \( f(x) \) over the interval \([a,b]\) with the fewest number of function evaluations, if \( f(x) \) is convex over the interval \([a,b]\). The number of function evaluations to be allowed, \( N \), is pre-specified; at the end of one stage of the minimization, the uncertainty in the location of
the minimum is $\frac{b-a}{F_N}$, where $F_N$ is the Nth Fibonacci number, the sequence $F_i = F_{i-1} + F_{i-2}$, and $F_0 = F_1 = 1$. For $N = 40$, $F_N = 100$ million.

Each stage of the Hook-Jeeves method in an n-dimensional minimization problem is made up of $(n+1)$ one-dimensional searches; $n$ of these are along the co-ordinate axes, and the last is along the net resultant direction.

Table 7: Bad Data Locations for Case 1

<table>
<thead>
<tr>
<th>Location</th>
<th>Bad data (p.u)</th>
<th>True Value (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 2-6</td>
<td>2.0 + j 1.0</td>
<td>0.62 + j 0.1</td>
</tr>
<tr>
<td>Line 6-2</td>
<td>-2.0 - j 1.0</td>
<td>-0.60 - j 0.07</td>
</tr>
<tr>
<td>Line 6-28</td>
<td>1.5 + j 2.0</td>
<td>0.19 - j 0.0</td>
</tr>
<tr>
<td>Line 28-6</td>
<td>-1.5 - j 2.0</td>
<td>-0.19 - j 0.01</td>
</tr>
<tr>
<td>Line 27-29</td>
<td>-0.1 + j 1.0</td>
<td>0.06 + j 0.02</td>
</tr>
<tr>
<td>Line 29-27</td>
<td>0.1 - j 1.0</td>
<td>-0.06 - j 0.02</td>
</tr>
</tbody>
</table>

Table 8: Bad Data Locations for Case 2

<table>
<thead>
<tr>
<th>Location</th>
<th>Bad data (p.u)</th>
<th>True Value (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 4-6</td>
<td>1.7 + j 0.35</td>
<td>0.70 - j 0.16</td>
</tr>
<tr>
<td>Line 6-4</td>
<td>-1.69 - j 0.3</td>
<td>-0.69 + j 0.17</td>
</tr>
<tr>
<td>Line 6-8</td>
<td>-0.70 - j 0.60</td>
<td>0.30 - j 0.08</td>
</tr>
<tr>
<td>Injection 6</td>
<td>-2.0 - j 1.0</td>
<td>0.0 + j 0.0</td>
</tr>
</tbody>
</table>
Table 9: Bad Data Locations for Case 3

<table>
<thead>
<tr>
<th>Location</th>
<th>Bad data (p.u)</th>
<th>True Value (p.u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 9-11</td>
<td>2.0 + j 1.0</td>
<td>0.0 + j 0.163</td>
</tr>
<tr>
<td>Line 11-9</td>
<td>-2.0 - j 1.0</td>
<td>0.0 + j 0.163</td>
</tr>
<tr>
<td>Injection 11</td>
<td>-2.0 - j 1.0</td>
<td>0.0 + j 0.163</td>
</tr>
</tbody>
</table>

This is illustrated in Figure 5 for the two-dimensional problem, with the objective function represented by contours of constant value. This method is still very time-consuming, due to the number of function evaluations, and the complexity of each one. It was not viable for the IEEE 118 bus system, due to the excessive computation time. Hence the results given here are for the 30 bus system, with 125 measurements. This method of state estimation does not use the decoupled assumption, so there are 59 unknowns, with a redundancy of 125/59 = 2.1.

Three test cases were used; Case 1 has 12 bad data, distributed throughout the power system; Case 2 has eight conforming bad data, all concentrated in the vicinity of a bus with a large number of measurements near it. Case 3 has six conforming bad data, at a bus with very few measurements. The actual locations and values of the bad data are shown in Tables 7, 8 and 9.

The starting point for the estimators was the true state of the system, corrupted by the addition of zero mean Gaussian noise, with \( \sigma = 0.01 \) p.u for the real part of the voltage and 0.005 p.u for the imaginary part. The true values were obtained from a standard loadflow of the system. Both the estimators were used here, the LMS and the LTS with 20 percent of the
measurements rejected. In all cases 4 iterations of the Hook-Jeeves method were performed.

Table 10 shows the results for these two estimators applied to the three cases described. The estimation error is averaged over the entire system, both for voltage magnitudes and phase angles. From Table 10, it can be concluded that the LMS and LTS are feasible in terms of their ability to handle multiple interacting and conforming bad data. This would not be true of the M-estimators in these cases, since the number of bad data exceeds the global breakdown point, which would be (125/59) or 2.1 at the maximum. However, the methods were not satisfactory in two aspects, their ability to find the global minima in the presence of large numbers of local minima, and the computation time they required, especially in larger systems.

<table>
<thead>
<tr>
<th>Case</th>
<th>LEAST TRIMMED SQUARES</th>
<th>LEAST MEDIAN OF SQUARES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔV (p.u)</td>
<td>Δθ (°)</td>
</tr>
<tr>
<td>1</td>
<td>0.034</td>
<td>0.178</td>
</tr>
<tr>
<td>2</td>
<td>0.036</td>
<td>0.262</td>
</tr>
<tr>
<td>3</td>
<td>0.038</td>
<td>0.189</td>
</tr>
</tbody>
</table>

**4.5 : Three Bus Example**

Figure 6 shows a three-bus example system, which is taken from [13]. Let us assume that all the lines in the system have an impedance of 0 + j 1, except
line 1-3, which has an impedance of $0 + j 0.2$. Since we are considering the real power problem, there are two unknowns, $\theta_1$ and $\theta_2$, (bus 3 is taken as the reference bus). The 6 measurements are also shown in Figure 6, 4 line flows and 2 injections, while Figure 7 shows the corresponding factor space for this system. The linearized system model is then

$$
\begin{pmatrix}
  z_1 \\
  z_2 \\
  z_3 \\
  z_4 \\
  z_5 \\
  z_6 \\
\end{pmatrix} =
\begin{pmatrix}
  1 & -1 \\
  -1 & 1 \\
  5 & 0 \\
  0 & 1 \\
  -1 & 2 \\
  -5 & -1 \\
\end{pmatrix}
\begin{pmatrix}
  \theta_1 \\
  \theta_2 \\
\end{pmatrix}
$$

In the base case, with all angles zero, the true value of all the measurements is 0. We now introduce 2 bad data, $z_3 = -0.55$ and $z_6 = 1.0$ (note that these two measurements are leverage points, since the impedance of line 1-3 is much smaller than that of the other lines).

Table 11: S-PLUS Example Estimates for LS, LAV and LMS

<table>
<thead>
<tr>
<th>Variable</th>
<th>Least Squares</th>
<th>Least Abs. Value</th>
<th>Least Med. SqrS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>-8.25°</td>
<td>-6.30°</td>
<td>0.0°</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>-6.13°</td>
<td>3.15°</td>
<td>0.0°</td>
</tr>
</tbody>
</table>

Table 11 shows the results of the estimation for three methods, the LS, the LAV, and the LMS, while Table 12 shows the residuals for these methods. These estimates were all obtained by using the package S-PLUS [52]; the
LAV and LS algorithms are standard, while the S-PLUS implementation of the LMS uses the PROGRESS algorithm.

From Table 12, it can be seen that the LAV estimate passes through measurement 3 exactly. This is typical of the LAV in the presence of bad leverage points.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Least Squares</th>
<th>Least Abs. Value</th>
<th>Least Med. Sqr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1-2</td>
<td>0.037</td>
<td>0.055</td>
<td>0.0</td>
</tr>
<tr>
<td>Line 2-1</td>
<td>-0.037</td>
<td>-0.055</td>
<td>0.0</td>
</tr>
<tr>
<td>Line 1-3</td>
<td>0.171</td>
<td>0.000</td>
<td>-0.55</td>
</tr>
<tr>
<td>Line 2-3</td>
<td>0.107</td>
<td>0.055</td>
<td>0.0</td>
</tr>
<tr>
<td>Injection 5</td>
<td>0.069</td>
<td>0.000</td>
<td>0.0</td>
</tr>
<tr>
<td>Injection 6</td>
<td>0.172</td>
<td>0.395</td>
<td>1.0</td>
</tr>
</tbody>
</table>

This example will also be used to illustrate the weaknesses of other methods that were proposed to solve the problem of multiple interacting bad data. These are the Identification by Elimination method of Wu et al [13], the Hypothesis Testing and Identification technique of Mili et al [15], and the Measurement Compensation method of Slutsker [53]. The latter two methods fail if after the LS estimate, the largest normalized residual does not correspond to a bad measurement. Wu's method relies on removing the measurement with the largest normalized residual, and re-computing the estimate. The measurement with the largest residual is again removed, and
this process is repeated until all the normalized residuals are lower than the threshold value of 2.5. The value of \( c_i \) used to standardize the residual is 0.01.

### Table 13: Example of Identification by Elimination method

<table>
<thead>
<tr>
<th>Measurement #</th>
<th>( W_{II} )</th>
<th>Estimate 1</th>
<th>Estimate 2</th>
<th>Estimate 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.90</td>
<td>3.42</td>
<td>2.90</td>
<td>1.54</td>
</tr>
<tr>
<td>2</td>
<td>0.90</td>
<td>-3.42</td>
<td>-290</td>
<td>-1.54</td>
</tr>
<tr>
<td>3</td>
<td>0.36</td>
<td>3.27</td>
<td>2.11</td>
<td>-2.39</td>
</tr>
<tr>
<td>4</td>
<td>0.96</td>
<td><strong>8.32</strong></td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>5.70</td>
<td><strong>6.75</strong></td>
<td>---</td>
</tr>
<tr>
<td>6</td>
<td>0.14</td>
<td>6.06</td>
<td>3.40</td>
<td>-2.39</td>
</tr>
</tbody>
</table>

In this case, measurement 4 is falsely identified as bad at the first stage, and finally, measurements 4 and 5 are rejected; neither one of which is bad. This is illustrated in Table 13.

### 4.6: Summary

In this chapter, the class of estimators known as the High Breakdown Point Estimators has been defined. Their theoretical properties, which make them suitable for high dimension multiple regression problems, especially those with multiple bad data and bad leverage points, have been reviewed. Since
the computation of these estimators is not straightforward, some aspects of
the implementation of these estimators have been discussed. The findings of
this chapter are that the HBPE are ideal for the power system state
estimation problem from a statistical viewpoint, but that much attention has
to be paid to the way they are implemented, otherwise they are too time-
consuming computationally to be of any practical use.
In the next chapter, this issue will be treated in detail, with the objective of
making the HBPE feasible in quasi-real-time for systems of about 100 busses
or more.
Figure 4: Geometric Properties of the LMS Estimator
Figure 5: Hook-Jeeves Method for Direct Optimization
Figure 6: Three Bus System - One Line Diagram

Figure 7: Three Bus System - Factor Space
Chapter 5: Implementation and Testing of High Breakdown Point Estimators

5.1: Introduction

In Chapter 4, the class of estimators known as High Breakdown Point Estimators (HBPE) was introduced, and some methods proposed for their implementation were discussed. It was shown that these methods are not practical for application to real-time power system state estimation as-is. This chapter describes efforts to modify the methods, so as to make possible (and feasible) the use of the LMS in state estimation. An initial objective was to complete the estimation of the IEEE 118 bus system in about 1 minute. In order to achieve this goal, the PROGRESS algorithm had to be altered in several ways, for the following reasons:

1. Sparse Matrix Methods: The conventional matrix inversion and linear system solution used in PROGRESS was not suited for large sparse systems.

2. Computational Issues: These are related to the actual algorithm used, and include numerical accuracy, the use of parallel processing, input/output considerations, the division of the task into an off-line and on-line component, etc.

3. Observability: The implicit assumption that in most cases, the sub-
matrix selected was non-singular is not true in power system state estimation.

(4) Local Redundancy and Breakdown Point: This is a consequence of the sparse design matrix, and affects the manner in which the robust estimator fails. This mechanism causes failure at levels of bad data below the global breakdown point of the estimator.

All of these issues are addressed in this chapter. Detailed simulation results are given for the 14 bus system, and computation times are given for the 14, 30 and 118 bus systems.

5.2: Review of the Problem

As defined in Chapter 2, the power system state estimation problem consists of estimating the state of the system $x$, the voltage magnitudes $V$ and the phase angles $\theta$, from a set of measurements $z$, which contains line flow, bus injection and voltage magnitude measurements. An approximate model of the system, based on several assumptions previously outlined, results in a system of nonlinear equations of the form

$$z = h(x)$$

(54)

where $x$ has $n$ components, and there are $m$ measurements that comprise $z$. This system can be linearized about the normal operating point, $V = 1.0$ p.u and $\theta = 0.0$ degrees, so that an even more approximate model of the system is

$$\Delta z = H \Delta x,$$

where $H$ (known both as the design matrix and the Jacobian matrix) = $\partial h / \partial x$. Note that since there are more equations than unknowns, there are multiple solutions to this overdetermined system of equations.
The normal iterative procedure for the solution of this system is to assume an initial value of \( \mathbf{x} \) and find the mismatch between the measurements \( \mathbf{z} \) and the estimated measurements obtained from (54). This can then be used to update \( \mathbf{x} \) by finding an "optimal" \( \Delta \mathbf{x} \) among the many solutions that exist. The new estimate of the state can then be used to restart the iteration process by computing a new mismatch vector. If necessary, the matrix \( \mathbf{H} \) can be updated as well, by recomputing the partial derivatives at the new state estimate. Whether this is required is dependent on the numerical properties of the method used, as well as the physical properties of the power system parameters. For example, in lower voltage sub-transmission systems, the line \( X/R \) ratio is lower than in EHV systems. This causes numerical convergence problems if the Jacobian is not updated periodically, especially if the decoupled model is being used ( \( \mathbf{V} \) and \( \theta \) being estimated separately).

In the PROGRESS algorithm, the "optimal" solution is found by repeatedly forming a sub-matrix from \( n \) randomly selected rows of the \( \mathbf{H} \) matrix, and using this sub-matrix to compute the correction \( \Delta \mathbf{x} \), and hence update the residuals. The value of \( \Delta \mathbf{x} \) that minimizes the objective function is chosen to update \( \mathbf{x} \), and the process continues in the same manner, until the magnitude of \( \Delta \mathbf{x} \) is lower than a specified value, or the maximum number of iterations has been reached.

In the next few sections, the modifications to this procedure that were needed in order to make the robust estimation techniques being proposed competitive computationally, especially for large power system models, are described.
5.3 : Sparse Matrix Methods

In almost all aspects of power system analysis, where it is necessary to deal with large systems, the sparsity of the system has to be exploited. This is particularly true when the application being considered is to be run in real-time. Sparse matrix techniques were introduced into power systems by Tinney et al in the late 1960's [5,6], and have been an active research topic since. In this section, a brief overview of sparse matrix methods will be given, with emphasis on the techniques that were used to speedup the LMS estimator. By definition, a sparse matrix is one whose elements are predominantly zero. As illustrated in the previous chapter, the design matrix for large EHV power systems is very sparse, with 10 % non-zero elements being rather high. In general, the larger the system, the more sparse the design matrix.

The basic operation for which sparse matrix methods are usually considered is matrix inversion. This step is required by almost every power system analysis algorithm in one form or another, and this is again particularly true in our case. The fundamental equation to be solved is of the form

\[ A \cdot x = b \]  

(55)

where \( A \) is a square matrix, whose inverse is assumed to exist (the case where this is not true will be dealt with later), and is sparse, and \( x \) and \( b \) are vectors of the same length. The solution to this system is of course \( b = A^{-1} \cdot x \).

If \( b \) is directly computed in this manner (by explicitly inverting \( A \), and performing the matrix multiplication \( A^{-1} \cdot x \)) there are two problems that arise. Numerically, this is perhaps the worst way to compute \( b \), since it
introduces the possibility of large errors in $b$, especially if $A$ is ill-conditioned. Secondly, if $A$ is sparse, its inverse is generally full. Therefore from a computational viewpoint, if $A$ is of dimension $n \times n$, to determine one element of $b$ requires $n^2$ multiplications, and to compute $b$ takes a total of $n^3$ operations. This seems excessive, when it is considered that $A$ had perhaps only $t = 0.1(n^2)$ non-zero elements. To compute $Ax$ in this case would take $0.1(n^3)$ operations, while $A^{-1}b$ takes 10 times as many. This ratio gets more lopsided as the system size increases, as shown previously. Clearly the inversion of $A$ introduces some extra computations and problems. The question is, can $b$ be computed without computing $A^{-1}$ explicitly, in a way that minimizes the possibility of numerical problems, and introduces as few extra operations as possible? This is the main question that was addressed by Tinney in his seminal paper [54] and by Carpentier [55] independently. A secondary issue was that if the product $A^{-1}b$ had to be computed repeatedly, usually with $A$ remaining constant and $b$ changing, then it seemed only natural to store $A^{-1}$ and use it over and over, without recomputing it each time. At the time these methods were developed, computer resources were at a premium, so storing the full matrix $A^{-1}$ rather than $A$ was not acceptable.

Tinney's approach consists of two steps, which when implemented together, provide a great improvement over the direct inversion of $A$. They are based on the decomposition of the matrix $A$ into two triangular factors, $A = LU$; this operation is known by many names, the most common of which is the Cholesky decomposition. The first step, which can be used for all matrices, full or sparse, consists of a scheme whereby the sequence of operations needed to compute the decomposition could be stored, in a manner
independent of the value of $b$. It therefore allows repeated use of the inverse efficiently. The second step, which was perhaps the greatest contribution, was a method of re-ordering the equations that constitute the system $Ax = b$, such that the sparsity (if any) of the original system was preserved. These schemes are known as optimal ordering schemes. Not all sparse matrices lend themselves to being re-ordered in this manner; however diagonally dominant matrices, such as those encountered in the admittance matrix of a power system, and in loadflow problems can directly use these methods. The design matrix in WLS state estimation can also benefit; however the matrices used in algorithms similar to that in PROGRESS cannot use it directly. Later in this section, the modifications to Tinney's original scheme that were made in order to utilize the optimal ordering will be described.

5.3.1: Triangular Decomposition

This is based on the standard Gaussian elimination method used to compute either the inverse of $A$ or the solution to (55). The terms below the main diagonal are eliminated by row manipulation; if necessary some re-ordering in order to maintain the numerical accuracy is also performed [56]. This is usually done by the process of pivoting, with the objective of making the matrix diagonally dominant. In this case, there is no pivoting performed, instead the re-ordering is done at a later stage, and is done to minimize the loss of sparsity. The result of this step is to transform the augmented matrix
\[
\begin{pmatrix}
a_{11} & a_{12} & a_{13} & \cdots & a_{1n} & b_1 \\
a_{21} & a_{22} & a_{23} & \cdots & a_{2n} & b_2 \\
a_{31} & a_{32} & a_{33} & \cdots & a_{3n} & b_3 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
a_{n1} & a_{n2} & a_{n3} & \cdots & a_{nn} & b_n \\
\end{pmatrix}
\]

(56)

to

\[
\begin{pmatrix}
1 & a'_{12} & a'_{13} & \cdots & a'_{1n} & b'_1 \\
1 & a'_{23} & \cdots & a'_{2n} & b'_2 \\
1 & \cdots & a'_{3n} & b'_3 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & \cdots & \cdots & \cdots & 1 & b'_n \\
\end{pmatrix}
\]

(57)

The elimination is usually performed one column after another; Tinney recommends that it be done row-wise. Both methods yield the same final result, a reduced matrix system, whose solution can easily be found by the process of back-solving. That is,

\[
x_n = b'_n, \ x_{n-1} = b'_{n-1} - a'_{n-1,n}x_n, \ x_i = b'_i - \sum_{j=i+1}^{n} a'_{ij}x_{ij}
\]

(58)

For large \( n \), it has been shown [5] that this method results in \( n^3/3 \) multiplications rather than the \( n^3 \) multiplications required by a full inversion.
The complete sequence of operations required to form this system can be stored in a matrix of the same dimensions as $A$, using the following notation:

$D_i$: This is the equal to the identity matrix, with the element at location $(i,i)$ replaced by $d_{ii}$.

$L_i$: This is equal to the identity matrix, with the $i$th column replaced by the vector $[0, 0, \ldots, 1, -l_{i+1,i}, -l_{i+2,i}, -l_{i+3,i}, \ldots, -l_{n,i}]^t$.

$U_i$: This is equal to the identity matrix, with the $i$th row replaced by the row vector $[0, 0, \ldots, 1, -u_{i,i+1}, -u_{i,i+2}, -u_{i,i+3}, \ldots, -u_{i,n}]$.

In these matrices, the elements are some of the various multipliers used during the triangularization of $A$, and are the only numbers that are required to be stored for future use. This set is called the factor table. We have

$$A^{-1}b = U_1U_2U_3\ldots U_{N-1}D_NL_{N-1}D_{N-1}L_{N-2}\ldots L_2D_2L_1 D_1b$$  \hspace{1cm} (59)$$

Therefore if $b$ is changed, a new value of $x$ can be computed by carrying out the matrix multiplications indicated above. It is shown in [5] that this requires $n^2$ multiplications.

5.3.2: Optimal Ordering

Unlike the situation in the previous section, this material applies only to sparse matrices. It is normal in Gaussian elimination to re-order the equations for a specific purpose; usually to improve the numerical performance of the solution by the pivoting technique. In this section, some alternate methods for re-ordering the equations will be described. These are known as Tinney's Scheme I, II and III, after their originator; with Scheme I
being the simplest and the least effective, and Scheme III being extremely complex and hence rarely used. A modified version of Scheme II was used in the implementation of the LMS.

The objective behind all of Tinney's schemes is to minimize the number of extra non-zero terms created during Gaussian elimination. The following example illustrates the basic principle:

\[
A = \begin{pmatrix}
5 & 2 & 1 & 1 \\
10 & 14 & 0 & 0 \\
3 & 0 & 6 & 4 \\
1 & 0 & 0 & 7 \\
\end{pmatrix}
\] (60)

If the standard Gaussian elimination were to be performed, the first step would be to multiply Row 1 by (-2) and add the result to Row 2, which makes the new \(a_{21} = 0\), however it also causes the new \(a_{23}\) and \(a_{24}\) change from zero to non-zero (to -2). Instead suppose row 4 and row 1 were interchanged. Then only \(a_{24}\) would change, since the new term \(a_{13}\) would be zero. Thus we have reduced the fill-in by 1 term, and kept the size of the factor table smaller. Note that this change would not be required for the sake of numerical performance, since the diagonal terms of the matrix are the largest in their rows. The three schemes of Tinney are heuristic methods to minimize the number of fill-in terms, and thus make the computation of \(A^{-1}b\) faster, since there would be more multiplications by zero, which do not have to be performed. A secondary effect is to minimize the amount of memory required to store the factor table; this is of far less consequence today than at the time these methods were developed.
Scheme I: The method used in the example above is Scheme 1. In this scheme, the rows with the maximum number of off-diagonal zero terms is made row 1, the row with the second largest number of off-diagonal zero terms is made row 2, etc. A simple justification of this is based on the number of operations conducted on each row. During the elimination, Row 1 of $A$ is not altered, Row 2 is altered by adding a multiple of Row 1, Row 3 is changed by adding a multiple of Row 1 and a multiple of the updated row 2. The chances of a zero term remaining zero are higher if fewer operations are performed on it, hence the rows should be rearranged so that those with many zero terms are near the top of the matrix. This is a very simplistic algorithm, since the effects of the elimination process on the number of zero terms is not considered. For example, after the first stage of the elimination, the updated Row 2 may not have any more zero elements left, if they happen to lie beneath non-zero terms of Row 1. Of course, it is very simple to implement Scheme 1, since the only information required is the number of zero terms in each row of $A$. Scheme 1 represents a tradeoff between effectiveness and simplicity, with extreme simplicity attained at the cost of a significant loss of efficacy.

Scheme II: This scheme, and Scheme III both require some simulation of the elimination process, in order to predict where the fill-in might occur. In Scheme II, the principle is to order the rows so that the next row to be operated upon has the maximum number of zero elements. It starts by choosing as Row 1, the row with the maximum number of zeros. The first
step of the elimination process is then simulated (not performed) by finding that row which would have the maximum number of zeros left, after the appropriate multiple of Row 1 was added to it. Note that the values of the non-zero elements are not evaluated at this stage, only the number of zeros. That row is then moved to Row 2. Now the next step, namely adding a multiple of Row 2 to Rows 3 and beyond is simulated, and the row with the maximum number of zeros after this step is chosen as Row 3. The process continues in this manner till all rows have been ordered. This scheme may be described as a one-step look-ahead, where the effects of the next step are predicted, and the most beneficial outcome is made to occur. Note that this scheme does not take into account the possibility that a zero term may be created by chance when two non-zero elements are added.

**Scheme III** : This scheme requires a complete simulation of the elimination process. Instead of looking ahead and choosing as the next row, the row that will have the maximum number of zero terms, the next row is chosen such that this will introduce the fewest number of fill-in terms. This is recursive in nature, since the choice of row 2 depends on the choice of row 3, and that in turn depends on the choice of row 4, etc. Essentially then this scheme requires the simulation of the fill-in for all possible orderings of the rows. Again, note that the actual values are not computed during the simulation, merely the number of zero terms destroyed is tracked.

A comparative study of these three ordering schemes was performed by Stott [57], in which it was concluded that Scheme II is the most suitable choice for most power system applications. While it is slightly more complicated than
Scheme I, the extra computation in choosing an ordering is more than justified by the consequent reduction in effort needed to compute the solution. Scheme III is far more complicated than Scheme II, and does not produce consistently superior results.

Most of the tests of these schemes were performed with two types of network matrices in mind; the admittance matrix of a system, and the loadflow Jacobian. These matrices rarely have a diagonal entry of zero; this occurs only in special situations in the loadflow Jacobian [58], for example, when the voltage magnitude at one bus is determined by the reactive power injection at a bus not connected to the original bus. This is not true in the case of the submatrices drawn from the measurement Jacobian. There is no intrinsic reason for the diagonal elements of these matrices to be non-zero; and in practice it was found that they are very often zero.

The schemes just described do not handle this case, since they assume that the elimination can proceed at all stages, which is not the situation when tone of the diagonal elements becomes zero. Tinney investigated this problem [6], and his findings are used as the basis of the method employed in the implementation of the LMS. This method is somewhat unusual in that it selectively tries to increase the fill-in of the matrix, and that both rows and columns are interchanged. It is based on Scheme II, with these modifications: at the first step, the variables are divided into two classes, those whose corresponding matrix diagonal terms are zero (Type 1) and those that have non-zero diagonal entries (Type 2). The next variable to be eliminated is then the Type 2 variable that has the maximum number of non-zero entries in its row and column. The elimination of this variable is then simulated, to
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check if any diagonal terms which were zero have now become non-zero, which is equivalent to reevaluating the variable type. The next variable to be eliminated is then chosen, based on the criterion just mentioned. It is postulated, but not proven analytically, that if at the end of this process, there remain some zero diagonal entries, the matrix is singular. This method works well as long as the bulk of the diagonal terms are non-zero. This condition was generally not true of the matrices used in the LMS procedure. Due to this, the method has to be modified to suit our application. The sub-matrix drawn is very likely to be singular; this corresponds to the state of the system not being observable based on the subset of measurements selected. Therefore the method was modified so that at the simulation stage, the row/column interchanges were performed so as to cause maximum fill-in at the zero diagonal terms, rather than to minimize the overall fill-in. If at the end of the simulation it was found that some zero diagonal terms still existed, the matrix was assumed to be singular, and no attempt to re-order it would be made. This served as one check for singularity (other checks will be described in the section on observability). If on the other hand, the zero diagonal entries were removed at some stage, from that point onwards the method would revert to the modified Scheme II described by Tinney. This would minimize the fill-in to some extent, while guaranteeing the existence of a solution to $A^{-1}b$.

5.4 : Computational Issues I - Offline Methods

At this point, the PROGRESS algorithm was modified by replacing the regular Gaussian elimination routine in it with a sparse, optimally ordered
routine based on the methods just outlined. It was found that though this did indeed decrease the computation time substantially, the gain was not enough to make the method viable. In addition, it was found that a very large fraction of the sub-matrices drawn (over 90\%) were singular, and so the probabilistic analysis of the chance of selecting at least one good sample was rendered irrelevant. The entire approach to the problem had to be radically altered, since the method was not fast enough, nor was it guaranteed to be robust.

The principal advantage gained by using a sparse matrix method is that repeated solutions of the same system of equations could be obtained rapidly, when the vector \textbf{b} changed. In the context of the PROGRESS algorithm, this was not of much consequence, since each set of equations (a sub-matrix) would only be used once. Therefore a way to re-use the factored sub-matrices was needed, in order to fully exploit the sparse matrix methods. Two methods of achieving this were considered.

5.4.1 : Partial Refactorization and Sparse Vector Methods

A recent development in the area of sparse matrix methods is the Partial Matrix Refactorization technique of Brandwajn et al [59]. This was devised to handle the situation where a sparse matrix \( A \) has been factored, and the factors stored for future use. Then, if some terms in the matrix \( A \) change slightly, the question is whether the pre-computed factors have to be rebuilt from scratch, or can the factors be updated to allow for the effects of the change in \( A \).

Techniques were developed, which allow for the updating of the factored
matrix directly. These rely on refactoring the largest submatrix that contains all the modified elements. If however, these elements are near the top of \( \mathbf{A} \), then updating the terms affected by the change will require almost as much effort as recomputing the factors. In [59], two methods are described that address this problem. By using suitable data structures, it was shown that it was possible to identify the individual terms in the factors that are to be updated, rather than an entire block. Both the algorithms proposed are based on the sparse vector methods [60]. These methods were originally developed for the purpose of solving only a portion of \( \mathbf{x} = \mathbf{A}^{-1}\mathbf{b} \), so that if a few terms in \( \mathbf{b} \) changed, the entire solution would not have to be recomputed.

To illustrate the use of these methods in a PROGRESS type algorithm, consider the following scenario. After randomly selecting a sub-matrix from the design matrix, and computing its inverse and objective function value (the LMS); instead of choosing the next sub-matrix randomly, let it be a perturbed version of the first sub-matrix. Then by using the partial refactorization methods, the new estimate and LMS value can be determined quickly as updates to the previous values. This process can be repeated, so that a large number of sub-matrices can be analyzed rapidly, each a modified version of the previous one.

The main reason why this method was not used lies in the reasoning behind the probabilistic argument for the number of sub-samples to be drawn. Quoting from Chapter 4, "the probability that the sample will contain at least one bad point is therefore \( 1 - (1 - \varepsilon)^n \). If we are selecting \( k \) samples, the probability that all \( k \) samples are bad is \( (1 - (1 - \varepsilon)^n)^k \). This argument holds
if (and only if) each of the k samples is independent of the others. If one sample is created by the modification of a prior sample, then the probability that the second sample is bad is definitely a function of whether the first sample was bad. Therefore the reasoning used to determine the number of sub-samples required does not hold true if such methods based on partial refactorization are used. This method does not address the question of the singularity of the sampled sub-matrices in any way. In a later section, the possibilities for the limited use of these methods will be considered, but it is clear that they cannot be used as the primary algorithm without invalidating one of the basic assumptions behind this technique.

5.4.2 : The Offline /Online Task Division

The objective of the work described in this section is to find a method which fully utilizes the sparsity of the Jacobian matrix, and maintains the validity of the assumptions made previously regarding the independence of the samples. It is also desirable that the method reduce the amount of time spent trying to invert singular matrices.

Let us assume that the estimation process can be divided into two sections, on the following basis: All tasks that are directly dependent on the value of the measurements are designated as on-line tasks, while all other tasks are called off-line tasks. The significance of this seemingly inconsequential statement is that if a large portion of the overall work can be classified as off-line, and if the output of those tasks can be made available to the on-line tasks in a suitable way, then those tasks need not be performed in real-time. Therefore a large portion of the work can be done in advance, or even on a
separate computer, as long as the results are available when required.

Examining the LMS estimation problem, the following tasks can be designated as off-line tasks:

1. The formation of the Jacobian matrix. This can be updated at regular intervals, to take into account any topology changes in the system. If so desired, the Jacobian can be formed not at the flat start \(|V| = 1.0 \text{ p.u.}, \theta = 0.0\), but at the most recent output of the state estimator. This can hasten the convergence of the estimator, if the state does not change drastically.

2. The selection of the sub-matrices. We can also use this opportunity to deal with the singularity problem, to a large extent. It is required that we draw at least \(k\) independent samples; instead of just selecting them randomly and then finding out in the on-line stage that many of these are singular, the selected sub-matrices can be tested for singularity off-line. If a sample is singular, it can be discarded, and another sample selected. Thus instead of having \(k\) independent samples to use at the on-line stage, there will be \(k\) independent non-singular samples. This simple mechanism greatly increases the chance of finding one good sample that is also observable.

3. The inversion of the selected sub-matrices. If we can invert the sub-matrix, and store the inverse in an efficient manner which can be retrieved during the on-line stage, then this shifts the major computational burden from the on-line to the off-line phase of the work. The optimally ordered sparse triangularization methods of Section 5.3 are well suited for this; in fact, they combine both Step 2 and this step.
The selected sub-matrix is triangularized as soon as it is drawn; if during the optimal ordering or the elimination process, it is found to be singular, it is rejected. On the other hand, if it is observable, then the inverse is stored in the factored format of equation (55). This utilizes the minimization of the storage that was so important when the sparse matrix methods were devised. The on-line computation then consists of reading this inverted matrix, multiplying it by the corresponding measurements, and computing the LMS criterion. The input/output has been reduced substantially by the use of the factored format for storage, and the inverse has already been computed, so this re-structuring of the problem shifts most of the work from the on-line, real-time phase to the off-line phase.

This division of labor made it possible to complete the state estimation for systems of upto about 100 busses in times that are reasonably close to the goal that was established at the beginning of this chapter.

5.5: Observability Analysis

A rigorous observability analysis would have been extremely important if the task division of the previous section had not been implemented. In that case, the observability analysis would be the main singularity check, and it would be performed in real-time, so speed would have been of the essence. Even though it is not as time-critical as before, it was found that some form of observability checking had to be performed, even in the off-line stage. As mentioned in Chapter 4, the randomly selected sub-matrices are singular in an overwhelming fraction of the cases, and this fraction gets larger as the
system size increases. By implementing some simple tests for observability, a large amount of effort could be saved in the off-line portion of the work. Some of the concepts developed as a result of this effort are of great significance later. A rigorous, but still very fast, observability algorithm was implemented separately by M. Cheniae as part of his M.S thesis [61]. He has incorporated this method into the off-line sample selection algorithm, and in future work, this will be one of the methods used.

5.5.1: The Fundamental Set and Sample Selection

In this section, the concept of a fundamental set for each unknown variable is introduced. This concept will play a significant role in the selection of the sub-matrices for the LMS estimation, and it will be used in subsequent sections to analyze anomalous breakdown behavior, and in other applications such as meter placement and leverage point identification. It is applicable to other areas where large sparse design matrices are used.

Definition: In the multiple regression model, \( \mathbf{z} = \mathbf{H} \mathbf{x} \), the fundamental set of the variable \( x_i \), \( F_i \), is defined as the set of those measurements which have non-zero terms in the \( i \)th column of \( \mathbf{H} \). Mathematically

\[
F_i = \{ z_k \mid H_{k,i} \neq 0 \}
\] (61)

The immediate application of the fundamental set is to change the way sub-matrices are selected. This is because of a theorem in Mili, Phaniraj and Rousseeuw [62] which shows that there is a link between the fundamental sets of the system, and its observability.
**Theorem**: A necessary condition for the system to be observable for a given sample is that at least one measurement from each fundamental set be included in the sample.

**Proof**: This theorem can be proven by means of a contradiction: let us assume that there exists a sample for which the system is observable, and that there is at least one fundamental set which has no members in the sample drawn. This implies that there exists at least one state variable which is not related to any of the measurements. This state variable then cannot be estimated from the sample; this however contradicts the assumption that the system is observable for that sample. □

This theorem can also be proven based on graph theory [63]. If there exists a sample in which at least one fundamental set $F_i$ is not represented, then no measurement can be assigned to branches incident on the node associated with the state variable $x_i$. Hence no spanning tree of full rank can be found for this sample, and the system is therefore unobservable for this sample.

The application of the this theorem to the sampling process, is as follows: let us first compute the fundamental set for each state variable in the system. This can be done directly from the Jacobian with very little effort. Select randomly one measurement from $F_1$; then check whether all measurements in $F_2$ have been picked. If not, randomly select a measurement from $F_2$ (if the measurement selected has already been picked, repeat until an unused measurement is picked). At this point, repeat the process used to select a
measurement for $F_2$ on $F_3$, and then for $F_4$ etc. If at any stage, a fundamental set is encountered, all of whose members have already been selected, then an observable sample cannot be drawn with the existing selections. The process is restarted with $F_1$, and since the measurements are picked randomly, it is hoped that a new sequence of selected measurements will result, and ultimately, one measurement can be selected from each $F_i$, $\forall i \in 1, \ldots, n$.

This procedure results in the selection of samples that satisfy one of the necessary conditions for observability, and has resulted in a much greater proportion of infeasible samples being filtered out, before the time-consuming triangularization step. One change which further improves the process is to re-order the fundamental sets in order of increasing size before starting to select measurements. Without this change, a small fundamental set, which might happen to be near the end of the estimation process, would cause a lot of failures, since the chances that all its members had already been selected is relatively high. Now all the small sets are grouped at the beginning of the process, which improves the chances that an unused measurement can be found in each of them.

Another simple set of tests can be applied to the sample that results from this procedure, to further eliminate any unobservable samples. These tests are based on power system observability [64], and are discussed next.

5.5.2: Post Selection Analysis

These tests are performed on the sub-matrix once it has been generated, and further reduce the chance that an unobservable sub-matrix is factored. They
are also based on necessary but not sufficient conditions for observability. That is, if any of these tests fails, the system is not observable for that sub-matrix selection; but the sub-matrix is not guaranteed to be observable by the fact that all these tests succeeded.

(1) The double-ended line test. If the line flow at both ends of a line are measured, and both these measurements are drawn in the same sample, the resulting sub-matrix is singular. This is because the each of the two corresponding rows in the sub-matrix will be the negative of the other, and therefore, by adding the first row to the second, a null row will be created in the sub-matrix. This operation does not affect the determinant of the matrix, and a matrix with a row made up of all zeros is singular. Therefore a sample containing measurements of the flow from both ends of a line is not observable, and hence the sample can be rejected without further analysis.

(2) The complete set at a node. If all lines leaving a particular node are metered, and the injection at that node is also measured, and all these measurements are selected in one sub-matrix, then that sub-matrix is singular. This is illustrated by the sub-matrix in the example below:

\[
\begin{pmatrix}
2 & 0 & -2 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 \\
0 & 0 & 3 & 0 & -3 \\
6 & 0 & -2 & 0 & -4 \\
4 & 0 & 0 & 0 & -4
\end{pmatrix}
\] (62)

In the matrix above, row 1 corresponds to a measurement from bus 1 to
bus 3, row 3 to a measurement from bus 3 to bus 5, and row 5 to a measurement from bus 1 to bus 5, and row 4 is an injection at Bus 1. From examining row 4, it is clear that the lines incident on Bus 1 go to Bus 3 and Bus 5. Both those flows are present in this sub-matrix, as Rows 1 and 5 respectively. By adding Row 1 and Row 5, and subtracting the result from Row 4, a null row can be created, which implies that the matrix is singular.

(3) The loop test. If a loop is formed by a subset of the line flow measurements, the sub-matrix is not observable. In the example of (58), Rows 1, 3 and 5 form the loop 1-3, 3-1, 5-1; and by using row manipulation, a null row can be created in the submatrix, implying singularity. In this case, if \((-2) \times \text{Row 1}\) is added to \text{Row 5}, the result is that \text{Row 5} becomes \([0 \ 0 \ 4 \ 0 -4]\), and if \(-0.75 \times \text{Row 5}\) is now added to \text{Row 3}, \text{Row 3} becomes \([0 \ 0 \ 0 \ 0 \ 0]\). Hence a sub-matrix containing a loop of line flows is singular. In practice, this is a relatively difficult condition to detect quickly, but if implemented, it can help reduce the number of singular matrices processed.

In the implementation of the LMS used, tests 1 and 2 were used to reject sub-matrices before the triangular decomposition phase.

5.6: Computational Issues II - Online Methods

The description of the off-line portion of the algorithm is now complete. It can be summarized as comprising of the following steps:

1. Compute the base case Jacobian matrix for the system.
2. Find the fundamental sets for all the state variables in the system.
(3) Order the fundamental sets by increasing size.
(4) Form a sample using the method of Section 5.4.1.
(5) Check whether the sample passes the tests of Section 5.4.2; if not, go back to Step 4.
(6) Triangularize the matrix, if this fails go back to Step 4.
(7) Store the factored matrix, and the corresponding sample, and increment the count of completed samples.
(8) If the necessary number of samples have been created, then exit. Otherwise go to Step 4. The number of samples used is $2k$ where $k$ is given by equation (49) of Chapter 4.

The remainder of this section deals with the implementation of the on-line portion of the estimator.

The sole connection between the off-line and on-line portions of the estimator is the set of factored matrices stored by the off-line program, that is used as input to the on-line part. These may be close to a thousand such files, depending on the size of the system, so efficient handling of the input is the first important issue in minimizing the on-line computation time. Two changes in the way the files are handled made a significant improvement in the performance of the system. First, the files are opened by the on-line program in read-only mode, which reduces the time to open the files. Secondly, the files are written and read using unformatted FORTRAN I/O; this lowers the actual time to read the files. For smaller systems (14 and 30 bus), where the input/output overhead was relatively significant compared to the time required for the matrix multiplication, these measures reduced the computation time by up to 30 percent. For larger systems (118 bus) the
reduction was about 10-15 percent.

Once the data has been read, the next step is to compute the estimate itself. The procedure is based on a Newton-Raphson process; first the residuals are computed from the equation \( \mathbf{r} = \mathbf{z} - h(\mathbf{x}) \), where the initial value of \( \mathbf{x} \) is the flat start. Then the correction to the state is found using the sparse inverse generated previously, \( \Delta \mathbf{x} = \mathbf{H}_i^{-1} \mathbf{r} \), and the updated value is found as \( \mathbf{x}_j = \mathbf{x}_{j-1} + \alpha \Delta \mathbf{x} \); \( i \) is a counter of the sample number, and \( j \) is the iteration count. \( \alpha \) is a numerical relaxation parameter, which is set to 0.9 for smaller systems, which have a low \( X/R \) ratio. For larger systems (57 and 118 bus) \( \alpha \) is 1.0. This is necessitated by the fact that the decoupled form of the state estimator is being used; these methods are known to have numerical problems in converging when the line resistance is significant. The iterative procedure continues until the value of \( \Delta \mathbf{x} \) is sufficiently small, with an updated value for \( \mathbf{r} \) being calculated and so on. Once the converged estimate is available, the objective function is computed from the residuals. Note that if gross errors are present, the iteration scheme may not converge. This is because when there are an equal number of measurements and unknowns, the estimation is very similar to a load flow, and the bad data corresponds to a solution very "far" from the flat start. Load flow methods fail to converge under such conditions, which correspond to highly loaded systems. In the load flow case, the updating of the Jacobian often helps to alleviate this problem; this option is not available for the LMS state estimation. In all the simulations performed, a case was never encountered where the state estimation diverged, and the sample was good. Therefore if the estimator fails to converge after 20 iterations, the sample is considered to be corrupt.
This does not occur in all cases of bad data, only when the errors are exceptionally large.

Once the value of the LMS criterion has been obtained for all the samples for which the procedure converged, the sample with the lowest value of the LMS is selected. This sample is used to identify the bad data, by examining the standardized residuals and comparing them to the threshold. In a practical state estimator, where statistical efficiency is a concern, the LMS estimate would be followed by another estimate, with the outliers removed from the measurement set. Possible estimators for this purpose are the WLS and an M-estimator.

5.7 : Results from the LMS estimator

In this section, detailed test results from the IEEE 14 bus system will be given, along with a summary of the results from the IEEE 30 and 118 bus systems. These results are all for the real power estimation problem, so the number of unknowns is 13, 29 and 117, while the number of measurements is 34, 56 and 247 for the 14, 30 and 118 bus systems respectively. Table 14 summarizes the test systems, with \( P = 0.95 \), and \( f \) being the maximum number of bad data which the estimator is supposed to be able to handle.

5.7.1 : IEEE 14-bus system

The one-line diagram and measurements for this system are shown in Figure 8. The following test cases will be studied:

1. Multiple Interacting Bad Data.
2. Multiple Bad Interacting Leverage Points.
3. Multiple Bad Data at a Bus with Low Redundancy.
Table 14: Number of Samples for the LMS estimator.

<table>
<thead>
<tr>
<th>System</th>
<th>n</th>
<th>m</th>
<th>Max. # of bad data, f</th>
<th>( \varepsilon = f / m )</th>
<th>k</th>
<th>( 2^k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 bus</td>
<td>13</td>
<td>29</td>
<td>2</td>
<td>0.059</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>30 bus</td>
<td>29</td>
<td>56</td>
<td>3</td>
<td>0.054</td>
<td>14</td>
<td>28</td>
</tr>
<tr>
<td>118 bus</td>
<td>117</td>
<td>247</td>
<td>5</td>
<td>0.020</td>
<td>31</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 15: Computing Times for the LMS estimator.

<table>
<thead>
<tr>
<th>Test System</th>
<th>Time for Data Input</th>
<th>CPU Time (per Sample)</th>
<th>CPU Time (2k Samples)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 bus</td>
<td>0.60 sec</td>
<td>0.08 sec</td>
<td>1.6 sec</td>
</tr>
<tr>
<td>30 bus</td>
<td>1.96 sec</td>
<td>0.18 sec</td>
<td>7.0 sec</td>
</tr>
<tr>
<td>118 bus</td>
<td>5.12 sec</td>
<td>1.41 sec</td>
<td>92.4 sec</td>
</tr>
</tbody>
</table>

5.8: Analysis of the Results

Tables 16 and 17 show the 34 measurements for cases 1 and 2 for the real portion of the state estimation problem. The measurements in boldface are the bad data added. The simulation results in these tables show that the LMS estimator is able to handle types of bad data that other estimators which are popular, such as the WLS and LAV estimators cannot handle.
<p>| Measurement | Measured Value | True Value | |Residuals| |Residuals| standardized |
|-------------|----------------|------------|----------|----------------|----------|
| Flow 1-2    | 43.9           | 46.4       | 0.039    | 0.015          |
| Flow 3-2    | -35.6          | -36.6      | 0.533    | 0.210          |
| Flow 5-1    | 449.8          | -23.2      | 471.4    | 185.6          |
| Flow 5-2    | 589.1          | -13.34     | 600.9    | 236.6          |
| Flow 5-4    | 2513.9         | 48.75      | 2461.8   | 969.2          |
| Flow 5-6    | 396.8          | -19.86     | 417.3    | 164.3          |
| Flow 7-8    | -10.77         | -1.00      | 0.00     | 0.00           |
| Flow 8-7    | 8.82           | -10.00     | 0.00     | 0.00           |
| Flow 9-4    | -4.25          | -4.08      | 0.016    | 0.061          |
| Flow 9-7    | -13.36         | -13.75     | 1.04     | 0.410          |
| Flow 9-10   | -11.26         | -10.75     | 0.021    | 0.008          |
| Flow 10-9   | 13.29          | 10.76      | 0.012    | 0.005          |
| Flow 6-11   | 22.40          | 23.39      | 0.037    | 0.015          |
| Flow 13-6   | -25.22         | -25.56     | 0.033    | 0.013          |
| Flow 14-9   | 1.32           | 0.92       | 0.00     | 0.00           |
| Flow 10-11  | -19.81         | -19.76     | 0.027    | 0.011          |
| Flow 13-12  | -3.27          | -3.92      | 0.0471   | 0.019          |
| Injection 1 | 69.97          | 69.55      | 0.041    | 0.016          |
| Injection 2 | 29.36          | 28.30      | 0.083    | 0.033          |
| Injection 4 | -7.41          | -7.80      | 41.83    | 16.47          |
| Injection 7 | -0.33          | 0.00       | 1.04     | 0.408          |
| Flow 2-1    | -45.51         | -46.37     | 0.00     | 0.00           |
| Flow 2-4    | 25.57          | -24.65     | 0.00     | 0.00           |
| Flow 1-5    | 24.24          | 23.17      | 0.00     | 0.00           |
| Flow 4-3    | 18.32          | 17.65      | 0.00     | 0.00           |
| Flow 4-7    | 2.11           | 3.75       | 0.00     | 0.00           |
| Flow 13-14  | 16.09          | 15.99      | 0.00     | 0.00           |
| Injection 6 | 77.9           | 78.80      | 0.00     | 0.00           |
| Injection 8 | 9.38           | 10.0       | 0.00     | 0.00           |
| Injection 10| -9.79          | -9.0       | 0.00     | 0.00           |
| Injection 11| -2.93          | -3.5       | 0.00     | 0.00           |
| Injection 12| -6.63          | -6.1       | 0.00     | 0.00           |
| Injection 13| -11.92         | -13.5      | 0.00     | 0.00           |
| Injection 14| -15.39         | -14.9      | 0.00     | 0.00           |</p>
<table>
<thead>
<tr>
<th>Measurement</th>
<th>Measured Value</th>
<th>True Value</th>
<th>Residuals</th>
<th>Residuals standardized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow 2-1</td>
<td>-46.8</td>
<td>46.4</td>
<td>-0.34</td>
<td>-0.85</td>
</tr>
<tr>
<td>Flow 3-2</td>
<td>-36.4</td>
<td>-36.6</td>
<td>-0.23</td>
<td>-0.58</td>
</tr>
<tr>
<td>Flow 2-4</td>
<td>24.3</td>
<td>24.6</td>
<td>-0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>Flow 1-5</td>
<td>23.3</td>
<td>23.1</td>
<td>-0.23</td>
<td>-0.58</td>
</tr>
<tr>
<td>Flow 5-2</td>
<td>-13.1</td>
<td>-13.3</td>
<td>-0.05</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>Flow 5-4</strong></td>
<td><strong>150.0</strong></td>
<td><strong>48.7</strong></td>
<td><strong>102.3</strong></td>
<td><strong>255.7</strong></td>
</tr>
<tr>
<td>Flow 5-6</td>
<td>-19.8</td>
<td>-19.9</td>
<td>0.21</td>
<td>0.53</td>
</tr>
<tr>
<td>Flow 4-7</td>
<td>3.8</td>
<td>3.7</td>
<td>0.32</td>
<td>0.80</td>
</tr>
<tr>
<td>Flow 8-7</td>
<td>10.2</td>
<td>10.0</td>
<td>-0.30</td>
<td>-0.75</td>
</tr>
<tr>
<td>Flow 9-7</td>
<td>-13.4</td>
<td>-13.7</td>
<td>0.98</td>
<td>2.45</td>
</tr>
<tr>
<td>Flow 9-10</td>
<td>-10.9</td>
<td>-10.7</td>
<td>-0.59</td>
<td>1.48</td>
</tr>
<tr>
<td>Flow 6-11</td>
<td>23.5</td>
<td>23.3</td>
<td>-0.03</td>
<td>0.08</td>
</tr>
<tr>
<td>Flow 13-6</td>
<td>-25.8</td>
<td>-25.6</td>
<td>0.24</td>
<td>0.60</td>
</tr>
<tr>
<td>Flow 10-11</td>
<td>-19.9</td>
<td>-19.8</td>
<td>0.03</td>
<td>0.08</td>
</tr>
<tr>
<td>Flow 13-14</td>
<td>15.6</td>
<td>16.0</td>
<td>-0.05</td>
<td>0.13</td>
</tr>
<tr>
<td>Injection 1</td>
<td>69.4</td>
<td>69.5</td>
<td>-0.64</td>
<td>1.58</td>
</tr>
<tr>
<td><strong>Injection 4</strong></td>
<td><strong>-150.0</strong></td>
<td><strong>-47.8</strong></td>
<td><strong>-103.1</strong></td>
<td><strong>-257.7</strong></td>
</tr>
<tr>
<td>Injection 8</td>
<td>10.3</td>
<td>10.0</td>
<td>-0.20</td>
<td>0.50</td>
</tr>
<tr>
<td>Injection 10</td>
<td>-9.1</td>
<td>-9.0</td>
<td>0.43</td>
<td>1.08</td>
</tr>
<tr>
<td>Injection 12</td>
<td>-6.5</td>
<td>-6.1</td>
<td>0.92</td>
<td>2.30</td>
</tr>
<tr>
<td>Injection 14</td>
<td>-14.7</td>
<td>-14.9</td>
<td>0.61</td>
<td>1.53</td>
</tr>
<tr>
<td>Flow 1-2</td>
<td>46.5</td>
<td>46.4</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 5-1</td>
<td>-23.4</td>
<td>-23.1</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 4-3</td>
<td>17.3</td>
<td>17.6</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 7-8</td>
<td>-10.5</td>
<td>-10.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 9-4</td>
<td>-4.2</td>
<td>-4.1</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 10-9</td>
<td>10.4</td>
<td>10.8</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 14-9</td>
<td>0.6</td>
<td>0.9</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Flow 13-12</td>
<td>-3.2</td>
<td>-3.9</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Injection 2</td>
<td>28.0</td>
<td>28.3</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Injection 6</td>
<td>80.2</td>
<td>78.8</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Injection 7</td>
<td>0.4</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Injection 11</td>
<td>-3.6</td>
<td>-3.5</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Injection 13</td>
<td>-13.1</td>
<td>-13.5</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
## Table 18: LAV and LS Residuals for Cases 1 and 2

<table>
<thead>
<tr>
<th>Meas. #</th>
<th>LAV Residuals Case 1</th>
<th>LS Residuals Case 1</th>
<th>LAV Residuals Case 2</th>
<th>LS Residuals Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>-80.840</td>
<td>-4.6414</td>
<td>-4.8056</td>
</tr>
<tr>
<td>2</td>
<td>0.01100</td>
<td>80.8518</td>
<td>4.6524</td>
<td>4.81660</td>
</tr>
<tr>
<td>3</td>
<td>0.86457</td>
<td>373.026</td>
<td>0.0</td>
<td>7.8539</td>
</tr>
<tr>
<td>4</td>
<td>0.21781</td>
<td>52.1432</td>
<td>-11.7749</td>
<td>-9.7961</td>
</tr>
<tr>
<td>5</td>
<td>0.80026</td>
<td>342.499</td>
<td>4.64140</td>
<td>7.97035</td>
</tr>
<tr>
<td>6</td>
<td><strong>472.212</strong></td>
<td><strong>130.51</strong></td>
<td>-4.62240</td>
<td>-7.9513</td>
</tr>
<tr>
<td>7</td>
<td><strong>602.039</strong></td>
<td><strong>136.96</strong></td>
<td>-7.0022</td>
<td>-11.3213</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>-484.313</td>
<td>13.3590</td>
<td>2.22770</td>
</tr>
<tr>
<td>9</td>
<td><strong>2464.08</strong></td>
<td><strong>768.850</strong></td>
<td><strong>24.3829</strong></td>
<td><strong>14.8794</strong></td>
</tr>
<tr>
<td>10</td>
<td><strong>399.350</strong></td>
<td><strong>-110.048</strong></td>
<td><strong>-16.456</strong></td>
<td><strong>-13.9811</strong></td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>-377.154</td>
<td>0.08997</td>
<td>6.03223</td>
</tr>
<tr>
<td>12</td>
<td>-0.00000</td>
<td>-58.3457</td>
<td>0.00000</td>
<td>-0.0200</td>
</tr>
<tr>
<td>13</td>
<td>0.0</td>
<td>58.3457</td>
<td>0.0</td>
<td>0.0200</td>
</tr>
<tr>
<td>14</td>
<td>0.051619</td>
<td>170.273</td>
<td>0.0</td>
<td>-3.4249</td>
</tr>
<tr>
<td>15</td>
<td>0.0</td>
<td>143.772</td>
<td>-0.08997</td>
<td>-6.1122</td>
</tr>
<tr>
<td>16</td>
<td>0.00200</td>
<td>81.8209</td>
<td>0.002</td>
<td>5.8181</td>
</tr>
<tr>
<td>17</td>
<td>0.0</td>
<td>-81.8189</td>
<td>0.0</td>
<td>-5.8160</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>-163.536</td>
<td>-16.6257</td>
<td>-7.7132</td>
</tr>
<tr>
<td>19</td>
<td>0.0</td>
<td>123.654</td>
<td>0.0</td>
<td>0.75616</td>
</tr>
<tr>
<td>20</td>
<td>6.9937</td>
<td>-15.2254</td>
<td>1.64501</td>
<td>3.45301</td>
</tr>
<tr>
<td>21</td>
<td>0.00084</td>
<td>152.342</td>
<td>16.6573</td>
<td>10.0939</td>
</tr>
<tr>
<td>22</td>
<td>-0.09749</td>
<td>-19.6988</td>
<td>-0.09749</td>
<td>-1.33316</td>
</tr>
<tr>
<td>23</td>
<td>7.15982</td>
<td>-36.788</td>
<td>1.81120</td>
<td>3.1386</td>
</tr>
<tr>
<td>24</td>
<td>0.8002</td>
<td>261.668</td>
<td>0.0</td>
<td>3.1647</td>
</tr>
<tr>
<td>25</td>
<td>0.0</td>
<td>225.674</td>
<td>0.0</td>
<td>-1.39183</td>
</tr>
<tr>
<td>26</td>
<td>0.0</td>
<td>611.625</td>
<td>0.0</td>
<td><strong>5.7606</strong></td>
</tr>
<tr>
<td>27</td>
<td>17.3310</td>
<td>161.544</td>
<td>0.0</td>
<td>4.3206</td>
</tr>
<tr>
<td>28</td>
<td>0.00000</td>
<td>175.037</td>
<td>0.0</td>
<td>0.0600</td>
</tr>
<tr>
<td>29</td>
<td>0.00000</td>
<td>58.3457</td>
<td>-0.00000</td>
<td>0.0200</td>
</tr>
<tr>
<td>30</td>
<td>0.0</td>
<td>70.5142</td>
<td>16.6563</td>
<td>4.2770</td>
</tr>
<tr>
<td>31</td>
<td>0.03069</td>
<td>11.2201</td>
<td>0.0</td>
<td>-2.3488</td>
</tr>
<tr>
<td>32</td>
<td>0.0</td>
<td>97.5907</td>
<td>0.0</td>
<td>2.58707</td>
</tr>
<tr>
<td>33</td>
<td>7.0623</td>
<td>67.1672</td>
<td>1.71371</td>
<td>2.56163</td>
</tr>
<tr>
<td>34</td>
<td>0.0</td>
<td>21.7370</td>
<td>0.0</td>
<td>0.48037</td>
</tr>
</tbody>
</table>
Table 19: LMS Results for 14 Bus System Case 3

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Measured Value</th>
<th>True Value</th>
<th>Residuals</th>
<th>Residuals standardized</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection 7</td>
<td>40.0</td>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Injection 8</td>
<td>50.0</td>
<td>15.1</td>
<td>0.65</td>
<td>0.88</td>
</tr>
</tbody>
</table>

This is shown in Table 18, which shows the residuals from S-PLUS simulations for cases 1 and 2. The LAV solution for Case 1 is one of 2 solutions that was found; the residuals from the good solution are shown. The measurements are not in the same sequence as in Tables 16 and 17; the bad data are in boldface, so that the corresponding measurements can be identified. In the results for Case 1, the LS is seen to fail, while the LAV has several solutions. In Case 2, both the estimators fail, the LS because it has no resistance to multiple interacting bad data, and the LAV due to the multiple bad leverage points. In fact, the LAV solution passes through the bad leverage point, #26. The computation times given in Table 15 were measured on a VAX 8800 computer (for reference, this computer is about 20% slower than an Intel 80486 based machine operating at 33 Mhz). The computing times shown do not make the use of the LMS immediately viable, however they are not unreasonable, given the benefits that they provide. The most interesting case is that with the bad data clustered in a region of low local redundancy. From Figure 8, it can be seen that Bus 8 forms an antenna of the system, a bus that is connected to only one other bus, Bus 7 in
this system. Therefore at most 4 measurements can belong to the fundamental set of such a bus; the two flow measurements on the line, and injections at the two busses. If two of these four measurements are bad and conforming, then there will be an ambiguity in the estimation of \( \theta_8 \); if three of the four are bad, then the estimate of \( \theta_8 \) will be bad. This is independent of the global breakdown point, and the number of measurements at other locations etc. Note that this is also caused by the sparsity of the system, since all other measurements except the four mentioned do not contribute in any way to the estimation of \( \theta_8 \). Therefore it is possible, due to the small fundamental set size, to cause the so-called local breakdown of the estimate.

In Case 3, 2 of the 4 measurements connected to Bus 8 are bad, while 2 of the 8 measurements that influence the estimation of \( \theta_7 \) are bad. No other measurements are bad, so the estimates of all other angles are good. Though some measurements connected to Bus 7 are bad, the majority are good, so \( \theta_7 \) is also good. The effect of the 2 bad data is then to corrupt \( \theta_8 \) alone, which is why this type of failure is called local breakdown, as shown in Table 19. Hampel [64] had suggested that this kind of situation could arise, but to our knowledge, this is the first demonstration of the failure of a High Breakdown Point Estimator below its global breakdown point. This mode of failure is not unique to power systems, but can be encountered in any system where the design matrix is sparse. In Chapter 7, the implications of the local breakdown for other aspects of power system state estimation will be examined.
5.9 : Computational Issues III - Parallel Processing

Rousseeuw[46] pointed out that the nature of the LMS algorithm used in PROGRESS was such that the bulk of the computations required were parallel, rather than serial. In effect, if the program were implemented well, by running it on an n-processor machine, the time required to complete the estimation would be close to n times less than the time it would take on a single processor. If an algorithm were completely parallelizable, the speedup would be in direct proportion to the number of processors; on the other hand, if an algorithm was totally serial, there would be no improvement gained by adding any extra processors. In practice, no algorithm is either totally parallel, or totally serial; usually they contain sections of each type. This is true of the PROGRESS algorithm as well; the computation of the estimate from any particular sample can be done in parallel with the estimate from another sample. There is no interaction between the two steps; they do not contend for the same data, nor do they need the results of the other to proceed. On the other hand the determination of which sample has the lowest objective function value is serial. It requires the output estimates of all the samples, so if no amount of parallelism will be useful if one of the samples has not yet been processed.

The LMS algorithm described in this chapter has been modified to use multiprocessors if they are available, and the resulting implementation was tested on a two processor machine. Table 20 shows the results of these tests, which were conducted using the 30 bus system. The total CPU time required increased slightly; this is due to the extra overhead and communication between the processors. For example, all processors share the same console,
so if two processors attempt to write to the screen simultaneously, an access error will occur. In order to prevent such events, a system of locks and released for shared resources had to be used. Such mechanisms, which are not needed in the single processor implementation, contribute to the increase in total CPU time used. The elapsed time, which is the parameter of interest, decreased by 38%; if the method were totally parallelizable, a gain of 50% would have been attained. This shows that it is feasible to use multiprocessor machines for LMS state estimation, and that unlike the LS, the algorithm exploits the availability of parallel processors if present.

<table>
<thead>
<tr>
<th></th>
<th>CPU Time (Total)</th>
<th>Elapsed Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Processor</td>
<td>18 seconds</td>
<td>50.7 seconds</td>
</tr>
<tr>
<td>Dual Processor</td>
<td>24 seconds</td>
<td>31.3 seconds</td>
</tr>
</tbody>
</table>

5.10: Summary

At the end of Chapter 4, the PROGRESS and nonlinear search methods had been reviewed, and it had been shown that the LMS possessed many desirable features in terms of its robustness, and almost every undesirable feature possible regarding its implementation. In this chapter, it has been shown that the LMS estimator is not just a theoretical curiosity, relevant only to small systems, but is a method that can be applied with good results to power system state estimation, on realistically sized systems. In order to
achieve this, various computational devices had to be employed, and those are the focus of this chapter. Some of these are techniques that are common in other areas of power systems, and had to be modified in order to be used in this application; sparse matrix methods and rapid observability analysis, for example. Some of these are new tools devised for this purpose alone, such as the fundamental set, and the division of the effort into an off-line and on-line part. The successful implementation of the LMS required a fusion of all these ideas, and that is what this chapter describes.

The test cases described show the LMS at its best, when handling the types of bad data that cause other estimation methods to fail; multiple interacting (and in fact, conforming) bad data for the WLS with normalized residuals, and multiple bad leverage points for the LAV and the M-estimators. This chapter also reveals hitherto unsuspected weaknesses of the LMS (local breakdown); however it is shown that these are not a failure of the estimator used, but a consequence of the sparsity of the system.

The next chapter further develops on the foundations established in this chapter. The concept of a fundamental set will be used in the identification of leverage points, in the development of robust meter placement tools, and in other methods that seek to improve on the results described in this chapter, such as the decomposition methods for application of the LMS to much larger systems. The local breakdown and the issue of local redundancy also have a bearing on these topics, especially the robust meter placement.
Figure 8: IEEE 14 Bus System and Measurements
Chapter 6: Leverage Points in Power Systems

6.1: Introduction

There are several reasons why leverage points are important in power system state estimation. It has been shown that the Jacobian matrix used in state estimation contains leverage points, and it has also been shown that an important class of robust estimators, the M-estimators, cannot handle bad leverage points. Since the use of M-estimators in general, and the LAV estimator in particular is becoming increasingly popular [65,66] in state estimation, a thorough investigation of the effects of leverage points in power systems is warranted. Though bad leverage points are harmful to many estimators, good leverage points are very useful in reducing the variance of the estimate. Therefore it might be fruitful to place the measurements such that there are a large number of leverage points, especially if an estimator that is unaffected by the presence of bad leverage points is being used, such as the LMS. Since the LMS has a relatively poor statistical efficiency, the addition of leverage points to the measurement set could be used to provide a much-needed improvement in that regard. Finally, the Generalized M-estimators seek to handle leverage points by incorporating the influence of position in the factor space into the objective function. The conventional method used to measure the influence of position is the Mahalanobis
distance, a measure that is non-robust, and is subject to the masking effect in the presence of multiple leverage points. In this chapter, methods that produce a robust estimate of the position in the factor space for large, sparse systems will be developed, and these have potential applications in devising GM estimators that would use this estimate in place of the Mahalanobis distance.

6.2: The Mahalanobis distance

In the regression model \( \mathbf{z} = \mathbf{Hx} + \epsilon \), let \( \ell_i \) be the transpose of the \( i \)th row of \( \mathbf{H} \). Then the squared Mahalanobis distance, \( D_i^2 \) is given by

\[
D_i^2 = (\ell_i - \ell)^t \Gamma^{-1} (\ell_i - \ell)
\]

where \( \ell \) is the average of all the vectors \( \ell_i \), and

\[
\Gamma = \frac{1}{m-1} \sum_{i=1}^{m} (\ell_i - \ell)(\ell_i - \ell)^t
\]

It can be seen that there is a strong connection between the Mahalanobis distance and the Least Squares estimator. For instance, the estimate of the location of the \( \ell_i \) vectors is taken as their mean, and \( \Gamma \) is computed as a function of the sum of the squares of the distances of \( \ell_i \) from its mean. In fact, in the case of multiple regression with an intercept term, there is a linear relationship between the diagonal elements of the hat matrix, \( \mathbf{S} = \mathbf{I} - \mathbf{W} \), and the Mahalanobis distance [67]
\[ s_{ii} = \frac{D_i^2}{n-1} + \frac{1}{n} \quad (65) \]

If only one leverage point is present in the factor space of H it can be identified as that measurement which has the largest Mahalanobis distance. If however multiple leverage points are present, they can serve to mask each others presence, just as in the largest normalized residual test. Therefore the Mahalanobis distance is not suitable for identifying leverage points in power system state estimation, where there is a very strong likelihood of multiple leverage points being present. The remainder of this chapter focuses on robust estimates of the Mahalanobis distance, and the applications thereof.

6.3 : The Minimum Volume Ellipsoid (MVE)

In [67], Rousseeuw and Van Zomeren develop a strong case against using the Mahalanobis distance for identifying leverage points in multiple regression. They then present an alternate method, the minimum volume ellipsoid, which is a high breakdown point estimator of multivariate location and covariance, and is an extension of the work of Donoho [68].

The minimum volume ellipsoid estimate for the location and scatter of a set of data is based on minimizing the determinant of the matrix C, which is a robust estimate of the covariance matrix. In higher dimensions, the volume of an ellipsoid is linearly related to this determinant, and hence the name of the algorithm. Geometrically, the minimum volume ellipsoid is that ellipsoid with minimum volume that contains within it half the data points. As is to be expected, the computation of the minimum volume ellipsoid is not simple.
Rousseeuw describes an algorithm which is an extension of the PROGRESS algorithm, i.e. it is based on re-sampling.

If the data set consists of \(n\) points in \(p\)-dimensional space, an ellipsoid that contains \((p+1)\) points is determined as the standard covariance matrix. The location estimate \(T\) is given by

\[
T = \frac{1}{p+1} \sum_{i=1}^{p+1} x_i
\]

(66)

and the covariance matrix is

\[
C = \frac{1}{p} \sum_{i=1}^{n} (x_i - T)^t (x_i - T)
\]

(67)

The ellipsoid is then inflated so that it contains \(h = [(n+p+1)/2]\) points, and the objective function, a multiple of the determinant of \(C\) is computed. This process is repeated for many sets of \((p+1)\) points, which the number of samples to be drawn is based on the same argument that was used in PROGRESS. That is, enough samples must be drawn to guarantee, with a probability \(P\), that at least one good subsample of \((p+1)\) points is drawn from among the \(n\) points.

This algorithm was found to have poor numerical performance for \(p > 9\), and therefore was not used in our simulations. Another algorithm described in [67] was modified for use in power systems.

6.3.1: Projection Pursuit Algorithm for the MVE

This algorithm is based on the work of Donoho [68]. For each point \(x_i\), the
quantity $u_i$ is computed, where

$$u_i = \max_v \frac{|x_i \mathbf{v}^t - L(x_1 \mathbf{v}^t, x_2 \mathbf{v}^t, \ldots, x_n \mathbf{v}^t)|}{S(x_1 \mathbf{v}^t, x_2 \mathbf{v}^t, \ldots, x_n \mathbf{v}^t)}$$

(68)

and $v$ is a set of vectors. At the minimum the vectors that comprise $v$ are the vectors between each $x_i$ and the center of the point cloud. Rousseeuw suggests using the co-ordinate-wise median of the points, $M$, as the center, and then $v = x_i - M$. The functions $L(x_1 \mathbf{v}^t, x_2 \mathbf{v}^t, \ldots, x_n \mathbf{v}^t)$ and $S(x_1 \mathbf{v}^t, x_2 \mathbf{v}^t, \ldots, x_n \mathbf{v}^t)$ are the one dimensional location and scale estimates for the set of projections of each $x_i$ on the vector $v$. A robust estimate for both these quantities should be taken, so for example, the median and the MAD, or the LMS and the length of the shortest half could be used.

The algorithm then consists of successively taking each $x_i$, finding the value of the parameter for each member of the set of projections $v$ for that $x_i$, and finding the maximum value of the parameter over that set. The $u_i$ is a robust estimate of the Mahalanobis distance for $x_i$. The estimate can be improved at the cost of increased computation time by considering an enlarged set $v$.

6.3.2: Implementation of the Algorithm

The projection pursuit algorithm, like many of the algorithms discussed previously, cannot be directly applied to sparse systems. There are two reasons for this:

(1) The co-ordinate wise median is not a reliable estimate of the center of the point cloud, when applied to sparse systems. Since the bulk of the points have a zero projection along any particular axis, the co-ordinate
wise median essentially reduces to taking the origin as the center in all cases.

(2) Since the center effectively is the origin, the projection \( v = x_i - M \) becomes the vector \( x_i \). Again, due to sparsity, the majority of the dot products \( x.v \) are zero. This makes the location and scale estimates in (68) both zero, and hence the bulk of the \( u_i \) become infinite.

The following modifications were used in order to compute the projection pursuit estimates for the Mahalanobis distance:

(1) Instead of computing the co-ordinate wise median over all points, the center along any particular axis is the median of those points which have a non-zero projection in that direction. In terms of the \( H \) matrix, this implies that instead of computing the median of all points in a column, only the non-zero terms are used.

(2) A similar scheme could be used for the location and the scale, where only non-zero terms are considered. Instead, a method based on the fundamental sets of the system was used. In this implementation, the set of projections used for a measurement \( x_i \) consists of the projections derived from those measurements that are members of the same fundamental set as \( x_i \). In this way, not all zero projections are automatically discarded.

In this manner, the \( u_i \) are computed as robust estimates of the Mahalanobis distance. In Rousseeuw's original formulation, where the data is assumed to have a definite structure, outliers in the factor space are detected based on a chi-square test. Since there is not valid basis in our case for assuming that the data has such a structure, the leverage points correspond to the outlying
values of the $u_i$.

6.4 : Simulation Results

The algorithm outlined was applied to the IEEE 14, 30 and 118 bus systems. In Table 21, three estimates for the Mahalanobis distance of the IEEE 14 bus system are given. The first column gives the values obtained from equation (64), the conventional least-squares based definition of the Mahalanobis distance. It can be seen that there are no gross outliers in this estimate. The second and third columns contain estimates based on the projection pursuit method, using as location estimates the LMS and the median respectively. Using the identification methods described above, the values in boldface were identified as leverage points. The same results are shown in Figure 9, and this shows that the simulation results of Chapter 5 with the LAV were to be expected, since measurement 26 is a leverage point.

To test this, repeated simulations were performed with S-PLUS, with the objective of identifying leverage points. The hypothesis was that a single bad leverage point would cause breakdown of the LAV estimator. Each of the measurements was corrupted systematically, and a LAV estimate was performed. This was repeated for 500 different values of the bad data for each measurement ; if the LAV broke down, the corresponding measurement was identified as a leverage point. In the case of the 14 bus system, all 5 measurements that were singled out by both projection pursuit methods as leverage points were also identified as such by the simulations using the LAV. No other leverage points were identified.
Table 21: Robust and Standard Mahalanobis Distances

<table>
<thead>
<tr>
<th>Meas. #</th>
<th>Mahalanobis Distance</th>
<th>Robust Estimate with the LMS and the Shorth</th>
<th>Robust Estimate with the Median and the MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.694675</td>
<td>1.509981</td>
<td>1.125303</td>
</tr>
<tr>
<td>2</td>
<td>2.859162</td>
<td>2.427989</td>
<td>1.493228</td>
</tr>
<tr>
<td>3</td>
<td>3.453517</td>
<td>1.024723</td>
<td>1.159266</td>
</tr>
<tr>
<td>4</td>
<td>1.717582</td>
<td>1.298616</td>
<td>1.167924</td>
</tr>
<tr>
<td>5</td>
<td>1.776187</td>
<td>1.035306</td>
<td>0.092447</td>
</tr>
<tr>
<td>6</td>
<td>1.824778</td>
<td>1.035306</td>
<td>0.072424</td>
</tr>
<tr>
<td>7</td>
<td>2.054524</td>
<td>0.059063</td>
<td>0.083235</td>
</tr>
<tr>
<td>8</td>
<td>3.787278</td>
<td>1.537044</td>
<td>1.290677</td>
</tr>
<tr>
<td>9</td>
<td>4.424230</td>
<td>6.149024</td>
<td>6.073198</td>
</tr>
<tr>
<td>10</td>
<td>3.558899</td>
<td>1.642998</td>
<td>2.060165</td>
</tr>
<tr>
<td>11</td>
<td>3.231435</td>
<td>1.295841</td>
<td>0.084731</td>
</tr>
<tr>
<td>12</td>
<td>3.137837</td>
<td>3.823320</td>
<td>2.289832</td>
</tr>
<tr>
<td>13</td>
<td>3.171221</td>
<td>3.17051</td>
<td>1.804307</td>
</tr>
<tr>
<td>14</td>
<td>1.667462</td>
<td>0.05000</td>
<td>0.061857</td>
</tr>
<tr>
<td>15</td>
<td>4.157850</td>
<td>2.18061</td>
<td>2.106199</td>
</tr>
<tr>
<td>16</td>
<td>3.518257</td>
<td>2.39986</td>
<td>3.019548</td>
</tr>
<tr>
<td>17</td>
<td>3.205394</td>
<td>2.453454</td>
<td>2.739188</td>
</tr>
<tr>
<td>18</td>
<td>3.646947</td>
<td><strong>12.80709</strong></td>
<td><strong>16.84717</strong></td>
</tr>
<tr>
<td>19</td>
<td>2.808445</td>
<td>5.513679</td>
<td>6.241782</td>
</tr>
<tr>
<td>20</td>
<td>2.907760</td>
<td>0.05842</td>
<td>0.06740</td>
</tr>
<tr>
<td>21</td>
<td>3.204530</td>
<td>1.714092</td>
<td>0.081828</td>
</tr>
<tr>
<td>22</td>
<td>2.473397</td>
<td>1.123895</td>
<td>0.06739</td>
</tr>
<tr>
<td>23</td>
<td>2.270237</td>
<td>2.132259</td>
<td>2.93067</td>
</tr>
<tr>
<td>24</td>
<td>3.805232</td>
<td>3.040953</td>
<td>4.099148</td>
</tr>
<tr>
<td>25</td>
<td>4.863077</td>
<td><strong>7.166780</strong></td>
<td><strong>8.878441</strong></td>
</tr>
<tr>
<td>26</td>
<td>4.991078</td>
<td><strong>10.59408</strong></td>
<td><strong>9.473007</strong></td>
</tr>
<tr>
<td>27</td>
<td>4.883853</td>
<td><strong>72.02291</strong></td>
<td><strong>89.90276</strong></td>
</tr>
<tr>
<td>28</td>
<td>4.763819</td>
<td>3.649050</td>
<td>4.245772</td>
</tr>
<tr>
<td>29</td>
<td>3.171221</td>
<td>2.097929</td>
<td>1.829083</td>
</tr>
<tr>
<td>30</td>
<td>4.033298</td>
<td>6.534436</td>
<td>5.192388</td>
</tr>
<tr>
<td>31</td>
<td>4.482615</td>
<td><strong>19.98782</strong></td>
<td><strong>21.37044</strong></td>
</tr>
<tr>
<td>32</td>
<td>4.644884</td>
<td>2.840712</td>
<td>2.944829</td>
</tr>
<tr>
<td>33</td>
<td>4.453237</td>
<td>2.487358</td>
<td>2.898319</td>
</tr>
<tr>
<td>34</td>
<td>4.458154</td>
<td>1.914088</td>
<td>1.532806</td>
</tr>
</tbody>
</table>
The simulations using the 30 and 118 bus systems produced similar results, with the measurements identified by the robust projection methods also being confirmed by the LAV simulations as such. These results shows that typically about 10-15 percent of the measurements are leverage points. For the larger systems, it was found that the LMS based projection methods were more conservative than the median method.

6.5: Robust Meter Placement

As already shown, leverage point identification can be used in conjunction with the LAV, since the LAV has no resistance against bad leverage points. In this section, the use of this technique as part of a robust meter placement scheme is described, along with other methods for robust meter placement. The basic principle that is applied in this section is that the size of all the fundamental sets is to be increased; as a secondary objective, as many leverage points as possible should be included in the measurement set, so as to maximize the efficiency of the estimator. This is to some extent a recursive problem, since a measurement does not become a leverage point in isolation; to categorize it as such requires a knowledge of the location of the bulk of the measurements. Therefore to solve this problem exactly, the effect of adding a new measurement on existing leverage points has to be considered. In this preliminary work, this is not considered, and the values of the robust Mahalanobis distance for the maximal measurement set are used. Since an injection measurement contributes more entries to the fundamental sets of a system than a flow measurement (at worst, their contributions are equal), the first step is to assume all injections are metered. This contributes
to both the robustness of the system and the leverage points, since many injections are also leverage points. The problem is then to add the desired number of flow measurements so as to maximize the local breakdown of the system, while also trying to incorporate leverage points. The following algorithm was used.

Since the worst case local breakdown is determined by the smallest fundamental set, the immediate goal is to increase the size of the smallest fundamental set if possible. It may not be possible, if all the possible measurements have been metered. In that case, the next smallest set is considered. At this point, one measurement will be selected from among those possible, and added to the measurement set. Two alternate criteria were used for this, one which maximizes robustness, and the other that considers leverage.

In the robust algorithm, the size of the fundamental sets of all variables adjacent to the variable with the smallest fundamental set is evaluated. A measurement is placed so as to increase the size of the smallest "neighbor" fundamental set. Once this measurement has been placed, the size of all the fundamental sets is updated, and the next measurement is placed according to the principles just described. This process continues until the specified number of flows have been chosen.

In the leverage algorithm, the robust Mahalanobis value of each potential measurement can be considered, and the potential measurement that increases the smallest fundamental set and has the largest leverage value is chosen. This scheme is not competitive with the robust algorithm computationally, since it requires the evaluation of the robust Mahalanobis
<table>
<thead>
<tr>
<th>Node #</th>
<th>Max. $F_i$</th>
<th>Actual $F_i$</th>
<th>$[(F_i-1)/2]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>13</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>10</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>23</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>10</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>13</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>28</td>
<td>10</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>29</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>7</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>
distance. Table 22 shows the results from application of the robust meter placement algorithm to the IEEE 30 bus system. The maximum size of each fundamental set is given, along with the actual realized size. The goal of the algorithm was to produce fundamental set sizes that are approximately equal, without any excessively large ones. It can be seen that the small fundamental sets, those corresponding to variables 11, 13 and 26 have all been filled to the maximum; while the largest two, those corresponding to variables 6 and 10 have been kept at about 35 percent of their maximum size.
Figure 9: Leverage Estimates for the IEEE 14 Bus System
Chapter 7: Conclusions

7.1: Contributions of this Dissertation

The objective of this dissertation was to demonstrate that the robust high breakdown point estimators that have recently been developed by statisticians can be used in power system state estimation. In order to accomplish this, the underlying principles behind robust estimation theory had to be demonstrated and their relevance established. It might be taken for granted by statisticians that everyone who uses the Least Squares Estimate is aware of the fact that it is not robust, and loses efficiency rapidly as the distribution of the errors becomes non-Gaussian. This was certainly not the case among power system engineers; the conventional wisdom was that if no outliers were detected by tests based on the LS estimate, then that "proved" that no outlier existed. The possibility that the presence of the outliers might affect the LS estimate in such a way that the presence of the outliers is disguised was not considered.

To remedy this situation, this dissertation, and the papers published from it always started by showing that the Least Squares is not a robust estimate. Until this became an accepted view, the need for more robust estimators would always be questioned. The first contribution of this dissertation is to take the work of many distinguished statisticians, and extend it to a procedure usable by the power system state estimation community. Existing
methods for multiple linear regression were modified to incorporate sparse matrix techniques, and to handle the nonlinear multiple regression case. The introduction of such concepts as the breakdown point and the influence function, changes (hopefully forever) the criteria by which future state estimators are evaluated. From the response to these publications, it has been a struggle, but the objective has been accomplished, in our judgement. State estimation researchers are now aware of the concepts of robust statistics, and indeed, other researchers have written papers using these concepts to extend their previous work. For example, the recent work of Abur in attempting to eliminate leverage points in the LAV by rotating the design matrix [66] whereas in his first work on the LAV [65], he states "the LAV estimator may fail to reject bad data occasionally". Re-analyzing his old simulations, he has concluded that the hitherto unexplainable failures of the LAV were actually due to bad leverage points. We do not believe that the LAV can be made sufficiently robust to be used in large systems, despite its advantages computationally, but we are gratified that based on our introduction of the concepts of leverage points to this community [40,62,69], he and other researchers [19] are re-assessing their own work.

The next contribution of this dissertation is to systematically explore the practical difficulties in implementing the LMS and other high breakdown point estimators in large sparse systems. The original PROGRESS program is limited to handling 10 unknown variables, and does not work properly in the case of sparse design matrices. In this dissertation, the concepts employed in PROGRESS have been extended to much larger systems than was originally possible, and the speed of the computation has been greatly
enhanced. In order to achieve this, simple observability tests that are extremely effective in reducing the number of unobservable cases tested have been devised and implemented. A modified version of Tinney’s optimal ordering scheme for ill-conditioned, non-diagonally dominant matrices was used to further reduce the fill-in.

The concepts of fundamental sets and local breakdown that arose from this work are finding applications in areas indirectly connected to state estimation. Some of these applications will be described in the section on future research. These concepts are also making it possible to understand the mechanism by which state estimators fail, rather than leaving it as mystery. This is important in the design of the metering points, so that areas of low local redundancy are not tolerated just because of a satisfactory global redundancy.

The implementation of the algorithm to efficiently utilize multi-processor computers could become significant, as power system control centers move away from the older computers that are the mainstay currently. In fact, in 1990, the Hawaiian Electric Company put into service a control center using a network of multi-processor VAX workstations, rather than the conventional mini-computer. This is believed to be the first such installation.

The work on identification of leverage points in large sparse systems has no direct bearing on the LMS, since it is immune to the effect of bad leverage points. This work does impact the research on the LAV being performed by other researchers, in that they may use this technique to identify potential trouble spots for the LAV, and in the extreme case, remove all leverage points altogether before the estimation. The robust estimate for the Mahalanobis
distance can be used to make a more robust class of GM estimators possible, though it was also made demonstrated in this dissertation that the breakdown point of these estimators is inversely proportional to the size of the system, and hence for realistically sized power systems, the breakdown point is essentially zero. The robust Mahalanobis distance will also be applied in the normalization of the residuals from the LMS; as described in the dissertation, the heuristic scale estimate used in PROGRESS was not suitable for state estimation.

7.2 : Future Research

Some of the objectives described in this section are already being investigated here; others are expected to be dealt with in the near future.

1) Application of a decomposition method to make the computation time of the LMS lower, for systems of several thousand busses. By direct application of the methods described in this dissertation, systems of up to about 150 busses can be handled effectively. To solve larger systems, the design matrix is decomposed or partitioned into several overlapping matrices, each of size less than 150 busses. The LMS estimate for each partition is computed separately, and then the global estimate is found by combining the estimates from all the regions. The problems faced include the selection of the partitions, without further reducing the already low redundancy, especially at the boundary busses; the re-combination of the estimates, and the usual computational problems that always arise when dealing with systems of this size. Preliminary results from the application of this method are very encouraging, and it is being tested on a 2418 bus system.
(2) It has been shown that the global breakdown point is an upper bound on the number of bad data the state estimator can withstand. For sparse systems, the practical limit is the local breakdown point, which is determined at a local level by the positioning of the measurements. Till now, most meter placements have just evolved, rather than being systematically designed to minimize any problems. The analytical work in this area has focused on maximizing the efficiency at the Gaussian distribution. Using a robust meter placement, an existing set of measurements can be strengthened against local breakdown by maximizing the size of the fundamental sets of the system. This involves either choosing the location of new measurements, or redistributing existing measurements. Some work on this has already been performed using heuristic optimization methods as described in Chapter 6; this will be continued, and the application of simulated annealing to solve this combinatorial optimization problem is being investigated.

(3) As mentioned in the previous section, the potential applications of the high dimensional leverage point identification method are varied, ranging from removing them from the measurement set if the LAV is being used (not recommended) ; to devising new estimators that employ the robust Mahalanobis distance as a scale estimate ; and applications in areas other than state estimation, such as the stability problem mentioned, where the method is being used as a clustering technique.

(4) The $\mathbf{S}$ and $\tau$ estimators mentioned in Chapter 3 have not been investigated thoroughly in terms of their application to power systems. They appear to have some very interesting properties, especially the possibility than an analytical method rather than a combinatorial method could be
used, while maintaining high breakdown in multiple regression.

(5) The extremely complex problem of topological rather than measurement errors may benefit from robust estimators. When topological errors occur, they invariably create multiple bad data, and they are almost always gross errors, rather than a minor deviation from the assumed model. Therefore the possibility of using high breakdown point estimators here seems to be feasible, especially since the existing methods are already combinatorial in nature, so the computing time competition with the Least Squares that dominated this dissertation does not arise.

(6) An improved implementation of the LMS should be investigated. Methods based on simulated annealing and neural networks / expert systems are envisioned as providing alternate optimization techniques for this purpose.

(7) Though in the case of the LMS, the direct search methods tested were not found suitable for this application; in a private communication, David Ruppert has indicated that these methods can be used fruitfully in the implementation of S estimators. This estimator has robustness properties similar to the LMS, while it has a greater statistical efficiency.
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