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Introduction

A queue, or a waiting line, involves arriving items that wait to be served at the facility, which provides the service they seek. We call this facility "service station" or "station". Arriving items are called "customers". Suppose that the station is a check-out counter at a grocery store. A customer comes in to the queue (waiting line), waiting to be serviced, and after getting served, the customer subsequently leaves the counter. However, the terminology "customer" does not necessarily mean a human customer; it can be a packet of information, waiting in a buffer, to be transmitted to other places in a computer communication system.

A queueing network is a system of service stations, each equipped with a queue, which are interconnected by channels. The numbers of customers in each station, i.e. the queue length, are represented by a multidimensional stochastic process. It is called the "queue length process". The model of our interest is a queueing network which has a finite number $N$ of stations with no bounds on the queue sizes. In this model, no distinction is made between the stochastic characteristics of the customers. If the sequences of stations visited by a customer is denoted by $(A_i)_{i \geq 1}$, the conditional probability law for $A_i$ has the following property:

$$P\{A_{i+1}|A_1, A_2, \ldots, A_i\} = P\{A_{i+1}|A_i\}, \text{ for any } i \geq 1.$$ 

Of course, each $A_i$ is the number of a service station, that is $A_i \in \{1, 2, \ldots, N\}$, or $A_i = 0$ to represent being in the exterior of the network. In each station, there is a server who provides customers in this station with services and the server can serve only one customer at a time. Services are provided in the rule of first-come-first-serve. The times for completing serving each customer in the station are independent of each other and distributed according to the exponential law having a parameter which describes the efficiency of service of the station. Arrival times between customers from the exterior to a station are also independent of each other and follow the
exponential distribution. Service patterns of stations and arrival patterns to stations from the exterior are independent of each other. The queue length process of this system is a $N$ dimensional Markov jump process.

This model, known as a Jackson network, is well-known due to the interesting property of having a stationary distribution in 'product' form. It is widely used to model complex computer systems and data transmission systems. Even though a lot of work has been done on this model, many interesting and important features, especially of transient behavior, have not been investigated. For example, in a system with finite queues, the probability of the system starting from an empty state and going to a state in which at least one queue reaches a certain large number and the first passage time of this event are two of those.

Recently, it has been reported in [3], [11], [15], and [23] that large deviation theory has been used as a tool to analyze the transient behavior of stochastic systems, especially communication networks and queueing networks. Even though it has been used widely in engineering research, the large deviation theory for queueing systems has not been fully established, yet. Therefore, applications of the large deviation theory depend on many conjectures. This thesis concerns the development of large deviation principles (LDP) for Jackson networks.

Large deviation principles for a certain class of Markov processes have been well established by Wentzel [5] under carefully designed conditions by Wentzel [5]. However, many interesting Markov processes do not belong to the class which Wentzel assumed. Their probability structures violate some of the conditions which are assumed by Wentzel. The queue length process of a Jackson network is one of them. The goal of this research is to establish large deviation principles for appropriate classes of queueing processes.
Chapter 1 will briefly introduce the large deviation theory and Wentzel's result for a special class of Markov processes. In chapter 2, we will carefully specify the class of processes to be studied. The $M/M/1$ model (the simplest model of Jackson network which has only one station) will be used to illustrate the main reason that we cannot apply Wentzel's result directly to Jackson networks. We will discuss the current research which are related to the large deviation theory for queueing networks and describe the Skorohod problem approach which will be developed in this study. We will sketch this approach in particular for $M/M/1$ queueing system.

Chapter 3 will define a more general class of Jackson networks for which a Skorohod problem approach can be used. The Skorohod problem with oblique reflexion boundary will be explained in a general setting. We will develop the Skorohod problem representation for our class of systems. This allows us to obtain the LDP for queueing processes of our class by applying the "contraction principle" of general large deviation theory together with Wentzel's result for Markov processes.

In Chapter 4, we will show that the LDP obtained in our approach is the same as that of Dupuis [6], which was developed with a completely different approach. The Skorohod problem approach that we present in this thesis does not work in a more general class of Jackson networks. The reason for this will be explained.
Chapter 1. Large Deviation Principles of Markov Processes

In this chapter we shall consider theorems on the asymptotics of probabilities of large deviations for Markov (random) processes.

1.1 Introduction to Large Deviations.

In this section, we introduce the general large deviation theory on a set of measures briefly.

Let $X$ be a metric space.

**Definition 1.1.** A parameterized family of probability measures, $\{P_\epsilon\}$, on $X$ is said to obey the large deviation principle with the rate function $I(\cdot)$ if there is a function $I(\cdot)$ from $X$ to $[0, \infty]$ satisfying:

1. $I(\cdot)$ is lower semicontinuous.
2. For each $c < \infty$, the set $\{x : I(x) \leq c\}$ is a compact set in $X$.
3. For each closed set $F \subset X$,
   \[ \limsup_{\epsilon \to 0} \epsilon \log P_\epsilon(F) \leq -\inf_{x \in F} I(x). \]
4. For each open set $G \subset X$,
   \[ \liminf_{\epsilon \to 0} \epsilon \log P_\epsilon(G) \geq -\inf_{x \in G} I(x). \]

It follows that if $A$ is a Borel subset of $X$ such that $\inf_{x \in A^c} I(x) = \inf_{x \in A} I(x) = \inf_{x \in A^c} I(x)$, then $\lim_{\epsilon \to 0} \epsilon \log P_\epsilon(A) = -\inf_{x \in A} I(x)$. In other words,

\[ P_\epsilon(A) \approx \exp\left[ -(1/\epsilon) \inf_{x \in A} I(x) \right], \]

up to logarithmic equivalence. It tells that unless $A$ contains an element $x_0$ such that $I(x_0) = 0$, $P_\epsilon(A)$ converges to 0 exponentially fast at the rate which $I(\cdot)$ and $A$ determine.

In the following, we consider a set of probability measures, $\{P_\epsilon\}$ as an example, which will converge weakly to a probability measure which degenerate at some point


$x_0$ in $X$, as $\varepsilon \to 0$.

**Example 1.2.**

$X_1, X_2, \ldots, X_n$ are $n$ independent random variables which have a common normal distribution with $E(X_i) = 0$, $Var(X_i) = 1$. Let $P_n = P \circ (S_n^{-1})$, $S_n = \sum_{i=1}^{n} X_i$. By the law of large numbers, $S_n \to 0$ in probability. Therefore, $P_n$ converges to $\delta_0$ weakly, where $\delta_0$ is a dirac delta function at $x=0$. And $P_n(A) = \frac{n}{2\pi} \int_{A} \exp\left(-\frac{n x^2}{2}\right) dx$ converges to $0$ exponentially fast if $0$ is not in $A$ and the decreasing rate is dependent on $A$. In fact, one can easily check that $\{P_n\}$ obey the large deviation principle with rate function:

$$I(x) = \frac{x^2}{2}.$$ 

That is, $\lim_{n \to \infty} \frac{1}{n} \log P_n(A) = -\inf_{x \in A} \frac{x^2}{2}$ for any interval, $A$. This implies that $P_n(A) \approx \exp(-n \inf_{x \in A} \frac{x^2}{2})$.

The first general limit theorems for probabilities of sums of independent random variables as Example 1.2 are contained in Cramer's paper [4]. The rate function for probabilities of sums of independent random variables can be formulated in terms of the Legendre transformations of some convex functions connected with the exponential moments of the random variables under the assumption that exponential moments are finite.

Before starting the next section, we define notations and metrics on the spaces which we consider later on.

**Notation.**

Let $\alpha \in \mathbb{R}^r$.

$|||\alpha||| = \sup_{i=1, \ldots, r} |\alpha_i|$.

$||\alpha|| = \sqrt{\sum_{i=1}^{r} \alpha_i^2}$.

$\alpha \geq 0$ means that $\alpha_i \geq 0$, $\forall i = 1, \ldots, r$.

$\alpha > 0$ means that $\alpha_i > 0$, $\forall i = 1, \ldots, r$. 
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The inner product of $x$ and $y$ is denoted by $\langle x, y \rangle$.

Let $G$ be a set.
$G^o$ denotes the interior of $G$.
$G^c$ denotes the closure of $G$.
For a positive scalar $c$, $cG = \{cx : x \in G\}$.

Let $A$ be a matrix.
$A_i$ denotes the $i^{th}$ column of the matrix $A$.
$A^i$ denotes the $i^{th}$ row of the matrix $A$.
$A^T$ is the transpose of $A$.
Let $\rho_T$ be the uniform metric on $F^r[0,T] = \{ f : [0,T] \to R^r \}$, i.e. if $f$ and $g$ are in $F^r[0,T] = \{ f : [0,T] \to R^r \}$,

$$\rho_T(f,g) = \sup_{t \in [0,T]} ||f(t) - g(t)||.$$  

Let $T$ be a positive real number.
$D^r[0,T]$ is a space of right continuous function $x(\cdot) : [0,T] \to R^r$, which has left limits at all $t \in [0,T]$.
$D^{r(+)}[0,T]$ is a space of nondecreasing, right continuous function $x(\cdot) : [0,T] \to R^r$, which has left limits at all $t \in [0,T]$.
$D_{r(+)}[0,T]$ is a space of nonnegative, right continuous function $x(\cdot) : [0,T] \to R^r$, which has left limits at all $t \in [0,T]$.

1.2 Legendre Transformation.

The Legendre transformation is important in formulating LDP of Markov processes because the family of Markov processes we are going to consider can be viewed as generalizations of the scheme of summing independent random variables; the constructions used in the study of large deviations for Markov processes generalize constructions encountered in the study of sums of independent terms. Therefore, Legen-
dre transformation turns out to be essential in our study. We consider this transformation and its application to families of measures in finite-dimensional spaces.

Let \( H(\alpha) \) be a function of an \( r \)-dimensional real vector, assuming its values in \((-\infty, \infty]\) and not identically equal to \(+\infty\). Suppose that \( H(\alpha) \) is a convex and lower semicontinuous function on \( \mathbb{R}^r \). \( L(\beta) \) is said to be the Legendre transformation of \( H(.) \) at \( \beta \in \mathbb{R}^r \) if

\[
L(\beta) = \sup_{\alpha \in \mathbb{R}^r} [(\alpha, \beta) - H(\alpha)], \ \beta \in \mathbb{R}^r.
\] (1.1)

We will review a number of properties of the Legendre transformation below. A thorough treatment of these and other properties of the Legendre transformation can be found in Rockafellar [24].

First, \( L(.) \) is also a convex and lower semicontinuous function, assuming values in \((-\infty, +\infty]\) and not identically equal to \( \infty \). The inverse of the Legendre transformation is itself:

\[
H(\alpha) = \sup_{\beta \in \mathbb{R}^r} [(\alpha, \beta) - L(\beta)], \ \alpha \in \mathbb{R}^r.
\] (1.2)

The functions \( L \) and \( H \) coupled by relations (1.1) and (1.2) are said to be conjugate. If \( H(0) = 0 \), then by (1.1), \( L(\beta) \geq (0, \beta) - H(0) = 0 \) for all \( \beta \). Therefore,

\[
\text{if } H(0) = 0, \text{ then } L(\beta) \geq 0, \text{ for all } \beta.
\] (1.3)

It turns out that \( L(\beta) \to \infty \) as \( ||\beta|| \to \infty \) if and only if \( H(\alpha) < \infty \) in some neighborhood of \( \alpha = 0 \). For functions \( H, L \) which are analytic, we can find the solutions \( \alpha = \alpha(\beta) \) to the equations \( \nabla H(\alpha) = \beta \) for each \( \beta \) and \( L(\beta) \) is determined from the formula

\[
L(\beta) = (\alpha(\beta), \beta) - H(\alpha(\beta)).
\] (1.4)

Moreover, we have \( \alpha(\beta) = \nabla L(\beta) \). If one of the functions conjugate to each other is more than twice continuously differentiable, and the Jacobian matrices are
positive definite everywhere, then the other function has same the smoothness and
the Jacobian matrices at corresponding points in the relation of (1.4) are inverses of
each other:

\[
\frac{\partial^2 L(\beta)}{\partial \beta_i \partial \beta_j} = \left( \frac{\partial^2 H}{\partial \alpha_i \partial \alpha_j}(\alpha(\beta)) \right)^{-1}.
\]  

(1.5)

1.3 Markov Processes and Their Generators.

As we mentioned in the introduction of this chapter, the rate function for prob-
abilities of sums of independent random variables can be formulated in terms of the
Legendre transformations of some convex functions connected with the exponential
moments of the random variables. The role which the exponential moments play in
the case of sums of variables belongs to (infinitesimal) generators of Markov processes.
The following is the definition of the generator.

Let \( Y(t) \) be a time homogeneous Markov process in \( \mathbb{R}^r \) with a set of transition
function, \( \{P_{x,t}\} \),

\[
P_{x,t}(\cdot) = \text{Pr}[Y(t) \in \cdot \mid Y(0) = x].
\]

In this study, we specifically look at Markov jump processes whose infinitesimal
generator has the following form.

\[
Af(x) = \int_{\mathbb{R}^r \setminus \{0\}} [f(x + \beta) - f(x)]\mu_\pi(d\beta),
\]  

(1.6)

where \( \mu_\pi \) is a measure on \( \mathbb{R}^r \setminus \{0\} \) such that

\[
\int_{\mathbb{R}^r \setminus \{0\}} |\beta|^2\mu_\pi(d\beta) < \infty.
\]

It follows from this that \( Y^\epsilon(t) = \epsilon Y(t/\epsilon) \) (throughout this research, we use this
rescaling method.) has the following generator.

\[
A^\epsilon f(x) = \epsilon^{-1} \int_{\mathbb{R}^r \setminus \{0\}} [f(x + \epsilon\beta) - f(x)\mu_\pi](d\beta).
\]  

(1.7)
1.4 Rate Functions of Markov Processes.

Let

\[ H(x, \alpha) = \int_{R^n-(0)} [\exp(\sum_{i=1}^{r} \alpha_i \beta_i) - 1] \mu_x(d\beta). \]  

(1.8)

Wentzel [30] points out that, in general, for a parameterized family of Markov processes with generators \( A^\alpha \), the appropriate \( H(\cdot, \cdot) \) is described by \( A^\alpha \exp(\sum_{i=1}^{r} \alpha_i x_i) = e^{-1} H(x, \epsilon \alpha) \exp(\sum_{i=1}^{r} \alpha_i x_i) \) (see Chapter 5 in Freidlin and Wentzel [12]).

Notice that \( H \) is a convex and analytic function with respect to \( \alpha \) and \( H(x, 0) = 0 \).

For each \( x \), let \( H(x, \alpha) \) be the function in (1.8) and \( L(x, \beta) \) is the Legendre transformation of \( H(x, \alpha) \) in the second variable. Now, let's define the most important functional in this study;

\[ I_{0,T}(x, \phi) = \int_{0}^{T} L(\phi(t), \phi'(t))dt, \]  

(1.9)

if \( \phi \) is a \( r \)-dimensional absolutely continuous function, its integral is convergent, and \( \phi(0) = x \). Otherwise, it is equal to \( \infty \).

In order that \( I_{[0,T]}(x, \phi) \) be the rate function for the family of the rescaled processes \( \{Y^\epsilon(t), P^\epsilon_x\} \), it is necessary to impose some restriction on this family. We formulate them in terms of the functions \( H \) and \( L \).

(1.10) There is a function \( \overline{H}(\alpha) \) which is everywhere a finite nonnegative convex function with \( \overline{H}(0) = 0 \) and \( H(x, \alpha) \leq \overline{H}(\alpha) \) for all \( x, \alpha \).

(1.11) For any \( R > 0 \), there exist \( M, m > 0 \) such that \( L(x, \beta) \leq M, ||\nabla L(x, \beta)|| \leq M, \sum_{i,j}(\frac{\partial L}{\partial \beta_i \partial \beta_j})(x, \beta)c_i c_j \geq m \sum_i c_i^2 \) for all \( x, c \in R^r \) and all \( \beta, ||\beta|| < R \).

(1.12) \[ \sup_{|x-x'|<\delta} \sup_{\beta} \frac{L(x', \beta) - L(x, \beta)}{1 + L(x, \beta)} \to 0 \] as \( \delta \to 0 \).

We can summarize the previous discussion with the following theorem and it provides the foundation of the general scheme of this study;

**Theorem 1.3 [WENTZEL].** Suppose that the function \( H(x, \alpha) \) and \( L(x, \beta) \) satisfy the conditions (1.10) - (1.12) and the function \( I_{[0,T]}(x, \phi) \) defined by the formula (1.9).
Then $I_{[0,T]}(x, \phi)$ is the rate function for the family of rescaled processes $(Y^*(t), P^*_x)$ on $D^*[0,T]$ when $D^*[0,T]$ is equipped with the topology generated by the uniform metric $\rho_T$. That is,

(1.13) For each $c < \infty$, the set $\cup_{x \in A} \{ \phi : I_{[0,T]}(x, \phi) \leq c \}$ is a compact set in $D^*[0,T]$ for any compact set $A \subset R^r$, for all $0 < T < \infty$.

(1.14) For each closed set $F \subset D^*[0,T]$,

$$\limsup_{\epsilon \to 0} \epsilon \log P[Y^*(\cdot) \in F | Y^*(0) = x] \leq -\inf_{\phi \in F} I_{[0,T]}(x, \phi).$$

(1.15) For each open set $G \subset D^*[0,T]$,

$$\liminf_{\epsilon \to 0} \epsilon \log P[Y^*(\cdot) \in G | Y^*(0) = x] \geq -\inf_{\phi \in G} I_{[0,T]}(x, \phi).$$

The proof of this theorem is given in Wentzel [30].

Remark: This result holds for a more general class of Markov processes which allows diffusion as well as random jumps. However, since we focus on Markov jump processes, we simply this result for our own purpose.

If there exists the rate function, $I_{[0,T]}(x, \phi)$, the family of rescaled processes $(Y^*(t), P^*_x)$ are said to obey a large deviation principle with rate function, $I_{[0,T]}$. (For convenience, we may say “LDP of the process $Y$”.) It implies that if $B \subset D^*[0,T]$ and $\inf_{\phi \in B \cap I_{[0,T](x, \phi)}} = \inf_{\phi \in B \cap I_{[0,T]}(x, \phi)}$, then $P[Y^*(\cdot) \in B | Y^*(0) = x] \approx \exp[-\frac{1}{\epsilon} \inf_{\phi \in B \cap I_{[0,T]}} (UTLE)].$

Moreover, if there exists a unique $\phi^*$ in $B$ such that $I_{[0,T]}(x, \phi^*) = \inf_{\phi \in B \cap I_{[0,T]}}(x, \phi)$,

$$P[Y^*(\cdot) \in B | Y^*(0) = x] \approx P[Y^*(\cdot) \in \phi^*_x | Y^*(0) = x],$$

where $\phi^*_x$ is an arbitrary small tube, containing $\phi^*$, i.e. $\phi^*_x = \{ \phi : \rho(\phi, \phi^*) < \delta \}$ for an arbitrary small positive $\delta$. In this sense, we call $\phi^*$ “the most likely trajectory” of the event $B$.

Many interesting processes do not fit into the class of Markov processes for which this general theory has been developed. The queue length process in a queueing
system, especially a Jackson networks as considered in this study, is one of them. The main goal of this research is to find the LDP's of queue length processes of Jackson networks.

Our basic approach will be to find a Markov process which satisfies the conditions (1.10)-(1.12) under \( Y^*(t) = \varepsilon Y(t/\varepsilon) \) and a continuous mapping through which we can transform the process into the process of our interest. Then we will push the LDP of the original process through this map to get the LDP of the process of our interest. The following theorem is the main vehicle of "pushing through", usually called the "contraction principle".

**Theorem 1.4.** \( X \) is a metric space. \( \{P^t\} \) satisfies the large deviation principle with a rate function \( I(.) \). \( \theta \) is a continuous map from \( X \rightarrow Y \) where \( Y \) is another metric space. If we define \( Q^t = P^t \theta^{-1} \), then \( \{Q^t\} \) satisfies the large deviation principle with a rate function \( J(.) \), defined by \( J(y) = \inf_{x: \theta(x) = y} I(x) \) (the minimum over the empty set is set to be equal to \( \infty \)).

**Remark:** The proof can be found in Theorem 3.1 in [12].

1.5 The Birth and Death Process.

The birth and death process is an important example to which Theorem 1.3 does apply. In this section we will determine its rate function as given by (1.9).

The birth-death process \( X(t) \) is the time homogeneous Markov jump process on the integer state space with jump rates \( \lambda_1, \lambda_2 > 0 \):

\[
P[X(h) = j | X(0) = i] = \begin{cases} 
\lambda_1 h + o(h), & j = i + 1 \\
\lambda_2 h + o(h), & j = i - 1 \\
1 - \lambda_1 h - \lambda_2 h + o(h), & j = i \\
0, & \text{o.w..}
\end{cases}
\]

The rescaled process \( X^*(t) = \varepsilon X(t/\varepsilon) \) has small time increment probability related to those of \( X \) as follows:

\[
P^*_x(B) = P\{X^*(t + h) \in B | X^*(t) = x\}
\]
\[
\begin{align*}
&= P[\epsilon X\left(\frac{t+h}{\epsilon}\right) \in B | \epsilon X\left(\frac{t}{\epsilon}\right) = x] \\
&= P[X\left(\frac{t+h}{\epsilon}\right) \in B | X\left(\frac{t}{\epsilon}\right) = x] \\
&= P[X\left(\frac{h}{\epsilon}\right) \in \frac{B}{\epsilon} | X(0) = \frac{x}{\epsilon}]
\end{align*}
\]

(1.16)

It follows that the infinitesimal generator, \( A^* \), of \( X^*(t) \) is given by

\[
A^*f(x) = \lim_{h \to 0} \frac{E[f(X^*(h)) - f(X^*(0)) | X^*(0) = x]}{h}
= [f(x + \epsilon) - f(x)]\lambda_1(\frac{1}{\epsilon}) + [f(x - \epsilon) - f(x)]\lambda_2(\frac{1}{\epsilon}).
\]

Thus \( A^*f(x) \) has the form, defined in (1.7), i.e.,

\[
A^*f(x) = \epsilon^{-1} \int_R [f(x + \epsilon \beta) - f(x)] \mu(d\beta),
\]

where \( \mu(1) = \lambda_1 \) and \( \mu(-1) = \lambda_2 \). In order to check that (1.3) applies to this simple Markov jump process, we need to verify (1.10)-(1.12) for the associate \( L \) and \( H \). The definition (1.8) of \( H(\cdot) \) in this example,

\[
H(x, \alpha) = \int_R (\exp(\alpha \beta) - 1) \mu(d\beta)
= \lambda_1(\exp(\alpha) - 1) + \lambda_2(\exp(-\alpha) - 1).
\]

(1.17)

On may readily calculate that

\[
L(x, \beta) = \beta \log \frac{\beta + \sqrt{\beta^2 + 4\lambda_1 \lambda_2}}{2\lambda_1} - \sqrt{\beta^2 + 4\lambda_1 \lambda_2} + \lambda_1 + \lambda_2;
\]

(1.18)

see Freidlin and Wentzel [12]. Notice that \( H \) does not depend on \( x \) and neither does \( L \) and \( L(x, \lambda_1 - \lambda_2) = 0 \). Conditions (1.10), and (1.12) are trivially satisfied. Since \( L \) is analytic and independent of \( x \), there exist \( M, m > 0 \) such that \( L(x, \beta) \leq M, \| \nabla L(x, \beta) \| \leq M \) for all \( \beta, |\beta| < R \). Since

\[
\left( \frac{\partial^2 H}{\partial \alpha^2} \right)(x, \alpha) = \lambda_1 \exp(\alpha) + \lambda_2 \exp(-\alpha) > 0, \forall \alpha.
\]

By (1.5), (1.11) is satisfied. Therefore, \( I_{[0,T]}(\phi) \), defined in (1.9), is the rate function of the large deviation principle for the birth and death process. In particular when \( x = 0 \), for appropriate sets of trajectories \( G \subset D[0, T] \), the LDP for \( X^*(\cdot) \) says that

\[
P[X^*(\cdot) \in G | X^*(0) = x] \approx \exp\left[\frac{1}{\epsilon} \inf_{\phi \in G} I_{[0,T]}(x, \phi)\right], \text{ as } \epsilon \to 0,
\]
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where $I_{[0,T]}(z, \phi)$ measures the deviation of $\phi$ from the limiting process $z(t) = (\lambda_1 - \lambda_2)t$ which is the solution to the equation $I_{[0,T]}(0, \phi) = 0$, in a sense which is appropriate for calculating estimates of $P[X^* \approx \phi(.)]$. 
Chapter 2. Queueing Processes

2.1 Formulation.

As we briefly discussed in the introduction, the queueing network is a system of $N$ service stations equipped with queues which are interconnected through channels. We are interested in a special type of Jackson network: in which there is exactly one channel out of any station and one channel connects one station or the (network) exterior to one station or the exterior. Obviously, there is no channel which connects the exterior to the exterior. We can label the stations 1 through $N$ so that if there is a sequence of channels from $i$ station to $j$ station, then $i < j$. This assumption implies that there is no feedback in the system. This describes the topological structure of this system.

Regarding the probability structure of this system, we will assume that the service times at each station and interarrival times between customers from the exterior to stations are independent and exponentially distributed with parameters that are fixed and do not depend on the status of the system. We will refer to such queueing systems as “One Channel from One Station” (OCOS) systems. Let $X^i(t)$ denote the number of customers in the $i^{th}$ station at time $t$ and $X(t) = (X^1(t), \ldots, X^N(t))^T$. We call it the queue length process of this system.

Define
\[ \mathbb{Z} = \{ \text{integers}\}, \]
\[ \mathbb{Z}_N = \{1, 2, \ldots, N\}, \]
\[ \overline{K} = \{ \text{subsets of } K \}, \text{ where } K \subset \mathbb{Z}_N, \text{ and} \]
\[ B(x) = \{ i : x_i = 0 \}, x \in \mathbb{R}^r. \]

Each channel in the system will be associated with an element $v$ of $\{0,1,-1\}^N$. For a channel which connects $i$ station to $j$ station, then $v_i = 1$, $v_j = -1$ and $v_k = 0$, $\forall k \neq i,j$. For a channel from $i$ station (the exterior) to the exterior ($i$ station),
then $v_i$ is equal to -1(1) and the rest are zeros. Let $V$ be the collection of $v$ which represents a channel in the given system. Due to the topological structure of this system, for each $i = 1, ..., N$, there is only one $v \in V$ with $v_i = -1$. We write it $v(i)$. $V_K$ is a set of $v(i)$ for $i$ in $K$.

Since there is a service station or the exterior at the beginning of a channel and the distribution of service times at the station or interarrival times follows an exponential distribution with a parameter, we can assign a positive parameter $\lambda_v$ to a corresponding $v \in V$.

Define $\lambda_v(x)$, for each $v$,

$$
\lambda_v(x) = \begin{cases} 
0, & i \in B(x) \text{ and } v_i = -1 \\
\lambda_v, & \text{o.w.}
\end{cases}
$$

These are the state dependent jump rates for the associated queue length process, $X(t)$.

$X(t)$ is a time homogeneous Markov process, due to the memoryless property of the exponential distribution. That is, for any event $A$,

$$
P[X(t + h) \in A | X(u), 0 \leq u \leq t] = P[X(t + h) \in A | X(t)]
$$

$$
= P[X(h) \in A | X(0)].
$$

Moreover, for sufficiently small $h > 0$, the small time increment conditional probability for each initial condition can be expressed in the following manner,

$$
P[X(h) - X(0) = v | X(0) = x] = \begin{cases} 
\lambda_v(x)h + o(h), & v \in V, v \neq 0 \\
1 - \sum_{v \in V} \lambda_v(x)h + o(h), & v = 0 \\
0, & \text{o.w.}
\end{cases}
$$

Note that it depends on the initial state $x$.

Consider the asymptotic analysis of the rescaled system, $\varepsilon X(t/\varepsilon)$. If every element of $x$ is strictly positive, then the small time increment conditional probability of $\varepsilon X(t/\varepsilon)$ is roughly independent of $x$ in the sense that as long as every element of $x$ is
positive, the probabilities are the same. However, when at least one of its elements becomes 0, then there is an abrupt change in its probability structure, due to the nonnegativity of queue length processes. This discontinuity w.r.t. x is the new feature involved in developing large deviation theory for queueing processes.

In section 2.2, we survey the existing researches which are related to the large deviations of queueing systems and describe their successes and limitations. In section 2.3, we introduce, a bit heuristically, the main idea of our approach with a simple example, the M/M/1 queueing system.

2.2. Related Research.

We mentioned in the introduction that the motivation for developing a large deviations theory for the processes that model queues arises from the desire to find useful estimates of the probabilities of rare transient events in queueing systems. Several approaches have been made to obtain information about such events. For instance, we might be concerned with the probability that the queue length process \( X \) of a queueing system of \( N \) stations avoids some specified set \( G \) on \( [t, T] \):

\[
Pr[X(s) \notin G \text{ for some } t \leq s \leq T | X(t) = x]. \tag{2.1}
\]

One such \( G \subset \mathbb{R}^N(+) \) of interest might be \( \{x \in \mathbb{R}^N(+) : \max_{i=1,\ldots,n} x_i \leq N\} \). In lieu of an exact representation one may seek various asymptotic expressions instead. Suppose a scaling parameter \( \epsilon > 0 \) is introduced into (2.1):

\[
Pr[X(s) \notin (1/\epsilon)G \text{ for some } (t/\epsilon) \leq s \leq (T/\epsilon) | X(t/\epsilon) = x/\epsilon], \tag{2.2}
\]

where \( \alpha G \equiv \{\alpha x : x \in G\} \). Let \( v^\epsilon(x) \) denote the quantity defined by (2.2). So far, we can try to obtain effective information about (2.1) by studying asymptotic estimates of (2.2) for sufficiently small \( \epsilon \).

There are three quite different approaches in this area. One method depends on a WKB type expansion in \( \epsilon \):

\[
v^\epsilon(x) = \exp(-u(x)/\epsilon)(v_0 + \epsilon v_1 + \cdots + \epsilon^m v_m + o(\epsilon^m)).
\]
Expansions of this type have been obtained for several cases of queueing systems, for instance see [18], [19], [20], and [21]. This approach depends on perturbation methods for partial differential equations which are induced from the dynamics of the processes. In the papers above, specific queueing models with simple structures, (M/M/1, M/G/1, or M/G/2) were chosen and specific features of the system are studied extensively. However, to our knowledge, none of them deal with multidimensional queueing networks. The non-nonnegativity constraints on queue sizes become boundary value constraints for the partial differential equations of the queueing systems. These boundary value problems cause difficulties in extending this approach for multidimensional queueing networks like Jackson networks. At the present time, no systematic way to find such quantities as (2.2) has been established via this approach.

Instead of \( v^ε(x) \), the other two approaches focus on

\[
u(x) = \lim_{\varepsilon \to 0} - \varepsilon \ln v^ε(x).
\]

(2.3)

This \( u(x) \) is closely related to the rate function of this process. That is, if there exists a rate function \( I_{\varepsilon, T}(x, \cdot) \) for the queue length process \( X \) with \( X'(t) = \varepsilon X(t/\varepsilon) \), then the \( u(x) \) can be determined from it. Therefore, the center of interest is placed on the LDP of the process \( X \) and its rate function. On the other hand, if \( u(x) \) can be found by some method for an appropriate family of \( G \), then under some additional hypotheses the rate function \( I_{\varepsilon, T}(x, \cdot) \) for the queueing system can be established.

One method for studying (2.3) uses the notion of "viscosity solution", due to M. Crandall and P.-L. Lions [5]. The application of results for the theory of viscosity solutions to finding the LDP of queue length processes begins with the work of Dupuis et al. [6]. In this paper, they consider a specific Jackson network with two stations which allows routing and looping. Based on the viscosity solution approach, a formula for the quantity \( u(x) \) was discovered. They then determined what the LDP of the system would have to be from the formula for \( u(x) \). Moreover, under certain assumptions, Dupuis [9] provided the general scheme for finding the rate function of the process that models a general queueing system via this approach. For a given particular Jackson network, the assumed conditions might be checked. However, at
the present time, there is no general technique for proving the assumptions in the case of a general Jackson network.

In contrast to the results available by viscosity solution methods, the other approach which is more probabilistic has so far given only an upper bound, but in a much more general setting [7]. The main idea of this approach is based on the fact that
\[ \exp\left[ \frac{1}{\epsilon} \left< X^\epsilon(t) - X^\epsilon(s), \alpha \right> - \int_s^t H(X^\epsilon(u), \alpha) du \right], \]
is a martingale in \( t \) for \( 0 \leq s \leq t \) with an arbitrary \( N \)-dimensional vector \( \alpha \). The main difficulty in finding a lower bound arises from the discontinuity problem on the boundary which we described in the section 2.1.

There is presently no established method to find the LDP of the process which models a general queueing system. In our research, we find a systematic way to establish the LDP of Jackson networks with a special structure, which we will call OCOS systems. Basically, our approach depends on the work of Wentzel et. al. [12]. The new feature of our research is our approach to solving the discontinuity problem on the boundary, which we explained in the above. We call our approach the "Skorohod problem approach", because we use the mapping which originated from the solution of the Skorohod problem which we will describe in Theorem 2.1 and Chapter 3 and Chapter 4. This approach owes a lot to the groundwork that Dupuis et. al. [8] lay. However, our approach is not successful in Jackson networks which have a more general structure than the OCOS structure which we assume below. We will discuss the method's shortcomings in Section 3.4.

2.3 Skorohod Problem Approach in the \( M/M/1 \) Queue.

The goal of this study is to find a rate function for the large deviation principle for the OCOS Jackson networks we described in section 2.1. In this section, we will illustrate the main idea of our research using the \( M/M/1 \) queue, which is described in the following.
Time intervals between arrivals are independent and exponentially distributed with a positive parameter $\lambda_1$. Service times are also independent and exponentially distributed with a positive parameter $\lambda_2$. The interarrival times and service times are also independent. The queue length process of this system is a 1-dimensional time homogeneous Markov jump process with the nonnegative integers as the state space. Therefore,

$$P[X(t+h) - X(t) = j | X(t) = i, X(s), 0 \leq s \leq t] = P[X(t+h) - X(t) = j | X(t) = i] = P[X(h) - X(0) = j | X(0) = i].$$

In particular, when $i$ is strictly positive,

$$P[X(h) = j | X(0) = i] = \begin{cases} 
\lambda_1 h + o(h), & j = i + 1 \\
\lambda_2 h + o(h), & j = i - 1 \\
1 - \lambda_1 h - \lambda_2 h + o(h), & j = i \\
0, & \text{o.w..}
\end{cases} \quad (2.4)$$

However, when the station is empty, the conditional probability distribution of small time increment is not same as the case above.

$$P[X(h) = j | X(0) = 0] = \begin{cases} 
\lambda_1 h + o(h), & j = 1 \\
1 - \lambda_1 h + o(h), & j = 0 \\
0, & \text{o.w..}
\end{cases} \quad (2.5)$$

This difference occurs due to the nonnegativity of the queue length and causes some difficulties in application of the general scheme, described in Theorem 1.3, to the large deviation principle of $M/M/1$ system, because the condition (1.12) is not satisfied. We will show the violation of the condition (1.12) in the $M/M/1$ queue. As we have seen in (2.4) and (2.5), the probability structure varies on the boundary of positive real line, i.e. 0. As a result, $H(z, \alpha) \neq H(z', \alpha)$ if $z = 0$ and $z' > 0$. Let's see this difference carefully.

First of all,

$$A^\varepsilon f(x) = \begin{cases} 
[f(x + \varepsilon) - f(x)]\lambda_1(\frac{1}{\varepsilon}) + [f(x - \varepsilon) - f(x)]\lambda_2(\frac{1}{\varepsilon}), & x > 0 \\
[f(x + \varepsilon) - f(x)]\lambda_1(\frac{1}{\varepsilon}), & x = 0.
\end{cases}$$
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Therefore, the corresponding

\[ H(x, \alpha) = \begin{cases} 
\lambda_1(\exp(\alpha) - 1) + \lambda_2(\exp(-\alpha) - 1), & x > 0 \\
\lambda_1(\exp(\alpha) - 1), & x = 0 
\end{cases} \quad (2.6) \]

and the Legendre transformation, \( L(x, \beta) \), of \( H(x, \alpha) \) is

\[ L(x, \beta) = \begin{cases} 
\beta \ln \frac{\beta}{\lambda_1} - \beta + \lambda_1, & x = 0 \\
\beta \log \frac{\beta + \sqrt{\beta^2 + 4\lambda_1 \mu}}{2\lambda_1} - \sqrt{\beta^2 + 4\lambda_1 \mu} + \lambda_1 + \mu, & x > 0. 
\end{cases} \]

Then if \( \lambda_2 \neq 0 \), \( L(x, \beta) \) in (2.6) does not satisfy the condition (1.12). The point is simply that (1.12) implies continuity in \( x \), while (2.6) is not continuous.

Therefore, the large deviation principle for the \( M/M/1 \) queue length process does not follow from Wentzel’s result.

Skorohod Problem Approach.

Let \( Y \) denote the birth and death process. As we saw in Section 1.5, the LDP of this process is established by the general scheme by Wentzel. The idea of our approach is to express the queue length process as a functional of the birth and death process, \( X = \theta \circ Y \), and to “push the LDP through” the functional \( \theta \) to obtain the rate function for the queue length process. The contraction principle (Theorem 1.4) is the main tool in pushing through. For the principle to be useful, we have to find a continuous mapping, \( \theta \), from \( D = D^1[0, T] \) to \( D_{(+)} = D^1_{(+)}[0, T] \) and \( \theta \circ Y(t) \) has to have the same transition function as \( X(t) \). The following is the answer to this question.

**Theorem 2.1.** Let \( D_S \) be the set of \( y(.) \in D \) such that \( y(0) \geq 0 \). For each \( y(.) \in D_S \), there are unique pair of functions \( u \in D \) and \( z \in D \) satisfying

1. \( z(t) = y(t) + u(t) \)
2. \( z(t) \geq 0 \)
3. \( u(.) \) is non-decreasing with \( u(0) = 0 \) and \( u(.) \) increases only at those times \( t \) where \( z(t) = 0 \).
(4) Moreover, by defining \( u(.) = \sigma(y(.)) \) and \( z(.) = \theta(y(.)) \), \( \theta \) and \( \sigma \) are continuous mappings \( D_S \to D \).

(5) Fix \( \psi \in D_S \) and \( \tau > 0 \). Define \( \psi^*(t) = \phi(\tau) + \psi(\tau + t) - \psi(\tau) \), \( u^*(t) = u(\tau + t) - u(\tau) \), and \( \phi^* = \phi(\tau + t) \). Then \( \phi^* = \theta(\psi^*) \) and \( u^* = \sigma(\psi^*) \).

This theorem is a special case of Theorem 3.5 of Chapter 3, so we will not give a separate proof here. The problem of finding \( z(.) \) and \( u(.) \) satisfying (1) - (4) for a given \( y(.) \) is called the “Skorohod problem”. We call \( \theta \) the “Skorohod map”.

The last step we have to go through before using the contraction principle is to verify that the process \( Z = \theta \circ Y \), resulting from the mapping, \( \theta \), on the trajectories of \( Y(.) \) is a version of the \( M/M/1 \) queue length process. With \( U = \sigma \circ Y \), \( Z \) and \( Y \) are related by

\[
Z(t) = Y(t) + U(t).
\]

Notice that \( Z(t) \) is non-negative and \( U(.) \) increases only at those time \( t \) where \( Z(t) = 0 \). Now, we investigate the probability structure of the process \( Z(t) \);

\[
P[Z(t + h) - Z(t) = v | Z(u), 0 \leq u \leq t] = P[\theta(Y(.))(t + h) - \theta(Y(.))(t) = v | \theta(Y(.))(s), 0 \leq s \leq t]
\]

\[
= P[Z(h) - Z(0) = v | Z(0)],
\]

since (5) in Theorem 2.1 implies that \( \theta(Y(.))(t + h) - \theta(Y(.))(t) \) depends on \( Y(t + h) - Y(t) \) and \( \theta(Y(.))(t) \) only and for any \( s > \tau > 0 \), \( Y(s) - Y(\tau) \) is time homogeneous and independent of \( \{Y(u) : 0 \leq u \leq \tau\} \). Therefore, \( Z(t) \) is a time homogeneous Markov process.

When the initial state \( Z(0) = i \) is a positive integer, the probability of \( Z(h) \) being negative is asymptotically \( o(h) \) for a sufficiently small \( h > 0 \), because the probability of more than one jump occurring is asymptotically \( o(h) \). Since \( U \) is increasing only when \( Z(t) = 0 \), \( U(h) = 0 \) with probability of \( 1 - o(h) \). Therefore, \( P[Z(h) - Z(0) = j | Z(0) = i] \) is the same as described in (2.4).
Suppose $Z(0) = 0$. If $Y(t)$ has one jump on $[0,h]$ and it is a negative jump, then $Z(t) = 0$ and $U(t) = Y(t)$ on $[0,h]$. Since the probability of more than one jump is asymptotically $o(h)$, the probability of $Z(h) = 0$, given $Z(0) = 0$, is asymptotically equal to the sum of the probability of $Y(h) = 0$ and the probability of $Y(h) = -1$, given $Y(0) = 0$. Therefore, $P[Z(t + h) - Z(t) = j|Z(t) = 0]$ is the same as (2.5). It follows that $X$ and $Z$ have a same distribution (see p.111 and p.161 Ethier and Kurtz [10]).

Since $Z$ has the same probability distribution as $X$, by the contraction principle, we can assert that the set of probability measures, $\{P[X^*(\cdot) \in \cdot | X^*(0) = x]\}$, obeys the large deviation principle with a rate function, $J_{[0,T]}(\cdot)$, defined by

$$J_{[0,T]}(x, \phi) = \inf_{\psi \in \mathcal{A} \mid \psi(\phi) = \phi} I_{[0,T]}(x, \phi),$$

where $I_{[0,T]}$ is the rate function of the birth and death process. In particular, if $A$ is a Borel set in $D^1[0,T]$ with respect to the uniform metric $\rho_T$ such that $\inf_{\phi \in A^0} I_{[0,T]}(x, \phi) = \inf_{\phi \in A} I_{[0,T]}(x, \phi)$, then

$$\lim_{\epsilon \to 0} \log P[X^*(\cdot) \in A | X^*(0) = x]$$

$$= -\inf_{\phi \in A} J(x, \phi)$$

$$= -\inf_{\phi \in A} \inf_{\psi \in \mathcal{A} \mid \psi(\phi) = \phi} I_{[0,T]}(x, \psi)$$

For a given absolutely continuous function $\phi$ in $A \in D^1_{(+)}[0,T]$ with $\phi(0) = x \geq 0$,

$$J_{[0,T]}(x, \phi) = \inf_{\psi \in \mathcal{A} \mid \psi(\phi) = \phi} \int_0^T L(\psi'(t))dt,$$

where $L(\beta) \equiv L(x, \beta)$ is defined in (1.18) ( since $L$ does not depend on $x$, we use $L(\beta)$ instead of $L(x, \beta)$).

In the next, we pass the infimum in the above expression under the integral.
Theorem 2.2. For a given absolutely continuous function \( \phi \) in \( D_{(+)}^1[0, T] \) with \( \phi(0) = x \geq 0 \),
\[
\inf_{\psi : \phi(\psi) = \phi} \int_0^T L(\psi'(s))ds = \int_0^t \inf_{\phi(\psi) = \phi} L(\psi'(s))ds.
\]

We will prove this theorem in a more general setting in Theorem 4.3.

Therefore, for a given absolutely continuous function \( \phi \in D_{(+)}^1[0, T] \) with \( \phi(0) = x > 0 \),
\[
J(x, \phi) = \inf_{\psi : \phi(\psi) = \phi} \int_0^T L(\psi'(t))dt
= \int_{T_0} \inf_{\phi(\psi(t)) = \phi} L(\psi'(t))dt + \int_{T_1} \inf_{\phi(\psi(t)) = \phi} L(\psi'(t))dt,
\]
where \( T_0 = \{ t \in [0, T] : \phi(t) = 0 \} \) and \( T_1 = \{ t \in [0, T] : \phi(t) > 0 \} \).

It can be easily checked (actually it is proved in a more general setting in the proof of Theorem 4.3) that
\[
J(x, \phi) = \int_{T_0} \inf_{x \geq 0} L(-x)dt + \int_{T_1} L(\phi'(t))dt
\]

\( H(x, \alpha) \) is the in (2.6). Define
\[
H(\alpha) = H(x, \alpha), \text{ where } x > 0
\]
\[
= \lambda_1(\exp(\alpha) - 1) + \lambda_2(\exp(-\alpha) - 1),
\]
\[
H_1(\alpha) = H(0, \alpha)
\]
\[
\lambda_1(\exp(-\alpha) - 1).
\]

\[
h(x, \alpha) = \begin{cases} (H_1 \lor H)(\alpha), & x = 0 \\ H(\alpha), & x > 0. \end{cases}
\]
Let \( l(x, \beta) \), \( L_1(\beta) \), and \( L(\beta) \) be the Legendre transformation of \( h(x, \alpha) \), \( H_1(\alpha) \), and \( H(\alpha) \), respectively;
\[
L_1(\beta) = \beta \ln \frac{\beta}{\lambda_1} - \beta + \lambda_1,
\]
\[
L(\beta) = \beta \log \frac{\sqrt{\beta^2 + 4\lambda_1 \lambda_2}}{2\lambda_1} - \sqrt{\beta^2 + 4\lambda_1 \lambda_2} + \lambda_1 + \lambda_2
\]

and, by the property of Legendre transformation (cf. Theorem 7.6.2 in Karlin [17]),

\[
l(x, \beta) = \begin{cases} 
\inf \{ \rho_1 L(\beta_1) + \rho_2 L_1(\beta_2) : \beta = \rho_1 \beta_1 + \rho_2 \beta_2, \rho_i \geq 0, 1 = \rho_1 + \rho_2 \}, & x = 0 \\
L(\beta), & x > 0.
\end{cases}
\]

**Remark.** The graph of \(l(0, \cdot)\) is the convex hull of the graphs of \(L(\cdot)\) and \(L_1(\cdot)\).

**Theorem 2.3.**

\[
\inf_{x \geq 0} L(-x) = l(0, 0) = \sup_{\alpha} [-h(0, \alpha)].
\]

**Proof:** As we noted in the above, the graph of \(l\) is the convex hull of the graphs of \(L\) and \(L_1\) and \(L(\beta) > 0\) except for \(x = \lambda_1 - \lambda_2\) and strictly increases as \(|\beta - (\lambda_1 - \lambda_2)|\) increases. Likewise \(L_1(\alpha) > 0\) except for \(\beta = \lambda_1\) and increases as \(\alpha - \lambda_1\) increases from 0 to \(\infty\). Since \(\lambda_1\) and \(\lambda_2\) are positive, \(\lambda_1 > \lambda_1 - \lambda_2\). \(L_1(\beta) \geq L(\beta)\) for all \(0 \leq \beta \leq \lambda_1 - \lambda_2\). Therefore, \(l(0, 0) = \begin{cases} 
0, & \text{if } \lambda_1 - \lambda_2 < 0 \\
L(0), & \text{if } \lambda_1 - \lambda_2 \geq 0.
\end{cases}\) On the other hand, \(\inf_{x \geq 0} L(-x) = \begin{cases} 
L(0), & \lambda_1 - \lambda_2 \geq 0 \\
0, & \lambda_1 - \lambda_2 < 0
\end{cases}\). It implies that \(\inf_{x \geq 0} L(-x) = l(0, 0) = \sup_{\alpha} [-h(0, \alpha)].\) \(\square\)

Therefore, for a given absolutely continuous function \(\phi\) with \(\phi(0) = x\),

\[
J(x, \phi) = \inf_{\psi : \phi(\psi) = \phi} \int_0^T L(\psi'(t))dt \\
= \int_{T_1} L(\phi'(t))dt + \int_{T_0} \inf_{b > 0} L(-b)dt \\
= \int_0^T L(\phi(t), \phi'(t))dt.
\]

In this section, we have successfully shown how the LDP of \(M/M/1\) process can be obtained by the Skorohod problem approach. In the following chapters, we will generalize this approach to the class of queueing networks described in Section 2.1.
Chapter 3. Large Deviation Principle for Queueing Systems

In this chapter, we want to develop the Skorohod problem approach to find the LDP of the general OCOS type Jackson network (we call it OCOS system). For this purpose, we define the "potential process" of the system, which corresponds to the birth and death process in the case of M/M/1 system. The LDP of the potential process is easily obtained by Wentzel's result. We formulate the Skorohod problem for an OCOS system and find 'Skorohod map' which maps the potential process to the queue length process. By using it, we find the LDP of the system by applying the contraction principle.

3.1 The Potential Process and Its LDP.

The discontinuity (cf. (1.12)) in the probability structure of a queueing system is mainly caused by the nonnegativity condition on the queue length. If there is no customer in a station, then the station is in an idle state and no service is offered. This can be thought of as a nonnegativity constraint on the queue length process, which imposes a change in the probabilistic behavior of the server when its queue becomes empty. This is the main obstacle in finding the LDP of the queueing system through Wentzel's results. In order to avoid this nonnegativity constraint, we consider the potential process which is described as follows. Let's consider a system in which there is only one server at each station and servers provide units of services. They are not concerned whether there are customers in their station or not. The time which is needed for the server in the station \(i\) in generating a unit of service follows the exponential distribution with parameter \(\lambda_{s(i)}\). If they provide a service unit at a time when their queue is empty, then we consider the "queue length" to change from 0 to -1. Similarly if the queue length is already negative we simply decrement it by
1 again at the service time. The rest of the topological structure and probabilistic assumptions are defined same as the one for OCOS system. The variable we observe at time \( t \) at each station is the number of arrivals up to time \( t \) to the station minus the number of the service units generated in the station up to time \( t \). Let \( Y_i(t) \) be the observation in \( i^{th} \) station at time \( t \) and \( Y(t) \) be the \( N \)-dimensional process whose \( i^{th} \) element is \( Y_i(t) \). We call \( Y \) “potential process”.

Large Deviation Principle of the Potential Process.

We begin with any probability space \((\Omega, \sigma, P)\) on which the potential process \( Y = \{Y(t)|0 \leq t < \infty\} \) is defined. Let \( \sigma_t = \sigma(Y(s); 0 \leq s \leq t) \) for \( t \geq 0 \).

Consider the family of stochastic processes \( \{Y^v(t)\} \equiv \{e^Y(t)\} \). We want to specify the LDP of \( \{P \circ Y^* -1\} \). By applying Theorem 1.3, we can find the rate function of the LDP.

First, we find the small time increment conditional probability with an initial state \( x \);

\[
P[Y(h) - Y(0) = v|Y(0) = x] = \begin{cases} 
\lambda_v h + o(h), & \text{nonzero } v \in V \\
1 - \sum_{v \in V} \lambda_v h + o(h), & v = o \\
o(h), & o.w.
\end{cases} \tag{3.1}
\]

Notice that this probability does not depend on the initial state \( x \). Based on this generator, we find the function \( H \) which is given by (1.8) in Chapter 1.

\[
H(x, \alpha) = \sum_{v \in V} \lambda_v (\exp(<\alpha, v>) - 1), \quad \forall x \in \mathbb{R}^N. \tag{3.2}
\]

Since \( H(x, \alpha) \) does not depend on the state variable, \( x \), we will simply write \( H(\alpha) \) for \( H(x, \alpha) \) throughout the following. It can be noticed that \( H(\alpha) \) is strictly convex and analytic on \( \mathbb{R}^N \) and \( H(0) = 0 \). Since each station is assumed to have exactly one
channel for outflow and at least one channel for inflow, for each \( i \), there exist exactly one \( v \in V \) with \( v_i = -1 \) and at least one \( v \in V \) with \( v_i = 1 \). Therefore, as \( \|\alpha\| \) goes to \( \infty \),

\[
H(\alpha) \text{ goes to } \infty
\]  

(3.3)

Its Legendre transformation is defined by

\[
L(\beta) = \sup_{\alpha \in \mathbb{R}^N}[<\alpha, \beta> - H(\alpha)], \quad \beta \in \mathbb{R}^N.
\]  

(3.4)

Since \( H(0) = 0 \), \( L(\beta) \) is nonnegative, for all \( \beta \) in \( \mathbb{R}^N \) (cf. (1.3) Chapter 1). Since \( H(\alpha) \) is convex and analytic, \( L(\beta) \) is strictly convex and analytic on \( \mathbb{R}^N \) (cf. (1.5) in Chapter 1). And as we said in Section 1.1, since \( H(\alpha) \) is bounded in any bounded domain, \( L(\beta) \) goes to \( \infty \), as \( \|\beta\| \) goes to \( \infty \). Since \( H \) and \( L \) do not depend on the state variable, we can easily check the conditions (1.10) - (1.12) in Chapter 2. Therefore, Theorem 1.3 applies to \( Y^*(t) = eY(t/e) \), giving an LDP with rate function

\[
I_{[0,T]}(x, \phi) = \begin{cases} 
\int_0^T L(\phi'(t))dt, & \text{if } \phi \text{ is a absolutely continuous function,} \\
\infty, & \text{if } \text{its integral is convergent, and } \phi(0) = x, \\
& \text{o.w..}
\end{cases}
\]  

(3.5)

3.2 Skorohod Problem in OCOS System.

Our objective in this section is to exhibit the queue length process of an OCOS system as a continuous functional of the potential process \( Y: Z \equiv \theta \circ Y \). \( Z \) should be a time homogeneous \( N \) dimensional Markov jump process on the nonnegative orthant \( \mathbb{R}_N^+ = \{x \in \mathbb{R}^N : \text{all } x_i \geq 0\} \). Second, \( Z \) should behave on the interior of \( \mathbb{R}_N^+ \) like the potential process \( Y \). Third, \( Z \) reflects everywhere on the boundary of \( \mathbb{R}_N^+ \) so
that \(Z\) has the same distribution as the queue length process of the OCOS system \(X\).

In particular, the direction of reflection on \(i^{th}\) boundary surface is fixed and has the opposite direction to the column vector \(v\) whose \(i^{th}\) element is \(-1\). (Recall that there is only one such \(v\) in \(V\) and from now on, we write it \(v(i)\).) But on "edges" there are multiple reflective directions. What we want to do is formulate an appropriate analogue of the Skorohod problem of Theorem 2.1 above.

We can put the properties above into precise mathematical terms as follows; we seek a pair of \(N\)-dimensional processes \(Z \equiv \{Z(t); t \geq 0\}\) and \(U \equiv \{U(t); t \geq 0\}\) which jointly satisfy the following conditions;

\[
Z(t) = Y(t) - AU(t) \tag{3.6}
\]

where \(Y\) is the potential process with \(Y(0) \in R^N_+(\cdot)\) and \(A\) is the \(N \times N\) matrix whose \(i^{th}\) column \(A_i\) is the \(v \in V\) whose \(i^{th}\) element is \(-1, v(i)\).

\[
Z(t) \in R^N_+, \forall t \in [0, T]. \tag{3.7}
\]

and, for each \(i\) (and almost all \(\omega\)),

\[
U_i(\omega, \cdot) \in D^N[0, \infty) \text{ is nondecreasing with } U_i(\omega, 0) = 0. \tag{3.8}
\]

and

\[
U_i(\omega, \cdot) \text{ increases only at those times } t \text{ when } Z_i(\omega, t) = 0. \tag{3.9}
\]

The rest of this section is devoted to showing that there is a continuous mapping \(\theta\) from \(D^N[0, T]\) to \(D^N_+(0, T]\) which maps the trajectories of \(Y\) into those of \(Z\) satisfying (3.6)-(3.9) trajectorywise:

\[
\theta(Y(\omega, \cdot)) = Y(\omega, \cdot) - AU(\omega, \cdot). \tag{3.10}
\]
The general formulation of the Skorohod problem given in Definition 3.1 below, as well as Theorem 3.2 giving sufficient conditions for its well-posedness are taken from Dupuis and Ishii [8]. In Theorem 3.6, we formulate its implications in the special context appropriate for our OCOS queueing systems.

Let $R_i = \{x \in R^N : x_i \geq 0\}$ and $R^N_{(+)}$ be the positive orthant of $R^N$. We may, therefore, define $R^N_{(+)} = \cap_i R_i$. For $\eta \in D^N[0, T]$, let $|\eta|(T)$ denote the total variation of $\eta$ on $[0, T]$. For each $i$, let $n_i$ be the inward normal vector to $R^N_{(+)}$ on $R_i$. Suppose that, for each $j$, $d_j$ is a unit vector which satisfies

$$\langle d_j, n_j \rangle > 0. \quad (3.11)$$

For each $x \in \partial R^N_{(+)}$,

$$d(x) = \{ \gamma = \sum_{i \in B(x)} \alpha_i d_i ; \alpha_i \geq 0, \| \gamma \| = 1 \}$$

and

$$n(x) = \{ \gamma = \sum_{i \in B(x)} \alpha_i n_i ; \alpha_i \geq 0, \| \gamma \| = 1 \}.$$ 

We consider $d(x)$ to be the allowable set of "directions of reflection" at $x$.

**Definition 3.1. (Skorohod Problem (SP))** Let $\psi \in D^N[0, T]$ with $\psi(0) \in R^N_{(+)}$ be given. Then $(\phi, \psi, \eta) \in [D^n[0, T]]^3$ solves the Skorohod problem (SP) (or $(\phi, \eta)$ solves the SP for $\psi$) with respect to $d(\cdot)$ if

1. $\phi = \psi + \eta$, $\phi(0) = \psi(0),$
2. $\phi(t) \in R^N_{(+)}$ for $t \in [0, T],$
3. $|\eta|(T) < \infty,$
4. $|\eta|(t) = \int_{[0,t]} I_{\phi(s) \in \partial R^N_{(+)}} d|\eta|(s),$
(5) there exists measurable $\gamma : [0, T] \to R^N$ such that $\gamma(s) \in d(\phi(s))(d\eta) \ a.s.$
and $\eta(t) = \int_{(0,t]} \gamma(s)d\eta(s)$.

Hence $\phi$ never leaves $R^N_{(\cdot)^+}$ and $\eta$ changes only when $\phi \in \partial R^N_{(\cdot)^+}$, in which case the change points in one of the directions $d(\phi(\cdot))$.

The following theorem from [8] tells us conditions under which the SP has a unique solution.

**Theorem 3.2.** Assume that there exist positive constants $a_i$ such that

$$a_i(n_i, d_i) > \sum_{j \neq i} a_j|\langle n_i, d_j \rangle|$$

for all $i$. Define the $N \times N$ matrix $D$ by $d_i = Dn_i, 1 \leq i \leq N$.

Assume that there exist $c > 0$ such that

$$\langle n, Dn \rangle \geq c > 0, \text{ for all } n \in n(x), \text{ all } x \in \partial R^N_{(\cdot)^+},$$

and for each $x \in \partial R^N_{(\cdot)^+}$, there is $n \in n(x)$ such that for all $d \in d(x)$,

$$\langle d, n \rangle > 0.$$  

With these assumptions, the SP has a unique solution for every $\psi \in D^N[0, T]$ with $\psi(0) \in R^N_{(\cdot)^+}$. Moreover, let $(\phi_1, \psi_1, \eta_1)$ and $(\phi_2, \psi_2, \eta_2)$ be the corresponding solutions of the SP. Then there exists $K < \infty$ (which is independent of $T$) such that

$$\rho_T(\eta_1, \eta_2) \leq K \rho_T(\psi_1, \psi_2),$$

$$\rho_T(\phi_1, \phi_2) \leq K \rho_T(\psi_1, \psi_2),$$

when $\rho_T$ is the uniform metric in $D^N[0, T]$.

This is essentially Theorem 3.3 and 3.4 of [8]. Their Assumption 2.1 is implied by our (1) and their Theorem 2.1. Their Assumption 3.1 is implied by our (2) and their
Theorem 3.1. (3) is a sufficient condition for Assumption 3.2 and (1) is a sufficient condition for (3.11). Therefore, the conclusion of the theorem follows from the results in [8].

Let $Q \equiv I + A$. Then $Q$ is a lower triangular matrix with zero's on the diagonal. Every element in $Q$ is nonnegative and $Q$ has $\{0\}$ as its spectrum. Thus there exists a diagonal matrix $\Lambda$, having positive diagonal elements, such that the maximal row sum of the nonnegative matrix $Q^* = \Lambda^{-1}QA$ is strictly less than 1 (cf., Lemma 3 in Veinott [27]). $Q^*$ is also a lower triangular matrix and the locations of nonzero elements of $Q^*$ are same as those of $Q$. (Let $M_i$ be the $i^{th}$ column of a matrix $M$.)

Defining $d_i = \frac{1}{\|I - Q^*\|_2} (I - Q^*)_{ii}$, we check in the following if the assumed conditions (1)-(3) in Theorem 3.2 are satisfied with these $d_i$'s.

Condition (1): Without loss of generality, instead of the condition (1), we check the existence of positive constant $a_i$'s which satisfy

$$a_i(n_i, (I - Q^*)_i) > \sum_{j \neq i} a_j(n_i, (I - Q^*)_j), \quad \forall i \in \{1, \cdots, N\}.$$ 

When $i \neq j$, $\langle n_i, (I - Q^*)_j \rangle \leq 0$, since elements of $Q^*$ are positive and the location of off-diagonal elements are same as that of $Q$. Hence the condition above is equivalent to

$$a_i(n_i, (I - Q^*)_i) > \sum_{j \neq i} a_j(n_i, -(I - Q^*)_j), \quad \forall i \in \{1, \cdots, N\}.$$ 

Then, since the elements on the diagonal of the matrix $I - Q^*$ are equal to 1, this condition is equivalent to

$$(I - Q^*)a > 0.$$
where \( a = (a_1, \cdots, a_N)^T \). Since the maximal row sum of the positive matrix \( Q^* \) is less than 1, the above condition is satisfied with any vector \( a \) which has the following property:

\[
a_1 > 0 \text{ and } a_i > \sum_{1 \leq j < i} a_j.
\]

Condition (2): \( I - Q^* \) is a lower triangular matrix whose diagonal terms are equal to 1 and the maximal row sum of \( Q^* \) is less than 1. Therefore, the minimal row sum of \( I - Q^* \) is greater than 0. Since the location of nonzero elements of \( Q \) are same as those of \( Q^* \) and \( Q \) has only one off-diagonal term in each column, \( Q^* \) has only one nonzero element in each column. Also each element of \( Q^* \) is less than 1. Therefore, the maximal column sum of \( Q^* \) is less than 1 and, therefore, the minimal row sum of \( (I - Q^*)^T \) is greater that 0. It follows that \( I - Q^* \) is a positive definite matrix (cf., Golub [14], p.7). The set of unit vectors, \( n(0) \), is a closed subset of \( \mathbb{R}^N_+ \) which does not contain 0. Therefore, there is a positive constant \( c \) such that \( \alpha^T (I - Q^*) \alpha > c \), for all \( \alpha \in n(0) \). For any \( x \in \partial R^N_+ \), \( n(x) \subset n(0) \) and, therefore, \( \alpha^T (I - Q^*) \alpha > c \), for all \( \alpha \in n(x) \). This is a sufficient condition for Assumption 3.1 in [8]. (In fact, if there is a positive diagonal matrix \( \Sigma \) such that \( D\Sigma \) satisfy the condition (2), the proof of Theorem 3.1 in [8] is applicable.)

Condition (3): Let \( x \in \partial R^N_+ \). Choose a normal vector \( n^* = \sum_{i \in B(x)} \beta_i n_i \) with \( \beta_i > 0 \) for all \( i \) and \( \beta_i > \beta_j > 0 \) for \( i < j \) in \( B(x) \). If \( d \in d(x) \), then \( d = \sum_{i \in B(x)} \alpha_i d_i \). Since \( d \) is a unit vector, there is at least one \( j \in B(x) \) such that \( \alpha_j > 0 \). Therefore, for all \( d \in d(x) \), \( (n^*, d) > 0 \).

Therefore, we can claim the following corollary.
Corollary 3.3. If \( d_i = \frac{1}{\|I - Q^*\|}((I - Q^*)_i) \) is the direction of reflection on each \( R_i \), the SP has a unique solution for any function \( \psi \) in \( D^N[0, T] \). Moreover, let \( (\phi_1, \psi_1, \eta_1) \) and \( (\phi_2, \psi_2, \eta_2) \) be the corresponding solutions of the SP. Then there exists \( K < \infty \) (which is independent of \( T \)) such that

\[
\rho_T(\eta_1, \eta_2) \leq K \rho_T(\psi_1, \psi_2), \\
\rho_T(\phi_1, \phi_2) \leq K \rho_T(\psi_1, \psi_2). \tag{3.12}
\]

In the following, we reformulate the SP above into an equivalent form, which we will refer to as \( \text{SP}^* \). We do this to express the directions of reflection more explicitly and explain the Skorohod problem in a more intuitive way. We also seek notational simplicity for the next section. Let \( e_i \) be the unit vector in \( R^N \) whose \( i^{th} \) element is 1.

Lemma 3.5. For a given \( \psi(.) \in D^N[0, T] \) for \( \psi(0) \in R^N_{(+)0} \), there is a unique pair of functions \( u, \phi \in D^N_{(+)0}[0, T] \) satisfying the following (which we refer to as \( \text{SP}^* \)):

1. \( \phi(t) = \psi(t) + (I - Q^*)u(t) \)
2. \( \phi_j(t) \geq 0, j = 1, 2, \ldots, N \)
3. \( u_j(.) \) is non-decreasing with \( u_j(0) = 0 \) and \( u_j(.) \) increases only at those times \( t \) where \( \phi_j(t) = 0 \).

Proof: Let \( (\phi, \eta) \) be the solution of the SP with the given \( \psi \). Let \( u \equiv (I - Q^*)^{-1}\eta \).

(1) and (2) are trivially satisfied and \( \eta(0) = 0 \) implies \( u(0) = 0 \). Therefore, it is sufficient to prove that \( u_t \) is nondecreasing and increases only at those times \( t \) where \( \phi_i(t) = 0 \). By (5) in definition 3.1,

\[
(I - Q)^{-1}\eta(t) = \int_{(0, t)} (I - Q)^{-1}\gamma(s)d\|\eta\|(s).
\]
By (4) in definition 3.1, $|\eta|(t)$ is increasing only when $\phi(t) \in \partial R_N^+$. And $\gamma(s) = \sum_{i \in B(\phi(s))} \alpha_i d_i$ for some positive $\alpha_i$'s. $(I - Q^*)^{-1} \gamma(s) = (I - Q^*)^{-1} \sum_{i \in B(\phi(s))} \alpha_i d_i = \sum_{i \in B(\phi(s))} \alpha_i (I - Q^*)^{-1} d_i$. If $v = (I - Q^*)^{-1} d_i$, then $(I - Q^*) v = d_i = \frac{(I - Q^*) v}{\| (I - Q^*) v \|}$. and, therefore, $v = \frac{1}{\| (I - Q^*) v \|} e_i$. It tells that $(I - Q^*)^{-1} d_i$ is a column vector whose elements are all zero's except the $i^{th}$ element which is positive. Therefore, $u_i(t) = ((I - Q^*)^{-1} \eta(t))_i$ increases only when $\phi_i(t) = 0$ and $u_i(t)$ is nondecreasing.

However, the set of natural directions of reflection on boundary surfaces is not the set of $(I - Q^*)'s$, but the set of $-A_i$'s. In fact, we are looking for the solution of the $SP^*$ with $d_i = -\frac{v(i)}{||v(i)||} = \frac{(I - Q^*) v}{|| (I - Q^*) v \|}$, not with $d_i = \frac{(I - Q^*) v}{|| (I - Q^*) v \|}$. But, as we saw, $I - Q$ can be decomposed into $\Lambda (I - Q^*) \Lambda^{-1}$ and $\Lambda$ is a positive diagonal matrix. Therefore, we can claim the following theorem.

**Theorem 3.6.** For a given $\psi(.) \in D^N[0, T]$ with $\psi(0) \in R_N^+$, there is a unique pair of functions $(\phi, u)$, satisfying the following (which we refer to as $SP^{**}$):

1. $\phi(t) = \psi(t) - A u(t)$
2. $\phi_j(t) \geq 0, j = 1, 2, ..., N$
3. $u_j(.)$ is non-decreasing with $u_j(0) = 0$ and $u_j(.)$ increases only at those times $t$ where $\phi_j(t) = 0$.

**Proof:** Let $\psi^*(t) = \Lambda^{-1} \psi(t)$. Since $\Lambda$ is a diagonal matrix with positive diagonal elements and $\psi(0) \in R_N^+$, $\psi^*(0) \in R_N^+$. Let $\phi^*$ and $u^*$ be the unique solution of the $SP^*$ for the given $\psi^*$ with the matrix $I - Q^*$, i.e. $\phi^*(t) = \psi^*(t) + (I - Q^*) u^*(t)$. Then, the uniqueness of the $SP^*$ solution and nonsingularity of $\Lambda$ tells that $(\Lambda \phi^*, \Lambda u^*)$ is the unique solution to the $SP^{**}$.
Let \((\phi, u) = (\Lambda \phi^*, \Lambda u^*)\). Then, first,

\[
\phi(t) = \psi(t) + \Lambda(I - Q^*)\Lambda^{-1} u(t) \\
= \psi(t) - \Lambda u(t).
\]

Second, since \(\Lambda\) is a nonnegative matrix and \(\phi_j^* \geq 0\), for all \(j\), \([\Lambda \phi^*]_j \geq 0\), for all \(j\). Since \(u_j^*\) is nondecreasing and increases only at those times \(t\) where \(\phi_j(t) = 0\) and \(\Lambda\) is a diagonal matrix with positive diagonal elements, \((\Lambda u^*)_j\) is nondecreasing and increases only at those times \(t\) where \((\Lambda \phi^*)(t)_j = 0\). If there is another solution of the \(SP^*\) with \(\psi\), there must be another solution of the \(SP^*\) with \(\Lambda^{-1}\psi\). It contradicts the uniqueness of the solution of the \(SP^*\). Therefore, there is only one solution of the \(SP^*\). ■

From now on, we write \(SP\) as \(SP^*\). The reason that we define and solve the \(SP\) is to find a continuous mapping which maps the potential process to a version of the queue length process of OCOS system and obtain the LDP of the queue length process by the contraction principle. So, as the next step, we specify the mapping explicitly and investigate its properties carefully.

Let \(D^N_{\psi} = \{\psi \in D^N_{(\psi)}[0, T] \mid [\psi(0)] \in R^N_{(\psi)}\}\). Let \((\phi, u)\) is the solution of \(SP\) for \(\psi \in D^N_{\psi}\). We set \(u(\cdot) = \sigma(\psi(\cdot))\) and \(\phi(\cdot) = \theta(\psi(\cdot))\).

**Lemma 3.7.**

\(\theta\) and \(\sigma\) are continuous mappings \(D^N[0, T] \to D^N[0, T]\) with respect to \(\rho_T\).

1. The restriction of \(\psi\) and \(\phi\) to \([0, t]\) depends only on the restriction of \(\psi\) to \([0, t]\).

2. Fix \(\psi \in D^N_{\psi}\) and \(\tau > 0\). Let \(\phi = \theta(\psi)\) and \(u = \sigma(\psi)\) as above. Define \(\psi^*(t) = \phi(t) + \psi(t + \tau) - \psi(\tau)\), \(u^*(t) = u(t + \tau) - u(\tau)\), and \(\phi^*(t) = \phi(t + \tau)\).
Then $\phi^* = \theta(\psi^*)$ and $u^* = \sigma(\psi^*)$.

**Proof:** (3.12) says $\rho_T(\theta(\psi_1), \theta(\psi_2)) \leq K \rho_T(\psi_1, \psi_2)$, which is much stronger than the continuity. (1) is trivially satisfied by the definition of solution of the SP. To prove (2), given the uniqueness statement of the theorem, one need only verify that $(\phi^*, \psi^*, u)$ solves the SP. For (1),

$$
\psi^*(t) - Au^*(t) = \phi(t) + \psi(t + t) - \psi(t) - Au(\tau + t) + Au(t) \\
= \psi(t + t) - Au(\tau + t) \\
= \phi(t + t) = \phi^*(t).
$$

(2) and (3) in Theorem 3.6 are trivially satisfied.  

We name $\theta$ the "Skorohod map". Based on this map, we construct a process $Z$ on $(\Omega, \sigma, P)$ on which the potential process $Y$ is defined. To begin with, let $Z(\omega)(t) = \theta(Y(\omega))(t)$, $U(\omega) = \sigma(Y(\omega))(t)$ on $\Omega$. In Lemma 3.7, we investigate the probability structure of the process $Z$.

**Lemma 3.8.**

1. Both $Z$ and $U$ are measurable w.r.t. $\sigma$, for each $t \geq 0$.
2. The processes $Z$ and $U$ satisfy the following almost surely:
   1. $Z(t) \in R_{(+)}^N$, $\forall t \geq 0$.
   2. $U_i(\omega, t)$ is nondecreasing with $U_i(\omega, 0) = 0$.
   3. $U_i(\omega)$ increases only at those time $t$ where $Z_i(\omega, t) = 0$, $\forall i = 1, 2, \ldots, N$.
3. $Z$ is a time homogeneous Markov process on $(\Omega, \sigma, P)$.

**Proof:** $Y$ is measurable with respect to $\sigma_1$ for each $t \geq 0$ and $\theta$ is continuous. It implies (1). (2) follows directly from Theorem 3.6. By Lemma 3.7, we notice that $Z(t + h) - Z(t)$ is solely dependent upon $Z(t)$ and $Y(t + h) - Y(t)$. Since for any
\( h > 0 \), \( Y(t + h) - Y(t) \) is independent of \( \{ Y(s), 0 \leq s \leq t \} \) and time homogeneous. 

\( Z \) is a time homogeneous Markov process.  

Next, we want to show that \( Z \) is a version of the queue length process \( X \) of OCOS system. First, we calculate the small time increment conditional probability at an initial state. Since \( Z \) is a time homogeneous Markov process, for any Borel measurable set \( \mathcal{O} \) in \( \mathbb{R}^N \),

\[
P[Z(t + h) - Z(t) \in \mathcal{O} | Z(u), 0 \leq u \leq t] \\
= P[Z(t + h) - Z(t) \in \mathcal{O} | Z(t)] \\
= P[Z(h) - Z(0) \in \mathcal{O} | Z(0)].
\]

It follows that the above probability is equal to

\[
P[\theta(Y)(h) - \theta(Y)(0) \in \mathcal{O} | \theta(Y)(0)] \\
= P[\theta(Y)(h) - Y(0) \in \mathcal{O} | Y(0)] \\
= P[Y(h) - AU(h) - Y(0) \in \mathcal{O} | Y(0)]
\]

The potential process of OCOS system can be considered as a linear function of joint Poisson processes. This means that the probability of the process \( Y \) having more than one jump in a small amount of time \( h \) is equal to \( o(h) \).

In particular, as \( h \) decreases to 0,

\[
\sum_{v \in V \cup \{0\}} P[Y(h) - Y(0) = v | Y(0) = x] = 1 + o(h).
\]

Recall that

\[
P[Y(h) - Y(0) = v | Y(0) = x] = \begin{cases} 
\lambda_v h + o(h), & \text{nonzero } v \in V \\
1 - \sum_{v \in V} \lambda_v h + o(h), & v = 0 \\
o(h). & o.w.
\end{cases} \quad (3.13)
\]
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**Remark.** Each \( v \in V \) represents one type of jump in the process \( Y \). Moreover, \( Y(\omega, t) \) is in \( \mathbb{Z}^N \), almost surely, and given \( Y(t) \neq Y(t^-) \), \( Y(t) - Y(t^-) \in V \), almost surely.

Suppose \( Y(\omega, \cdot) \) is an \( N \) dimensional step function on \([0, T]\) with \( Y(\omega, 0) \in \mathbb{Z}^N_+ \) and has only one discontinuity at \( \tau \) on \([0, h]\) when \( h > 0 \). Let \( Y(\omega, \tau) - Y(\omega, \tau^-) = v \) for some \( v \in V \). From (1) in Theorem 3.6,

\[
Y(\omega, h) - Y(\omega, 0) = Z(\omega, h) - Z(\omega, 0) - A(U(\omega, h)).
\]

Therefore,

\[
v = Z(\omega, h) - Z(\omega, 0) - A(U(\omega, h)).
\]

If \( v_i \geq 0 \) for all \( i \in B(Z(\omega, 0)) \), \( Z(\omega, 0) + v \geq 0 \). By letting \( Z(\omega, \cdot) \equiv Y(\omega, \cdot) \) on \([0, h]\), \((Z(\omega, \cdot), 0)\) is the unique solution of SP for \( Y(\omega, \cdot) \) on \([0, h]\). Therefore,

\[
v = Z(\omega, h) - Z(\omega, 0).
\]

If \( v = v(i) \) for some \( i \in B(Z(\omega, 0)) \), \( Z_i(\omega, 0) + v_i = -1 \). By letting \( Z(\omega, \cdot) = Z(\omega, 0) \) and \( U(\omega, t) = \begin{cases} 0 & \text{on } [0, \tau) \\ e_i & \text{on } [\tau, h] \end{cases} \), \((Z(\omega), U(\omega))\) is the unique solution of SP for \( Y(\omega, \cdot) \) on \([0, h]\). In particular,

\[
AU(\omega, h) = v \text{ and } Z(\omega, h) - Z(\omega, 0) = 0.
\]

It follows that

\[
Y(\omega, h) - Y(\omega, 0) = v = \begin{cases} Z(\omega, h) - Z(\omega, 0) & \text{when } v \notin V_B(Y(\omega, 0)) \\ AU(\omega, h) & \text{when } v \in V_B(Y(\omega, 0)), \end{cases}
\]

where \( V_K = \{v(i) : i \in K\} \).
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For \( i \in B(x) \) where \( x \in \mathbb{Z}^N_{(+)} \), the event

\[
\{ \omega : Y(\omega, h) - Y(\omega, 0) = v(i), Y(\omega, \cdot) \text{ has only one jump on } [0, h] | Y(\omega, 0) = x \}
\]

is a subset of

\[
\{ \omega : Y(\omega, h) - AU(\omega, h) - Y(\omega, 0) = 0, \\
Y(\omega, \cdot) \text{ has only one jump on } [0, h] | Y(0) = x \}
\]

\[
= \{ \omega : Z(\omega, h) - Z(\omega, 0) = 0, Y(\omega, \cdot) \text{ has only one jump on } [0, h] | Z(0) = x \}.
\]

For \( v \) with \( v_i \geq 0 \) for all \( i \in B(x) \) where \( x \in \mathbb{Z}^N_{(+)} \), the event

\[
\{ \omega : Y(\omega, h) - Y(\omega, 0) = v, Y(\omega, \cdot) \text{ has only one jump on } [0, h] | Y(\omega, 0) = x \}
\]

is equal to

\[
\{ \omega : Z(\omega, h) - Z(\omega, 0) = v, Y(\omega, \cdot) \text{ has only one jump on } [0, h] | Z(0) = x \}.
\]

Therefore,

\[
P[Z(h) - Z(0) = v | Z(0) = x] = \begin{cases} 
\lambda_v(x)h + o(h), & \text{nonzero } v \in V \\
1 - \sum_{v \in V} \lambda_v(x)h + o(h), & v = 0 \\
o(h), & \text{o.w.}
\end{cases}
\]

It implies that the processes \( Z \) and the queue length process \( X \) have the same small time increment conditional probability on each initial condition \( x \). Since they are Markov jump processes which have the same small time increment conditional probability, they have the same infinitesimal generator. It follows that they have the same distribution. (cf. p.111 and p. 161 in Ethier and Kurtz [10].)

3.3 The Rate Function of the Queue Length Process.
The goal of this chapter is to construct the LDP of the process $X$. However, as we found in the last section, the process $Z$ has the same distribution as the process $X$. Then they follow the same LDP. It is simply because LDP of a Markov process is determined by its distribution. Therefore, we construct the LDP of $Z$.

Consider the rescaled processes $X^\varepsilon, Z^\varepsilon$:

$$X^\varepsilon = \varepsilon X(-\frac{t}{\varepsilon}), \quad Z^\varepsilon = \varepsilon Z(-\frac{t}{\varepsilon}).$$

For Borel sets $G \in D_{(+)}[0,T]$, let

$$Q^\varepsilon(G) \equiv \Pr[Z^\varepsilon \in G|Z^\varepsilon(0) = x]$$

$$= \Pr[Y^\varepsilon \in \theta^{-1}(G)|Y^\varepsilon(0) = x]$$

$$= \Pr[\theta(Y^\varepsilon) \in G|Y^\varepsilon(0) = x]$$

$$\equiv P^\varepsilon[\theta^{-1}(G)].$$

Therefore, by the contraction principle (Theorem 1.4), the set of probability measures, $Q^\varepsilon$, follows the large deviation principle with the rate function, $J_{[0,T]}(\cdot)$, defined by

$$J_{[0,T]}(z, \phi) = \inf_{\psi | \theta(\psi) = \phi} J_{[0,T]}(z, \psi), \quad (3.14)$$

where $J_{[0,T]}$ is the rate function for LDP of the potential process in (3.5). Since

$$\Pr[Z^\varepsilon \in G|Z^\varepsilon(0) = x] = \Pr[X^\varepsilon \in G|X^\varepsilon(0) = x],$$

we can assert that $J_{[0,T]}(z, \cdot)$ is the rate function of the queue length process of this system. Using the expression in (3.5) for $I_{[0,T]}$, (3.14) provides the following theorem.

**Theorem 3.9.** If $\phi$ is absolutely continuous on $[0,T]$ with $\phi(0) = x$ and the following is defined,

$$J_{[0,T]}(z, \phi) = \inf_{\psi | \theta(\psi) = \phi} \int_0^T L(\psi'(t))dt.$$ 

$$= \inf_{u | \theta(\psi) = \phi, \sigma(\psi) = u} \int_0^T L(\phi'(t) + Au'(t))dt.$$
Otherwise, it is \( \infty \).

The latter expression is because \( \theta(\psi) = \phi \) and \( \sigma(\psi) = u \) implies that \( \phi = \psi - Au \).

As we have seen in the above, the queue length process \( X \) of OCOS system can be understood in the framework of LDP and we can obtain the rate function of \( \{ P^* = P \circ (X^*)^{-1} \} \) in the form of infimum of the rate function of potential process over a corresponding set of trajectories of the potential process.
Chapter 4. The Rate Function of Queueing Systems

The goal of this chapter is to obtain a closed form expression for (3.14). Even though we use a completely different approach, we will find that our closed form expression is same as that discovered by Dupuis in [9]. In Section 4.2 we will explain why the Skorohod problem approach that we presented in this thesis does not work in a more general class of Jackson networks.

4.1 The Rate Function in a Closed Form.

To find the closed form of (3.14), we pass the infimum under the integral. This will be done in Theorem 4.3. In preparation for this we develop some lemmas. We will frequently use Lemma A.1 - A.4 which can be found in Appendix.

Let \( R^N_K = \{ x \in R^N | x_i = 0, \forall i \in K \} \), where \( K \) is a subset of \( \{1, ..., N\} \). And \( R^{N(+)}_K \)

\[ = \{ x \in R^N_K | x_i \geq 0, \ i \in K^c \} \]

**Lemma 4.1.** Suppose \( f(.) \) is a strictly convex continuous function on \( R^N \) and as \( ||x|| \to \infty \), \( f(x) \to \infty \). Define \( g(x) = \inf_{c \in R^{N(+)}_K} f(x + c) \), for \( x \in R^N_K \). Then, for each \( x \in R^N_K \), there exists a unique \( c(x) \in R^{N(+)}_K \) s.t. \( g(x) = f(x + c(x)) \). Moreover, \( c \) is a continuous mapping from \( R^N_K \) to \( R^{N(+)}_K \).

**Proof:** Let \( C \) is a closed convex set of \( R^N \). Since as \( ||x|| \to \infty \), \( f(x) \to \infty \), if there is a optimal point \( x^* \) s.t. \( \inf_{x \in C} f(x) = f(x^*) \), then \( ||x^*|| < \infty \).

Suppose that there are two optimal points \( x_1 \) and \( x_2 \) such that \( \inf_{x \in C} f(x) = f(x_1) = f(x_2) \). Then \( x_1 \) and \( x_2 \) are in \( C \). Since \( f \) is strictly convex, for \( 0 \leq t \leq 1 \),

\[ f(tx_1 + (1-t)x_2) < tf(x_1) + (1-t)f(x_2) = f(x_1) \]
and $tx_1 + (1-t)x_2 \in C$. This contradicts the fact that $\inf_{C} f(x) = f(x_1)$. Therefore, $f(.)$ has a unique minimum on $C$. In consequence, $g(x) = f(x - c(x))$, for some $c(x) \in R_{K}^{N(+)}$. Therefore the mapping $c$ is well-defined.

Let $\{x_n\}$ be a sequence which converges to $x$ and $x_n, x \in R_{K}^{N}$. From Lemma A.4, we know that $g$ is continuous. By continuity, $g(x_n) \to g(x)$, i.e. $f(x_n - c(x_n)) \to f(x - c(x))$ and $\{f(x_n - c(x_n))\}$ is a bounded sequence. This implies that $\{c(x_n)\}$ is a bounded sequence such that $f(x_n - c(x_n)) \to f(x - c(x))$. Suppose $\{x_n - c(x_n)\}$ does not converge to $x - c(x)$. Then there exists a subsequence $\{x_{n_k} - c(x_{n_k})\}$ converging to $y(\in R_{K}^{N}) \neq x - c(x)$. However, $f(x_n - c(x_n)) \to f(x - c(x))$ and also $f(x_{n_k} - c(x_{n_k})) \to f(y)$ as $k \to \infty$ and $f(y) = f(x - c(x))$. Since $x_n \to x$ and $x_{n_k} - c(x_{n_k})$ converges to $y$, $c(x_{n_k}) \to (x - y) \in R_{K}^{N(+)}$. Therefore, the fact that $f(x - c(x)) = f(x - (x - y))$ and $x - y \neq c(x)$ contradicts the uniqueness of the local minimum. Hence, $x_n - c(x_n)$ converges to $x - c(x)$. So, $c(x_n)$ converges to $c(x)$. This shows that $c$ is continuous.

Let $K$ be a subset of $ZZ_{N}$. Let $\xi^i = \langle \alpha, v(i) \rangle$ for $i \in K$ and $\xi^i = -\alpha_i$ for $i \in K^c$. Define the matrix $B^K$ such that its $i^{th}$ row is $v(i)$ for $i \in K$ and its $j^{th}$ row is $-e_j$ for $j \in K^c$. The change of variable $B^K \alpha = \xi^K$, will be convenient for some of our arguments below. $B^K$ is a nonsingular $N \times N$ matrix. We will use $H^K(\cdot)$ to indicate $H(\cdot)$ with respect to $\xi^K$.

$$H^K(\xi^K) = H((B^K)^{-1}\xi^K)$$
$$= \sum_{v \in V} \lambda_v (\exp(((B^K)^{-1}\xi^K, v)) - 1)$$
$$= \sum_{v \in V} \lambda_v (\exp((\alpha, v)) - 1)$$
$$= H(\alpha).$$

As $\|\xi^K\| \to \infty$, $\|\alpha\| \to \infty$. Therefore, as $\|\xi^K\| \to \infty$, $H^K \to \infty$. Clearly, $H^K$ is
strictly convex and smooth, since $H$ has these properties. Let $L^K$ denote the Legendre transformation of $H^K$.

**Lemma 4.2.** Let $B(x) = K$. For any $\beta \in R^N_K$, 

$$L(x + A\beta) = L^K(-x + \beta).$$

**Proof:** Let $\beta \in R^N_K$.

$$L(x + A\beta)$$

$$= \sup_{\alpha \in R^N}(\langle x + A\beta, \alpha \rangle - H(\alpha)),$$

$$= \sup_{\alpha \in R^N}(\langle x, \alpha \rangle + \langle A\beta, \alpha \rangle - H(\alpha))$$

$$= \sup_{\alpha \in R^N}(\langle x, \alpha \rangle + \langle \beta, B^K\alpha \rangle - H(\alpha))$$

since for $i \in K$, $A^T$ and $B^K$ have a same vector on $i^{th}$ row and $\beta_j = 0$, for $j \in K^c$.

$$= \sup_{\xi \in R^N}(\langle -x, \xi^K \rangle + \langle \beta, \xi^K \rangle - H((B^K)^{-1}\xi^K)),$$

since $\xi^K = -\alpha_i$ for $i \in K^c$.

$$= \sup_{\xi \in R^N}(\langle -x + \beta, \xi^K \rangle - H^K(\xi^K))$$

by definition of $H^K$

$$= L^K(-x + \beta). \quad \blacksquare$$

Due to Lemma 4.2, we know that $L^K(-x + \beta)$ is a strictly convex and continuously differentiable w.r.t. $\beta$ on $R^{N(+)}_K$ and increases to $\infty$ as $||\beta|| \to \infty$. By Lemma A.1, there is a unique $\beta^* \in R^{N(+)}_K$ such that

$$\inf_{\beta \in R^{N(+)}_K} L^K(-x + \beta) = L^K(-x + \beta^*).$$

The following theorem shows how the infimum outside the integral can be passed under the integral.
THEOREM 4.3. For a given absolutely continuous function $\phi \in D_{(+)}^N[0,T]$ with $\phi(0) = z \in R_{(+)}^N$, 

$$
\inf_{u \mid \theta(u) = \phi, \sigma(u) = u} \int_0^T L(\phi'(t) + Au'(t))dt \\
= \int_0^T \inf_{\beta \in R_{(-)}^{N^c}(t)} L(\phi'(t) + A\beta)dt,
$$
i.e. $\beta_i > 0$ only if $\phi_i(t) = 0$.

PROOF: Let $T_K = \{t \in [0,T] : \phi_i(t) = 0, \forall i \in K, \phi_j(t) > 0, \forall j \in K^c\}$, where $K \subset Z_N$.

By Lemma A.4, $\inf_{\beta \in R_{(+)}^{N^c}(t)} L^K(-\phi'(t) + \beta)$ is measurable on $T_K$. And for $t$ on which $\phi'$ is defined and $\phi(t) \in T_K$, by Lemma 4.1, there is a unique $\beta^*(-\phi'(t))$ such that 

$$
\inf_{\beta \in R_{(+)}^{N^c}(t)} L^K(-\phi'(t) + \beta) = L^K(-\phi'(t) + \beta^*(-\phi'(t)))
$$

and, moreover, $\beta^*(-\phi'(t))$ is a.e. defined and measurable on $T_K$.

Define $\pi^*(t) = \int_0^t \sum_{K \in B(0)} \beta^*(-\phi'(t)) \chi_{T_K}(s)ds$. Since $\sum_{K \in B(0)} \beta^*(-\phi'(t)) \chi_{T_K}(s)$ is measurable, $\pi^*(t)$ is well-defined and absolutely continuous.

Let $\psi^* = \phi(t) + A\pi^*(t)$. Then $\theta(\psi^*) = \phi$, $\sigma(\psi^*) = \pi^*$. Therefore, 

$$
\sum_{K \subset Z_N} \int_{T_K} \inf_{\beta \in R_{(+)}^{N^c}(t)} L^K(-\phi'(t) + \beta)dt \\
= \sum_{K \subset Z_N} \int_{T_K} L^K(-\phi'(t) + \pi''(t))dt \\
= \sum_{K \subset Z_N} \int_{T_K} L(-\phi'(t) + A\pi''(t))dt \\
= \int_0^T L(\psi''(t))dt.
$$

If $\theta(\psi) = \phi$, then there exists nondecreasing function $u$ such that $\psi(t) = \phi(t) + Au(t)$. At $t$ where $\phi'(t)$ is defined, $u_i(t)$ is nonnegative for all $i \in Z_n$. Therefore,
\( L(\psi^\ast) \leq L(\psi'(t)) \text{ a.e., } \forall \psi \in \{\psi|\theta(\psi) = \phi\}. \) It follows that

\[
\int_0^T L(\psi^\ast(t))dt \leq \int_0^T L(\psi'(t))dt, \, \forall \psi \in \{\psi|\theta(\psi) = \phi\}.
\]

On the other hand, since \( \theta(\psi^\ast) = \phi, \)

\[
\int_0^T L(\psi^\ast(t))dt \geq \inf_{\psi|\theta(\psi) = \phi, \, \sigma(\psi) = u} \int_0^T L(\psi'(t))dt.
\]

Therefore,

\[
\inf_{u|\theta(\psi) = \phi, \, \sigma(\psi) = u} \int_0^T L(\phi'(t) + Au'(t))dt
\]

\[
= \int_0^T \sum_{K \in \mathbb{Z}_+} \inf_{\beta \in R_{\chi_{T_K}}^{N(+)}} L(\phi'(t) + A\beta)\chi_{T_K}(t)dt
\]

\[
= \int_0^T \inf_{\beta \in R_{\theta(\psi^\ast)}^{N(+)}} L(\phi'(t) + A\beta)dt.
\]

The desired result is obtained. \( \square \)

Therefore, for an absolutely continuous \( \phi \in D_{(\ast)}^N[0, T] \) with \( \phi(0) = z, \)

\[
J_{[0, T]}(\phi) = \int_0^T \inf_{\beta \in R_{\theta(\psi^\ast)}^{N(+)}} L(\phi'(t) + A\beta)dt.
\]

Our next goal is to find a closed form expression of the infimum inside the integral.

Eventually, we will show that the infimum is same as the expression which was found in Dupuis [9]. This is the content of Theorem 4.4 below. We will use the same notations as Dupuis et. al. used in the same paper.

**Definition, Notations, and Miscellaneous Notions:**
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For a subset $S$ of $\{1, \ldots, N\}$ i.e. $S \subset \{1, \ldots, N\} = \mathbb{Z}_N$, choose any point $z$ s.t. $\{z : B(z) = S\}$. For $\alpha \in \mathbb{R}^N$, define

$$H(S, \alpha) = \sum_{\nu \in \nu} \lambda(\nu)(\exp((\alpha, \nu)) - 1).$$

and its Legendre transformation

$$L(S, \beta) = \sup_{\alpha \in \mathbb{R}^N} [(\alpha, \beta) - H(S, \alpha)], \beta \in \mathbb{R}^N.$$

Obviously, if $z$ in the interior of $R_{(\cdot)^+}^N$, $H(B(z), \alpha) = H(\alpha)$ which is defined in (3.2).

We sometimes write $H(z, \alpha)$ for $H(B(z), \alpha)$.

Next, let

$$h(x, \alpha) = \vee_{\mathbb{S} \subset B(z)} H(S, \alpha),$$

$$l(x, \beta) = \sup_{\alpha \in \mathbb{R}^N} [(\alpha, \beta) - h(x, \alpha)].$$

Define $H^K(S, \xi) = H^K(S, (B^K)^{-1}\xi^K)$.

The main result of this section is in the next theorem.

**Theorem 4.4.** Let $K \subset \mathbb{Z}_N$. Let $z \in R_{(\cdot)^+}^N$ with $B(z) = K$ and $\nu$ be a $N$ dimensional vector with $\nu_i = 0$ for all $i \in K$. Then

$$\inf_{\beta \in R_{(\cdot)^+}^N} L(\nu + A\beta) = l(x, \nu).$$

Its proof consists of two parts. In the following two lemmas we prove each part.

**Lemma 4.5.** Let $K \subset \mathbb{Z}_N$. For $z$ in the nonnegative orthant of $R^N (z \in R_{(\cdot)^+}^N)$ with $B(z) = K$ and $\nu$ be a $N$ dimensional vector with $\nu_i = 0$ for $i \in K$. Then

$$\inf_{\beta \in R_{(\cdot)^+}^N} L(\nu + A\beta) \leq l(x, \nu).$$
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Proof: By Lemma 4.2,

$$\inf_{\beta \in R_{K^c}^{N(+)}} L(\nu + A\beta) = \inf_{\beta \in R_{K^c}^{N(+)}} L^K(-\nu + \beta)$$

We will base our argument on the properties of $L^K$. Since $L(\nu)$ is a strictly convex and continuously differentiable w.r.t. $\nu$ on $R^N$ and increases to $\infty$ as $|\nu| \to \infty$, $L^K(-\nu + \beta)$ is a strictly convex and continuously differentiable w.r.t. $\beta$ on $R^N$ and increases to $\infty$ as $|\beta| \to \infty$. By Lemma 4.1, there is a unique $\beta^* \in R_{K^c}^{N(+)}$ such that

$$\inf_{\beta \in R_{K^c}^{N(+)}} L^K(-\nu + \beta) = L^K(-\nu + \beta^*).$$

By Lemma A.2, we know that for each $i \in K$,

$$\frac{\partial L^K}{\partial \beta_i}(-\nu + \beta^*) \geq 0 \text{ and } \frac{\partial L^K}{\partial \beta_i}(-\nu + \beta^*) \cdot \beta_i^* = 0. \quad (4.1)$$

By the property of Legendre transformation (see (1.4)), we know that there is a unique $\xi^K$ such that $L^K(-\nu + \beta^*) = \langle -\nu + \beta^*, \xi^K \rangle - H^K(\xi^K)$ and that

$$\frac{\partial L^K}{\partial \beta_i}(-\nu + \beta^*) = \xi_i^K$$

for each $i \in Z_N$. Therefore, (4.1) can be rewritten as

$$\xi_i^K \cdot \beta_i^* = 0, \quad \xi_i^K \geq 0. \quad (4.2)$$

It follows that

$$L(\nu + A\beta^*) = L^K(-\nu + \beta^*)$$

$$= \langle -\nu + \beta^*, \xi^K \rangle - H^K(\xi^K)$$

$$= \langle -\nu, \xi^K \rangle - H^K(\xi^K)$$

Suppose $B(\beta^*) \cap K = S_o$. Since $\beta^* \in R_{K^c}^{N(+)}, \text{ by } (4.2), \text{ we know that}$

$$\xi_i^K \begin{cases} 
\geq 0, & i \in S_o \\
= 0, & i \in B(\beta^*)^c , 
\end{cases} \quad (4.3)$$
since $\beta_i^* > 0$ for $i \in B(\beta^*)^c$.

Now, we partition $H^K$ into two summation terms to see its properties more explicitly. (Recall that $V_K = \{v(i) : i \in K\}$. In particular, $V_{\mathbf{z}_N} = \{v(i) : i = 1, \ldots, N\}$.)

$$H^K(\xi^K) = \sum_{v \in (V/V_K)} \lambda_v(\exp((B^K)^{-1}\xi^K, v)) - 1) + \sum_{v \in V_K} \lambda_v(\exp((B^K)^{-1}\xi^K, v)) - 1).$$

For each $i \in K$, $((B^K)^{-1}\xi^K, v(i)) = (\alpha^*, v(i)) = \xi_i^K$, where $B^K\alpha^* = \xi^K$. Thus

$$H^K(\xi^K) = \sum_{v \in (V/V_K)} \lambda_v(\exp((B^K)^{-1}\xi^K, v)) - 1) + \sum_{i \in K} \lambda_v(i)(\exp(\xi_i^K) - 1).$$

(4.3) implies that for $i \in B(\beta^*)^c$, $\exp(\xi_i^K) - 1 = 0$. Therefore,

$$\sum_{i \in K} \lambda_v(i)(\exp(\xi_i^K) - 1) = \sum_{i \in K/B(\beta^*)^c} \lambda_v(i)(\exp(\xi_i^K) - 1).$$

and so

$$H^K(\xi) = H^K(B(\beta^*)^c, \xi^K).$$

Therefore,

$$L^K(-\nu + \beta^*) = \langle -\nu, \xi^K \rangle - H^K(B(\beta^*)^c, \xi^K).$$

(4.4)

For all $i \in K$, $\xi_i^K \geq 0$ and, therefore, $\exp(\xi_i^K) - 1 \geq 0$. It follows that if $S_1 \subset S_2 \subset K$, then $H^K(S_1, \xi^K) \geq H^K(S_2, \xi^K)$. Therefore,

$$H^K(\xi^K) = \bigvee_{S \subset K} H^K(S, \xi^K).$$

It follows from (4.4) that

$$L^K(-\nu + \beta^*) = \langle -\nu, \xi^K \rangle - \bigvee_{S \subset K} H^K(S, \xi^K).$$

From this result, it follows that
\[ L^K(-\nu + \beta^*) \leq \sup_{\xi_K} \{(\nu, \xi^K) - \vee_{S \subseteq K} H^K(S, \xi^K)\}. \]

Restating this in the original variable \( \alpha \), we conclude that
\[
\inf_{\beta \in K_{\alpha^*}} L(\nu + A\beta) \leq \sup_{\alpha} \{(\nu, \alpha) - \vee_{S \subseteq B(\alpha)} H(S, \alpha)\} = l(x, \nu). \quad \blacksquare
\]

**Lemma 4.6.** Let \( K \subset \mathbb{Z}_N \). Let \( x \in R^N_+ \) with \( B(x) = K \) and \( \nu \) be a \( N \)-dimensional vector with \( \nu_i = 0 \) for \( i \in K \). Then
\[
\inf_{\beta \in K_{\alpha^*}} L(\nu + A\beta) \geq l(x, \nu).
\]

**Proof:** By definition,
\[
l(x, \nu) = \sup_{\alpha} \{(\nu, \alpha) - \vee_{S \subseteq B(\alpha)} H(S, \alpha)\}. \quad (4.5)
\]

Since \( (\nu, \alpha) - \vee_{S \subseteq B(\alpha)} H(S, \alpha) \) is continuous w.r.t. \( \alpha \) and bounded above and decreases to \(-\infty\) as \( \|\alpha\| \to \infty \), there must exist \( \alpha^* \) and \( S_0 \subset K \) such that
\[
\sup_{\alpha} \{(\nu, \alpha) - \vee_{S \subseteq K} H(S, \alpha)\} = (\nu, \alpha^*) - H(S_0, \alpha^*). \quad (4.6)
\]

Let
\[
\Gamma^K = \{\alpha \in R^N | H(S_0, \alpha) = \vee_{S \subseteq K} H(S, \alpha)\}.
\]

Then \( \alpha^* \in \Gamma^K \). Hence,
\[
(\nu, \alpha^*) - H(S_0, \alpha^*) = \sup_{\alpha \in \Gamma^K} \{(\nu, \alpha) - H(S_0, \alpha)\}. \quad (4.7)
\]
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We know that $\nu_i = 0$ for $i \in K$. This implies that for $i \in K$, changes of $\alpha_i$ do not affect the term $(\nu, \alpha)$.

Now, we want to figure out the shape of the set $\Gamma^K$. For $\alpha$ in $\Gamma^K$,

$$H(S_o, \alpha) \geq H(S, \alpha) \text{ for all } S \subset K.$$ 

Therefore, for $i \in S_o$,

$$H(S_o, \alpha) \geq H(S_o \setminus \{i\}, \alpha).$$

So,

$$H(S_o, \alpha) - H(S_o \setminus \{i\}, \alpha) = -\lambda_{\nu(i)}(\exp(\alpha, \nu(i)) - 1) \geq 0.$$ 

It follows that $(\alpha, \nu(i)) \leq 0$ for each $i \in S_o$.

For $i \in S_o \cap K$,

$$H(S_o, \alpha) \geq H(S_o \cup \{i\}, \alpha).$$

So,

$$H(S_o, \alpha) - H(S_o \cup \{i\}, \alpha) = \lambda_{\nu(i)}(\exp(\alpha, \nu(i)) - 1) \geq 0.$$ 

This implies that $(\alpha, \nu(i)) \geq 0$ on $\Gamma^K$ for $i \in S_o \cap K$. Therefore,

$$\Gamma^K \subset \{\alpha \in R^N : (\alpha, \nu(i)) \leq 0 \text{ for } i \in S_o, (\alpha, \nu(i)) \geq 0 \text{ for } i \in S_o \cap K\}.$$ 

On the other hand, for any $S \subset K$,

$$H(S_o, \alpha) \geq H(S, \alpha)$$

if and only if

$$\sum_{i \in S_o \cap S} \lambda_{\nu(i)}(\exp(\alpha, \nu(i)) - 1) \leq \sum_{i \in S_o \cap S} \lambda_{\nu(i)}(\exp(\alpha_i, \nu(i)) - 1).$$

However, for any $\alpha$ with $(\alpha, \nu(i)) \leq 0$ for $i \in S_o$ and $(\alpha, \nu(i)) \geq 0$ for $i \in S_o \cap K$, the above equality holds for all $S \subset K$. Therefore,

$$\{\alpha \in R^N : (\alpha, \nu(i)) \leq 0 \text{ for } i \in S_o, (\alpha, \nu(i)) \geq 0 \text{ for } i \in S_o \cap K\} \subset \Gamma^K.$$
It follows that

$$\Gamma^K = \{ \alpha \in \mathbb{R}^N : \langle \alpha, v(i) \rangle \leq 0 \text{ for } i \in S_o, \langle \alpha, v(i) \rangle \geq 0 \text{ for } i \in S_o^c \cap K \}.$$

We know that

$$H(S_o, \alpha) = \sum_{v \in V/V_{S_o}} \lambda_v (\exp(\alpha, v) - 1).$$

By change of variables, we obtain

$$H^K(S_o, \xi^K) = \sum_{v \in V/V_{S_o}} \lambda_v (\exp((B^K)^{-1} \xi^K, v) - 1).$$

Now, we want to show that for any $v \in V_{S_o}$ and $\langle B^{-1} \xi^K, v \rangle$ is a linear combination of $\xi^K_i$'s with negative coefficient for those $i \in S_o$. It may be explained as follows;

Case 1. If $v = v(j)$ for $j \in K/S_o$, $\langle (B^K)^{-1} \xi^K, v \rangle = \xi^K_j$. $j$ is not in $S_o$.

Case 2. If $v \in V/V_{Z_N}$, $\langle (B^K)^{-1} \xi^K, v \rangle = \alpha_k$ for some $k \in \mathbb{Z}_N$.

Case 3. If $v \in V_{Z_N}/V_K$, $\langle (B^K)^{-1} \xi^K, v \rangle = \alpha_k - \xi^K_j$, where some $k \in \mathbb{Z}_N$. $j \notin S_o$.

Therefore, if $\alpha_k$ can be expressed as a linear combination of $\xi^K_i$'s with negative coefficients for $k \in K$, then the explanation will be completed.

So, it suffices to show that for any $k \in \mathbb{Z}_N$, $\alpha_k$ can be expressed as a linear combination of $\xi^K_i$'s with negative coefficients. Due to the topological structure of OCOS system, for a customer to go out of the system starting from the station $k$, he has to pass a fixed sequence of stations, say $k_1, \ldots, k_n$. If at least one of $k_1, \ldots, k_n$ is in $K^c$ and $k_i$ is the first one among them, then $-\alpha_k = (\alpha_{k_1} - \alpha_k) + (\alpha_{k_2} - \alpha_{k_1}) + \cdots + (\alpha_{k_n} - \alpha_{k_{n-1}}) - \alpha_{k_1} = \xi^K_{k_n} + \xi^K_{k_{n-1}} + \cdots + \xi^K_{k_2} + \xi^K_{k_1}$. If none of them are in $K^c$, $-\alpha_k = \xi^K_{k_n} + \xi^K_{k_{n-1}} + \cdots + \xi^K_{k_2} + \xi^K_{k_1}$. Therefore, every $\alpha_k$ can be expressed as a linear combination of $\xi^K_i$'s with negative coefficients. Therefore, for $i \in S_o$, as $\xi^K_i$ increases, $H^K(S_o, \xi^K)$ is nonincreasing.
Our hypothesis that $v_i = 0$ for $i \in K$, and the fact that $\alpha_i = -\xi_i^K$ for such $i$, implies that

$$\sup_{u \in \Gamma K} \{(\nu, \alpha) - H(S, \alpha)\}$$

$$= \sup_{\xi \in \Gamma K} \{(\nu, -\xi^K) - H^K(S, \xi^K)\}, \quad (4.8)$$

where

$$C^K = \{\xi^K : \xi^K = B^K \alpha, \alpha \in \Gamma^K\}$$

$$= \{\xi^K \in R^N : \xi^K_i \leq 0 \text{ for } i \in S_o, \xi^K_i \geq 0 \text{ for } i \in S^c \cap K\}.$$

However, changes of $\xi^K$ for $i \in K$ do not affect $\langle \nu, -\xi^K \rangle$ and $H^K(S, \xi^K)$ does not increase as $\xi^K$ increases for $i \in S_o$. It follows that

$$\sup_{\xi \in \Gamma K} \{-\langle \nu, \xi^K \rangle - H^K(S, \xi^K)\}$$

$$= \sup_{\xi \in \Gamma K} \{-\langle \nu, \xi^K \rangle - H^K(S, \xi^K)\}, \quad (4.9)$$

where

$$C^o = \{\xi^K \in R^N : \xi^K_i = 0 \text{ for } i \in S_o, \xi^K_i \geq 0 \text{ for } i \in S^c \cap K\}.$$

If $\xi^K_i = 0$ for all $i \in S_o$, $H^K(S, \xi^K) = H^K(\xi^K)$. Therefore, from (4.5)-(4.9),

$$l(x, \nu) \leq \sup_{\xi \in C^o} \{-\langle \nu, \xi^K \rangle - H^K(\xi^K)\}.$$

When $\beta \in R^{K^c}_{N(+)}$ and $\xi^K \in C^o$, $\langle \beta, \xi^K \rangle = \sum_{i \in K} \beta_i(\alpha, v(i)) \geq 0$. Therefore,

$$l(x, \nu) \leq \sup_{\xi \in C^o} \{-\langle \nu + \beta, \xi^K \rangle - H^K(\xi^K)\},$$

and so

$$l(x, \nu) \leq \sup_{\xi \in R^N} \{-\langle \nu + \beta, \xi^K \rangle - H^K(\xi^K)\} = L^K(-\nu + \beta),$$

for all $\beta \in R^{N(+)}_{K^c}$. It follows that

$$l(x, \nu) \leq \inf_{\beta \in R^{N(+)}_{K^c}} L^K(-\nu + \beta).$$
By Lemma 4.2,

\[ L^K(-\nu + \beta) \]

\[ = \sup_{\xi \in R^N} \left[ (-\nu + \beta, \xi^K) - H^K(\xi^K) \right] \]

\[ = \sup_{\xi \in R^N} \left[ (-\nu - \alpha + \langle \beta, \xi^K \rangle - H((B^K)^{-1}\xi^K)) \right] , \]

since \( \nu_i = 0 \) for \( i \in K \) and \( \xi^K_j = -\alpha_j \) for \( j \in K^c \).

\[ = \sup_{\alpha \in R^N} \left[ (\nu, \alpha) + \langle \beta, B^K\alpha \rangle - H(\alpha) \right] , \]

by definition of \( H^K \).

\[ = \sup_{\alpha \in R^N} \left[ (\nu, \alpha) + \langle (B^K)^T\beta, \alpha \rangle - H(\alpha) \right] \]

\[ = \sup_{\alpha \in R^N} \left[ (\nu, \alpha) + \langle A\beta, \alpha \rangle - H(\alpha) \right] , \]

since \( \beta_i = 0 \) for \( i \in K^c \) and the \( i^{th} \) column of \( A \) is equal to that of \( (B^K)^T \).

\[ = L(\nu + A\beta) . \]

It follows that

\[ l(x, \nu) \leq \inf_{\beta \in R^{|K^c|+}} L(\nu + A\beta) \quad \Box \]

We now summarize the results of this section. First, the application of the contraction principle to the Skorohod map leads to the fact that the family of probability measures \( P^x \), governing the rescaled queue length processes \( \{X^x(t)\} \), obeys the large deviation principle with rate function \( J_{[0,T]}(\cdot, \cdot) \) where

\[ J_{0,T}(x, \phi) \]

\[ = \begin{cases} 
  \int_0^T \inf_{\beta \in R^{|K^c|+}} L(\phi'(t) + A\beta) dt, & \text{if } \phi \text{ is an absolutely continuous function}, \\
  \infty, & \text{its integral is convergent, and } \phi(0) = x \text{ o.w.} 
\end{cases} \]
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Second, based on Theorem 4.4, we can put the rate function \( J_{[0,T]}(x, \phi) \) into a closed form expression.

**Theorem 4.7.** For an absolutely continuous function \( \phi(t) \in R^N_{(+) for all t on [0, T] with \( \phi(0) = x \in R^N_{(+)} \),

\[
J_{[0,T]}(x, \phi) = \int_0^T l(\phi(t), \phi'(t)) dt,
\]

when it is convergent.

**Proof:** If \( i \in B(\phi(t)) \), \( \phi_i(t) = 0 \) for almost every \( t \) on \([0, T] \), Theorem 4.4 implies the desired result. \( \Box \)

Finally, the LDP of \( \{P \circ (X^\varepsilon)^{-1}\} \) is in the following form:

**Theorem 4.7.**

1. For each \( c < \infty \), the set \( \cup_{x \in O} \{ \phi : J_{[0,T]}(x, \phi) \leq c \} \) is a compact set in \( D^N[0, T] \) for any compact set \( O \subset R^N \), for all \( 0 < T < \infty \).

2. For each closed set \( F \subset D^N[0, T] \),

\[
\limsup_{\varepsilon \to 0} \varepsilon \log P[X^\varepsilon(.) \in F | X^\varepsilon(0) = x] \leq - \inf_{\phi \in F} J_{[0,T]}(x, \phi).
\]

3. For each open set \( G \subset D^N[0, T] \),

\[
\liminf_{\varepsilon \to 0} \varepsilon \log P[X^\varepsilon(.) \in G | X^\varepsilon(0) = x] \geq - \inf_{\phi \in G} J_{[0,T]}(x, \phi).
\]
4.2 A Failure of the Skorohod Problem Approach.

In this section, we want to show why the OCOS structure is critical for the Skorohod Problem approach. In fact, in a very simple queueing model with a non-OCOS structure, we can show that there is no continuous Skorohod map which transforms its potential process into the queue length process. The following is the example.

The model of interest consists of two stations. In this model, a customer comes into the first station and waits to be serviced. Interarrival times to the system from the (system) exterior are independent and exponentially distributed with a positive parameter \( \lambda_1 \). After being serviced, he moves on to the second station. Service times at the first station are independent and exponentially distributed with a positive parameter \( \lambda_2 \). The service times at the second station are independent and exponentially distributed with a positive parameter \( \lambda_3 + \lambda_4 \). After being serviced at the second station, the customer decides whether to go out of system or to go back to the first station. On average, the probability of leaving the system after being serviced at the second station is \( \frac{\lambda_3}{\lambda_3 + \lambda_4} \) and that of going back to the first station is \( \frac{\lambda_4}{\lambda_3 + \lambda_4} \). The small time increment probability of the queue length process is as follows;

when \( v^1 = (1, 0)^T, v^2 = (-1, 1)^T, v^3 = (0, -1)^T, \) and \( v^4 = (1, -1)^T \),

\[
P_r[X(t + h) - X(t) = v | X(t) = x] = \begin{cases} \lambda_i(x)h + o(h), & v = v^i \\ 1 - \sum_{i=1}^{4} \lambda_i(x)h + o(h), & v = (0, 0)^T \end{cases}
\]

where \( \lambda_i(x) = \begin{cases} \lambda_i, & v_j \neq -1, \forall j \in B(x) \\ 0, & \text{o.w.} \end{cases} \)

However, the counterpart of the potential process has the following conditional probability structure.

\[
P_r[Y(t + h) - Y(t) = v | X(t) = X] = P_r[Y(t + h) - Y(t) = v]
= \begin{cases} \lambda_i h + o(h), & v = v^i \\ 1 - \sum_{i=1}^{4} \lambda_i h + o(h), & v = (0, 0)^T \end{cases}
\]
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Suppose there is a Skorohod map $\theta$ for this model similar to the one in the case of the OCOS structure (i.e. $\theta(Y)$ has the same distribution as $X$). Then $\theta(Y)$ should reflect everywhere on the boundary of $R_+^2$. It implies that, for a given trajectory $Y(w)$ of the potential process $Y$, if $Y(w, t) - Y(w, t^-) = v$ and $\theta(Y(w))(t^-) = x$ and if $x_i = 0$ and the $i^{th}$ element of $v$, $v_i$, is less than 0, then $\theta(Y(w))(t) - \theta(Y(w))(t^-)$ should be equal to 0.

In order to achieve this reflection on the boundary with $x_1 = 0$, we have to have two types of reflections. This makes it impossible to find a continuous Skorohod map for this model. We show it with examples in the following.

We choose two specific trajectories $y_1(\cdot)$, $y_2(\cdot)$ of the potential process and define $y_1^n(t) = \frac{1}{n} y_1(nt)$. These two will converge to the same continuous function as $n$ goes to infinity. But $\theta(y_1^n(t))$ and $\theta(y_2^n(t))$ will converge to two distinct functions. It means $\theta$ cannot be a continuous mapping.

Let $y_1(t) = \begin{cases} 0 & [0, 1) \\ v_4 & [1, 3) \\ 2v_4 & [3, 5) \\ \ldots \\ \sum_{n=1}^{\infty} \chi_{[2n-1, 2n+1)}(t)v_4 
\end{cases}$

Let $y_2(t) = \begin{cases} 0, & [0, 1) \\ v_1, & [1, 2) \\ v_1 + v_3, & [2, 3) \\ 2v_1 + v_3, & [3, 4) \\ 2v_1 + 2v_3, & [4, 5) \\ \ldots \\ \sum_{n=1}^{\infty} \chi_{[2n-1, 2n)}(t)v_1 + \sum_{n=1}^{\infty} \chi_{[2n, 2n+1)}(t)v_3. 
\end{cases}$

As $n$ goes to $\infty$, $y_1^n(t)$ and $y_2^n(t)$ converge to a function $f(t) = \begin{bmatrix} \frac{1}{2}t \\ -\frac{1}{2}t \end{bmatrix}$, uniformly.
For all \( n \), \( \theta(y^n_1)(t) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \) and

\[
\theta(y^n_2)(t) = \sum_{n=1}^{\infty} \frac{1}{n} \chi_{[2n-1, 2n]}(nt)v_1.
\]

As \( n \) goes to \( \infty \),

\( \theta(y^n_2)(t) \) converges to \( g(t) = \begin{bmatrix} \frac{1}{2}t \\ \frac{1}{2}t \end{bmatrix} \), uniformly on any bounded interval.

Therefore, \( \theta \) can not be a continuous mapping.

To push the LDP of the potential process through \( \theta \), the continuity of Skorohod map is a critical condition. Due to this reason, our approach has not been successful in cases of multiple reflections.
Appendix

Lemma A.1. If $S$ is a closed convex subset of $\mathbb{R}^N$, $g(x)$ is strictly convex and continuous on $\mathbb{R}^N$, and $g(x) \to \infty$ as $\|x\| \to \infty$, then there exist a unique point $x^* \in S$ such that $\inf_{x \in S} g(x) = g(x^*)$.

Proof: Since $g(x) \to \infty$ as $\|x\| \to \infty$, $g(x)$ has the greatest lower bound. Then the continuity of $g$ and the closedness of $S$ guarantee the existence of an optimal point $x^* \in S$ such that $\inf_{x \in S} g(x) = g(x^*)$.

Suppose that there are two optimal points $x_1^*, x_2^*$. The strict convexity of $g$ and convexity of $S$ implies that there is a point $x' = \frac{x_1^* + x_2^*}{2}$ in $S$ such that $\inf_{x \in S} g(x) > g(x')$. This is a contradiction. Therefore, $x^*$ is unique. $\Box$

Under the same conditions as Lemma A.1, the Kuhn-Tucker condition (cf. Theorem 7.1.3 in Karlin [17]) and Lemma A.1 implies the following lemma.

Lemma A.2. Let $R^N_{(+)\text{+}}$ be the nonnegative orthant of $\mathbb{R}^N$. Provided that $g(x)$ has the same properties as in Lemma A.1 and is continuously differentiable, then $\inf_{x \in R^N_{(+)\text{+}}} g(x)$ is achieved at a unique $x^* \in R^N_{(+)\text{+}}$ iff $[\partial g(x^*)] \geq 0$ and $[\partial g(x^*)] \cdot x^* = 0$.

Lemma A.3. If $f(x)$ is a real valued and convex function and $\{x : f(x) < \infty\} = \mathbb{R}^N$, then $f(x)$ is continuous.


Lemma A.4. Let $f(x)$ be a convex continuous function on $\mathbb{R}^N$ and bounded below. Let $C$ be a convex subset of $\mathbb{R}^N$. Define $g(x) = \inf_{z \in C} f(z + c)$, for $x \in \mathbb{R}^N$. Then $g$ is convex continuous on $\mathbb{R}^N$.  
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Proof: For any \( c_1, c_2 \in C \) and \( t \in [0,1] \), \( tc_1 + (1-t)c_2 \in C \) and

\[
g(tx + (1-t)y) \leq f(tx + (1-t)y + tc_1 + (1-t)c_2) \\
= f(t(x + c_1) + (1-t)(y + c_2)) \\
\leq tf(x + c_1) + (1-t)f(y + c_2)
\]

Therefore, \( g(tx + (1-t)y) \leq tg(x) + (1-t)g(y) \). It follows that \( g \) is convex.

\( f(x) \) has a lower bound. Then, obviously, \( g \) is bounded below. Moreover, since \( f \) is finite on \( \mathbb{R}^N \), \( g \) is finite on \( \mathbb{R}^N \). Therefore, by the Lemma A.3, \( g \) is continuous on \( \mathbb{R}^N \).
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LARGE DEVIATION THEORY FOR QUEUEING SYSTEMS

Young Wook Park

ABSTRACT

Consider a Markov jump process, $X(t)$, with a nonnegative state space as a model for a queueing system. The motivation of this study is about useful estimates of system performance. For example, in a system with finite queues, the probability of the system of queues going from an empty state to a state in which the population of at least one queue reaches a large number before becoming empty again is one and the typical sample trajectory of this event is another. To answer these questions, we establish the large deviation principle (LDP) for an appropriate class of queueing processes. The model of our concern is the Jackson network which has a tree-type topological structure.

Under carefully designed conditions, the LDP for a time homogeneous Markov process has been well established by Wentzel. However, mainly due to the nonnegativity constraint, the queue length process, $X(t)$, of our model does not satisfy the assumed conditions. As a detour, we define the "potential process", $Y(t)$, which allows the negativity in state space in the way that even if a queue is empty, the server in the empty queue is working with a same rate as if the queue is not empty. Therefore, each $Y_i(t)$ can be expressed as the difference of the accumulated number of customers who came to station $i$ and the accumulated number of services, done in station, $i$, up to time $t$. Then the scaled processes, $Y^*(t) \equiv eY_i(t)$, obeys LDP with a
certain rate function, \( I_{[0,T]}(x, \phi) \), i.e.

\[
P[Y^*(.) \in B|Y^*(0) = z] \approx \exp\left[-\frac{1}{\epsilon} \inf_{\phi \in B} I_{[0,T]}(x, \phi)\right], \quad \text{(UTLE)}
\]

for some \( B \subset D^*\{0, T]\) \equiv \{ \text{right continuous } R^\tau - \text{valued function which has a left limit at every point on } [0, T]\}. \text{ UTLE stands for 'up to logarithmic equivalence'.}

By defining an appropriate Skorohod problem, we obtain a continuous mapping \( \theta \) from \( D^* \) to \( D_{(+)}^* \) such that \( \theta(Y)(t) \) is a version of \( X(t) \). Then we "push the LDP of potential process through" \( \theta \) so that LDP of the queue length process can be achieved. The procedure of 'pushing through' is another principle of the large deviation theory. It is called "contraction principle" [3]. The contraction principle provides the rate function \( J_{[0,T]} \) of the LDP for the queue length process and \( J_{[0,T]}(\phi) = \inf_{\psi: \theta(\psi) = \phi} J_{[0,T]}(\psi) \). That is, when \( X^* \equiv \epsilon X^{(\epsilon)} \), for an appropriate set \( B \subset D_{(+)}^* \),

\[
P[X^*(.) \in B|X^*(0) = z] \approx \exp\left[-\frac{1}{\epsilon} \inf_{\phi \in B} J_{[0,T]}(x, \phi)\right]. \quad \text{(UTLE)}
\]

The rate function, \( J_{[0,T]} \), is expressed in a closed form.